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Chapter 1

Introduction

1.1 Road Traffic Management

With the development of the global economy, the amount of motor vehicles worldwide has
been rapidly increasing, while the traffic infrastructure could not be easily extended due to
high costs and space limitations. The large amount of motor vehicles can cause various
problems in traffic networks, such as traffic accidents, traffic congestion, air pollution, etc.
Traffic accidents cause safety problems, traffic congestion leads to a waste of time, and air
pollution harms human health. Road traffic management [9, 91, 114] is one of the methods
that can be used to address various problems in traffic networks. Road traffic management
[9, 91, 114] consists of obtaining traffic information, applying traffic control, managing
traffic demands and incidents, monitoring and supporting drivers, etc. Considering that
travel and transportation through freeway networks are quite crucial in people’s daily life, in
this thesis we focus on the traffic control problem of freeway networks, where the main goal
is to reduce traffic congestion and traffic emissions.

The control measures for freeway networks include speed limits, ramp metering, route
guidance, and so on [47, 58, 97, 116]. Speed limits can limit the maximum speeds on
freeway stretches, ramp metering can limit on-ramp traffic flows entering the mainstream
roads, and route guidance can provide advices for choosing routes. In this thesis, we mainly
consider Variable Speed Limits (VSL) and Ramp Metering (RM) for controlling traffic flows
to reduce traffic congestion and traffic emissions for freeway networks, since VSL and RM
are efficient in reducing traffic congestion and traffic emissions, and they are relatively easy
to realize [94, 102, 116]. The VSL and RM rates (i.e. the control inputs) can be determined
according to different traffic conditions, by means of various approaches, e.g. feedback
control, optimal control, model predictive control, and so on. In conventional feedback
control [57, 96], the control inputs for freeway networks are determined by feedback control
laws, with parameters for the control laws computed a priori. In optimal control
approaches [5, 61, 90], the control inputs for freeway networks are determined by solving
optimization problems, i.e. the optimization of performance criteria defined over some
period. In model predictive control [22, 37, 50, 79, 85, 98] for freeway networks, the control
inputs are determined by solving an optimization problem with an objective function
defined over some prediction period, with the latest measurements of traffic variables taken
into account and a receding-horizon scheme applied.
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1.2 Problem Statement

1.2.1 Research Goals

In order to reduce traffic congestion and traffic emissions in freeway networks by means of
traffic control, it is helpful to improve the accuracy of traffic models that describe traffic
dynamics and traffic emissions. Traffic flows comprise of individual vehicles, and the
dynamics and emissions of individual vehicles could be described according to the
characteristics of individual vehicles. However, due to the large amount of vehicles, it is
time consuming to describe the dynamics and emissions of individual vehicles. The
computational complexity can be reduced by describing the dynamics and emissions of
multiple vehicles in an aggregated way, instead of considering individual vehicles. Traffic
dynamics and traffic emissions can be aggregated for all classes of vehicles (e.g. cars, and
trucks). However, in this case the differences between different classes of vehicles cannot be
described. Thus dynamical characteristics (e.g. free flow speed, and capacity) that differ for
different vehicle classes cannot be captured. In this thesis, we aim to extend several traffic
flow models and traffic emission models so that the specific characteristics of each vehicle
class can be captured.

Various uncertainties exist in freeway networks, and the uncertainties affect the
performance of the freeway networks. Robust control approaches take into account
uncertainties when determining the control inputs, and they can be used to handle
uncertainties in freeway networks. Since the dynamics of traffic flows are usually
considered to be nonlinear and nonconvex, it is challenging to develop robust control
approaches for freeway networks, due to the complexity of the nonlinear-nonconvex
dynamics. Furthermore, the computational complexity will be high for large-scale freeway
networks. However, they can be divided into small subnetworks for reducing the
computational complexity. In this case, developing robust approaches will involve extra
challenges, such as accounting for the effects of uncertainties for neighboring subnetworks.
In this thesis, we aim to develop a robust control approach that can handle uncertainties for
freeway networks, and a robust control approach based on multiple controllers for
large-scale freeway networks that takes into account uncertainties for the entire freeway
networks.

The research goals are listed as follows:

• Improve the accuracy of traffic flow models and traffic emission models by extending
multi-class traffic flow models and traffic emission models, where the characteristics
of each vehicle class can be captured.

• Improve the performance of freeway networks by developing a robust control
approach with uncertainties being taken into account in the control procedure,
considering schemes that can reduce the computational complexity of the robust
control problem.

• Improve the performance of a large-scale freeway network by developing a robust
distributed control approach, where uncertainties in freeway networks and the
computational load of the robust distributed control problem are taken into account
in the control design process.
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1.2.2 Methodology

For reaching the research goals, the methodologies that are considered in this thesis are
listed next:

• Model Predictive Control
In this thesis, the basic approach that is used for controlling freeway networks is
Model Predictive Control (MPC) [22, 79, 85]. The MPC approach is based on dynamic
prediction and a receding-horizon scheme. The future performance of the controlled
system over a prediction period is predicted through traffic models, and the predicted
performance is optimized by solving an optimization problem, yielding an optimal
control input sequence over a control period, which is covered by the prediction
period. After that, the first element of the optimal control input sequence is applied to
the controlled system, and the prediction period is shifted one control step ahead. In
MPC, the measurements of traffic variables are taken into account for determining
the optimal control input sequence; thus MPC could be considered to be a
closed-loop control approach. MPC can be used for nonlinear-nonconvex systems,
and for handling multi-objective optimization problems and constrained
optimization problems.

• Parameterized Model Predictive Control
Parameterized MPC [34, 86, 130] is an extension of standard MPC. More specifically,
in parameterized MPC, the control inputs are described using control laws that are
functions of the system states and outputs. In the control procedure, the parameters
of the control laws are optimized so as to optimize the predicted performance. The
time step length for updating the parameters of the control laws can be different from
the time step length for updating the control inputs; thus the parameters can be
considered to be constant over the prediction period, while the control inputs can still
vary due to the variations of system states and outputs. The Parameterized MPC
approach can be applied for the sake of reducing the number of optimization
variables in optimization problems to be solved, so that the computational load can
be reduced w.r.t. the standard MPC approach.

• Scenario Approach for Robust Control
In the scenario approach for robust control [19], only a finite number of scenarios for
uncertainties are accounted for when designing robust control approaches. For linear
systems with convex constraints, Calafiore and Campi [19] established a bound on the
number of uncertainty scenarios needed for achieving a specified probabilistic
robustness level, which is defined as an upper bound of the probability of violation of
constraints; moreover, they showed that the bound only increases slowly with the
increase of the specified probabilistic robustness level. The scenario approach is an
efficient way for reducing the computational complexity in robust control problems.
Further analyses and applications of the scenario-based scheme can be found in
[13, 20, 111, 131]. In this thesis, we apply the scenario approach for designing robust
control approaches for freeway networks.

• Distributed Model Predictive Control
Distributed Model Predictive Control (DMPC) [24, 27] involves multiple controllers
for controlling a large-scale system that can be divided into multiple subsystems.
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Each of these controllers is used for controlling a subsystem, which is a part of the
considered large-scale system. Particularly, the large optimization problem for a
large-scale system is decomposed into small local optimization problems, which are
solved by local controllers. By adopting the DMPC approach, the computational
complexity of the control problem for large-scale systems can be reduced. In this
thesis, we apply DMPC for controlling large-scale freeway networks, in combination
with the scenario approach for handling uncertainties.

1.3 Contributions of the Thesis

The main contributions of this thesis are listed below:

• We extend several multi-class macroscopic traffic flow models and traffic emission
models. In particular, we extend a multi-class version of METANET, extend
FASTLANE with variable speed limits and ramp metering, integrate VT-macro with
multi-class traffic flow models, and extend a multi-class macroscopic version of
VERSIT+. Moreover, we compare these models by means of a case study.

• End-point penalties, which are included in the objective function for MPC to take into
account the control performance beyond the prediction period, are developed for
Model Predictive Control (MPC) of freeway networks, and the effectiveness of the
end-point penalties is evaluated by simulations.

• A scenario-based Receding-Horizon Parameterized Control (RHPC) approach is
proposed for controlling freeway networks in the presence of uncertainties, and the
effectiveness of the scenario-based RHPC approach is investigated via a simulation
experiment.

• We develop a scenario-based Distributed Model Predictive Control (DMPC) approach
for large-scale freeway networks based on a reduced scenario tree, and evaluate the
effectiveness of the proposed scenario-based DMPC approach by a numerical
experiment.

1.4 Outline of the Thesis

For a brief overview, the structure of this thesis is shown in Figure 1.1. There are 6 chapters
in this thesis, including the current chapter about the introduction of this thesis. Chapter 2
reviews traffic models, MPC, robust model-based control, and robust DMPC. In Chapter 3,
several multi-class macroscopic traffic flow models and traffic emission models are
extended. Chapter 4 proposes a scenario-based RHPC approach for freeway networks.
Although the scenario-based RHPC approach is developed based on the multi-class
METANET model of Chapter 3, it can also be used for other multi-class traffic flow models,
even for single-class traffic flow models; thus, we consider Chapter 4 to be independent of
Chapter 3. In Chapter 5, we propose a scenario-based DMPC approach in order to control
large-scale freeway networks in the presence of uncertainties, based on the scenario
scheme that is also used in Chapter 4. Thus, Chapter 5 is considered to be an extension of
the scenario scheme used in Chapter 4 to a distributed setting.

More specifically, the thesis is organized as follows:
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Figure 1.1: Structure of the thesis
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• Chapter 2 reviews traffic models, MPC, robust model-based control, and robust
DMPC. We first discuss different types of traffic flow models: microscopic traffic flow
models, single-class macroscopic traffic flow models, and multi-class macroscopic
traffic flow models. We also introduce the single-class macroscopic traffic flow model
METANET and the multi-class macroscopic traffic flow model FASTLANE, which are
used as the basis for the extensions in Chapter 3. Then we review different types of
traffic emission models: microscopic traffic emission models and macroscopic traffic
emission models. Moreover, we introduce the microscopic traffic emission model
VERSIT+ and the macroscopic traffic emission model VT-macro, which are also used
as the basis for the extensions in Chapter 3. Next, we introduce the basic concepts of
MPC, recent work on MPC for traffic networks, and RHPC (i.e. parameterized MPC)
for traffic networks. We also review recent work on robust model-based control, both
in general and for traffic networks. After that, we review recent work on DMPC and
robust DMPC, both in general and for traffic networks.

• In Chapter 3, several multi-class macroscopic traffic flow models and traffic emission
models are extended. More specifically, we incorporate variable speed limits and
ramp metering into the first-order multi-class traffic flow model FASTLANE, extend
the second-order single-class traffic flow model METANET to a multi-class version,
combine VT-macro with multi-class traffic flow models, and extend VERSIT+ to a
multi-class macroscopic version. We also propose to include end-point penalties in
the objective function of MPC for the considered freeway network, in order to
improve the control effectiveness without significantly increasing the computational
load. After that, we present a case study for evaluating the extended multi-class traffic
flow models and multi-class traffic emission models, with both the total time spent
and the total emissions included in the MPC objective function. In this case study, the
effectiveness of the end-point penalties is also evaluated by simulations. The
simulation results show that for multi-class METANET in combination with emission
models, the weighted sum of the TTS and the TE can be reduced, with the maximum
queue length dynamics being captured better than for FASTLANE; moreover,
including the end-point penalties can further improve the total performance.
However, for FASTLANE in combination with emission models, even when the
end-point penalties are included, the performance for the TTS and the TE is still
worse than that for the no-control case, and the queue length constraint violations are
still relatively large. Our publications relating to this chapter include [68–70, 72, 101].

• In Chapter 4, a scenario-based RHPC approach for freeway networks is proposed in
order to handle uncertainties. We first develop several RHPC laws for variable speed
limits and ramp metering rates based on the multi-class setting, and present some
considerations for the RHPC laws. Next, we describe uncertainties in demands and
traffic compositions for traffic networks, and present the motivations for proposing
the scenario-based RHPC approach. After that, we propose the scenario-based RHPC
approach by considering a limited number of uncertainty scenarios for dealing with
the robust control problem. In the scenario-based RHPC approach, a queue length
constraint penalty is considered to avoid infeasibility problems. Moreover, the
scenario-based RHPC approach is based on a min-max setting, in which the worst
case of the sum of the control objective function and the queue length constraint
violation penalty is optimized. At last, we include a case study for evaluating the
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effectiveness of scenario-based RHPC, by comparing it with nominal RHPC and
standard control. The simulation results show that scenario-based RHPC is effective
in improving the control performance, with minor queue length constraint violations,
while for nominal RHPC and standard control in general there are either relatively
large queue length constraint violations or only minor performance improvements.
The work presented in this chapter has been published in [71, 73].

• In Chapter 5, a scenario-based DMPC approach is proposed for controlling
large-scale freeway networks with uncertainties taken into account. We first describe
uncertainties in large-scale traffic networks, and distinguish global uncertainties for
the overall network from local uncertainties for individual subnetworks. Then, we
present DMPC for large-scale traffic networks, including MPC for large-scale traffic
networks and the decomposition of MPC for large-scale traffic networks. Next, based
on an expected-value setting and a min-max setting, we first include global
uncertainties into the scenario-based DMPC problem, and then we propose to
include local uncertainties in the scenario-based DMPC problem by defining a
reduced scenario tree instead of a complete scenario tree. Afterwards, we embed the
DMPC algorithm Alternating Direction Method of Multipliers (ADMM) into the
scenario-based DMPC approach based on the reduced scenario tree. In the end of
Chapter 5, we present a case study for investigating the effectiveness of the
scenario-based DMPC approach based on the reduced scenario tree, in comparison
with nominal DMPC and the scenario-based DMPC approach based on the complete
scenario tree. The simulation results indicate that for both the expected-value setting
and the min-max setting, scenario-based DMPC based on the reduced scenario tree
can improve the total performance w.r.t. the no-control case, with the queue length
constraints being satisfied. However, nominal DMPC could not improve the total
performance w.r.t. to the no-control case, owing to violation of the queue length
constraints. The work of this chapter has been summarized in [74].

• In Chapter 6, we conclude the thesis, and give some recommendations for future work.





Chapter 2

Traffic Models and Model Predictive
Control

In this chapter we review some previous work on traffic flow models, traffic emission
models, model predictive control, robust model-based control, and robust distributed
model predictive control.

2.1 Traffic Flow Models

2.1.1 Microscopic Traffic Flow Models

Microscopic traffic flow models [10, 120] describe the dynamical behaviors of individual
driver-vehicle pairs, including accelerating, decelerating, maintaining speeds and gaps to
leading vehicles, lane changing, and so on. In the past several decades, many microscopic
traffic flow models have been developed for describing traffic phenomena occurring in
reality, and a lot of effort has been focused on the calibration and validation of microscopic
traffic flow models, such as in [8, 18, 53, 106]. Based on microscopic traffic flow models,
some traffic flow simulators have been developed by different institutions, e.g. VISSIM
developed by PTV Group, Germany, and SUMO developed by the German Aerospace
Center, Germany.

Microscopic traffic flow models are capable of describing the characteristics of
individual vehicles; thus they can simulate flow dynamics in traffic networks in a detailed
way. Microscopic traffic flow models are often used as process models for evaluating the
effectiveness of the control approaches for traffic networks. However, when online
model-based control is applied, the computational burden for using microscopic traffic
flow models for determining the control inputs is quite large, making the implementation
of model-based control intractable. Instead, macroscopic traffic flow models, which
describe traffic flows in a macroscopic way, are often used for determining the control
inputs in model-based control for traffic networks.

2.1.2 Single-Class Macroscopic Traffic Flow Models

In macroscopic models, traffic flows are often considered to be similar to fluid or gas flows;
thus, the dynamics of traffic flows are described through aggregated traffic variables for
vehicles, including density, mean speed, flow, and so on, and the aggregated traffic variables

9
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vary with space and time [10, 120]. Macroscopic traffic flow models can reproduce some
collective phenomena occurring in real traffic networks, such as the propagation of shock
waves [120]. In the past decades, various single-class macroscopic models have been
developed for describing traffic flows, by assuming that all vehicles in the considered traffic
network have the same physical characteristics, i.e. the difference between different classes
of vehicles is ignored. The different classes of vehicles refer to cars, buses, vans, trucks, and
so on. According to the number of independent state variables (i.e. the order of a traffic flow
model), the existing single-class macroscopic traffic flow models can be classified as
first-order models [65, 109, 124], second-order models [103, 124], or models with even
higher orders [52, 54]. In this thesis we mainly focus on first-order models and
second-order models. Therefore, we only review some previous work on first-order models
and second-order models in the following two paragraphs.

First-order traffic flow models describe the relationship between flow (or speed) and
density through static fundamental functions, which were first proposed in the
Lighthill-Whitham-Richards (LWR) model [65, 109]. In the LWR model, flow (or speed) is
assumed to be uniquely determined by density, i.e. once density is known, flow (or speed)
can be determined from a static fundamental function. Some other first-order traffic flow
models are also available in the literature, e.g. the Cell Transmission Model (CTM) [30, 31].
For example, the CTM model of [30] is a discrete approximation of the LWR model,
including a set of difference equations for updating traffic variables at every time step; the
shape of the flow-density fundamental diagram is an isosceles trapezoid.

In second-order traffic flow models, there are two independent state variables: the
speed and the density. The earliest second-order macroscopic traffic flow model is the
Payne-Whitham (PW) model [103, 124], where compared to the LWR model one more
equation (i.e. an acceleration equation) is included for computing the speed. The
METANET model [60, 84] is another second-order macroscopic traffic flow model, where a
relaxation term, a convection term, and an anticipation term are used for updating the
speed. According to the literature [7, 49, 51, 93], in general second-order models are more
accurate than first-order models, due to the fact that second-order models can avoid
certain non-realistic phenomena generated in first-order models. For instance, at the head
and tail of shock waves (or traffic jams), the abrupt change in speed resulting from the large
change in density in first-order traffic flow models does not correspond to reality; however,
this abrupt change can be avoided in second-order traffic flow models. Besides, in
first-order traffic flow models the tail of a shock wave has a higher speed than the
high-density body of the shock wave, and the tail will catch up with the body, causing an
unrealistically sharp rear end of the shock wave, which can be avoided in second-order
traffic flow models. In addition, first-order models cannot reproduce capacity drop near
on-ramps and in shock waves, while second-order models can reproduce this capacity
drop.

2.1.3 Multi-Class Macroscopic Traffic Flow Models

Some first-order multi-class macroscopic traffic flow models have been developed by
researchers. Wong and Wong [125] extended the LWR model [65, 109] to a multi-class
version, in which the essential characteristics of each vehicle class remain unchanged, i.e.
the states of a vehicle class depend on the fundamental diagram of that vehicle class and
the total density. Wong and Wong [125] validated that the multi-class LWR model can
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reproduce some traffic phenomena that the single-class LWR model cannot reproduce, e.g.
two-capacity phenomena, hysteresis phenomena of phase transition, and platoon
dispersion. Logghe [75, 76] also developed a multi-class version of the LWR model, where
each class is subject to its own fundamental diagram, and is considered to be limited within
an assigned space of the road. Van Lint et al. [122, 123] proposed the FASTLANE model,
which is a first-order multi-class macroscopic model. Here dynamic passenger car
equivalents are used to describe different vehicle classes, taking into account the
differences in the space occupied by a vehicle class under different traffic conditions (e.g.
different densities). Schreiter et al. [112] proposed a multi-class controller based on
FASTLANE, specifically rerouting the different traffic classes, and showed that a multi-class
controller can improve the control performance more than a single-class controller.

The second-order model METANET has also been extended to multi-class by some
researchers. Caligaris et al. [21] extended the macroscopic model described in [92] by
accounting for two different vehicle classes. They used the steady-state relation between
speed and density for representing the interference between these two vehicle classes they
used. Deo et al. [35] proposed a multi-class version of the METANET model [60, 84] in
which passenger car equivalents are used to represent different vehicle classes. For the
multi-class METANET model of Deo et al. [35], the total effective density, the joint
maximum density, and the joint critical density are considered to be the same for all vehicle
classes. Two options are considered by Deo et al. [35] for computing the desired speeds for
different vehicle classes. One option is to use the convex combination of all
class-dependent fundamental diagrams, limited by the desired speed of the given vehicle
class; the other option is to use the same approach as in FASTLANE: when the total effective
density is larger than the joint critical density, the fundamental diagrams are the same for
all vehicle classes; otherwise, the fundamental diagrams for different vehicle classes depend
on class-dependent free-flow speeds. Pasquale et al. [102] extended the METANET model to
a two-class version, where a conversion factor between cars and trucks, which is analogous
to passenger car equivalents, is used for describing different vehicle classes. Similarly to
[35], the total density, the maximum density, and the critical density in terms of cars are
considered to be the same for both cars and trucks. However, in [102] the desired speed of a
vehicle class is defined by means of the desired speed function of that vehicle class, based
on class-specific parameters, the maximum density, and the total density; this is different
from the above two options for defining the fundamental relationship between the desired
speed and density for a vehicle class in [35].

2.1.4 Single-Class METANET Model

The METANET model [60, 84] is a second-order macroscopic model that describes traffic
flows in traffic networks. In METANET, links (indexed by m) are used for representing
freeway stretches without major change in road geometry, and each link is divided into
several homogenous segments (indexed by i ). Traffic flows enter the considered traffic
network through origins (e.g. mainstream origins and on-ramps), and leave the considered
traffic network by arriving at destinations (e.g. mainstream destinations and off-ramps).
Moreover, nodes (indexed by o) include more than one upstream links (e.g. on-ramps) or
more than one downstream links (e.g. off-ramps).

In single-class METANET [60, 84], all vehicles are assumed to belong to the same class
with the same characteristics. The traffic dynamics of segments are described through flows
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Figure 2.1: An illustrative freeway network

(qm,i ), densities (ρm,i ), and speeds (vm,i ). The traffic dynamics of origins are described
through origin flows (qo) and queue lengths (wo) at origins, etc. Figure 2.1 shows an
illustrative freeway network consisting of several links, one mainstream origin, one
mainstream destination, one on-ramp, and one off-ramp, including the corresponding
traffic variables.

Remark 2.1 Note that the METANET model involves a time and space discretization. For
traffic flow models based on discrete space and time, the Courant-Friedrichs-Lewy (CFL)
condition [28] is often considered in order to ensure the stability. In particular, no vehicle
should cross a segment in one simulation time step T [49], i.e.

T ≤ min
m∈Ilink

Lm

v free
m

(2.1)

where v free
m is the free flow speed in link m, Lm represents the length of the segments of link

m, and Ilink is the set of all links. 2

The dynamic equations for segment i of link m are as follows:

qm,i (k) =µmρm,i (k)vm,i (k) (2.2)

ρm,i (k +1) = ρm,i (k)+ T

Lmµm
(qm,i−1(k)−qm,i (k)) (2.3)

vm,i (k +1) = vm,i (k)+ T

τm
(Vm(ρm,i (k))− vm,i (k))

+ T

Lm
vm,i (k)(vm,i−1(k)− vm,i (k))

− Tηm

Lmτm

ρm,i+1(k)−ρm,i (k)

ρm,i (k)+κm
(2.4)

Vm(ρm,i (k)) = v free
m exp

(
− 1

am

(
ρm,i (k)

ρcrit
m

)am
)

(2.5)

in which k is the time step counter corresponding to the time instant t = kT , T is the
simulation time interval, µm is the number of lanes of link m, Vm represents the desired
speed for link m, ρcrit

m is the critical density in link m, and τm , ηm , κm , and am are model
parameters. The desired speed equation including a variable speed limit can be defined as
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follows [50]:

Vm(ρm,i (k)) = min

(
v free

m exp

(
− 1

am

(
ρm,i (k)

ρcrit
m

)am
)

, (1+δm)vSL
m,i (k)

)
(2.6)

where vSL
m,i is the speed limit that is applied in segment i of link m, and 1+δm is the non-

compliance factor in link m, which allows for modeling enforced and unenforced variable
speed limits.

The flow qo for an on-ramp origin o is described as:

qo(k) = min

[
do(k)+ wo(k)

T
,Coro(k),Co

(
ρmax

m −ρm,1(k)

ρmax
m −ρcrit

m

)]
(2.7)

in which do is the demand at mainstream origin o, wo is the queue length at mainstream
origin o, Co is the capacity of on-ramp o, ro is the ramp metering rate at on-ramp o, ρm,1 is
the density of the first segment of the link m that is connected to on-ramp o, and ρmax

m is the
maximum density of link m.

According to [50], the flow qo for a mainstream origin o is

qo(k) = min

(
do(k)+ wo(k)

T
, q lim

m,1(k)

)
(2.8)

with

q lim
m,1(k) =


µmρcrit

m v lim
m,1(k)

(
−am ln

(
v lim

m,1(k)

v free
m

)) 1
am

if v lim
m,1(k) <Vm(ρcrit

m )

µmρcrit
m Vm(ρcrit

m ) if v lim
m,1(k) ÊVm(ρcrit

m )

(2.9)

where q lim
m,1 is the maximum inflow of the first segment of the link m that is connected to the

mainstream origin o, v lim
m,1(k) = min(vSL

m,1(k), vm,1(k)) is the speed that limits the flow in the
first segment of link m at time step k.

The queue length at a mainstream origin o or an on-ramp origin o is described through
the following equation:

wo(k +1) = wo(k)+T (do(k)−qo(k)) (2.10)

In addition, we refer to [50, 60, 84] for more details about METANET and its extensions.

2.1.5 Basic FASTLANE Model

FASTLANE [122, 123] is a first-order multi-class macroscopic traffic flow model that is
represented by links (indexed by m), and each link is divided into several homogeneous
cells (indexed by i ), which are similar with segments in METANET. Other components of
traffic networks are similar as those for METANET: origins, on-ramps, off-ramps, and
destinations, etc.

The main feature of FASTLANE is that it uses dynamic passenger car equivalents (pce)
for representing different vehicle classes by means of a representative vehicle class. Based on
the dynamic pce, the different space occupied by vehicles under different traffic conditions
(different traffic densities) is taken into account. In FASTLANE, the dynamic pce (Θm,i ,c ) for
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a vehicle class (indexed by c) in cell i of link m is defined as

Θm,i ,c =
sc +Th,c · vm,i ,c

s1 +Th,1 · vm,i ,1
(2.11)

in which vm,i ,c represents the speed of vehicle class c in cell (m, i ), sc is the gross stopping
distance1 of vehicle class c, and Th,c is the minimum time headway2 of vehicle class c. The
index 1 denotes the reference vehicle class.

Based on the dynamic pce, the effective density3 (ρefc
m,i ) in cell i of link m is defined as

ρefc
m,i =

nc∑
c=1

Θm,i ,cρm,i ,c (2.12)

where ρm,i ,c is the density of vehicle class c in cell (m, i ), and nc is the total number of all
vehicle classes.

Since we use the FASTLANE model within a MPC framework in this thesis, we present the
discrete-time form of FASTLANE as follows. The discrete-time forms of (2.11) and (2.12) are
given as follows 4:

Θm,i ,c (k) = sc +Th,c · vm,i ,c (k)

s1 +Th,1 · vm,i ,1(k)
(2.13)

ρefc
m,i (k) =

nc∑
c=1

Θm,i ,c (k −1)ρm,i ,c (k) (2.14)

The basic equations for computing the flow, density, and speed of vehicle class c in cell i
of link m are

qm,i ,c (k) =µmρm,i ,c (k)vm,i ,c (k) (2.15)

ρm,i ,c (k +1) = ρm,i ,c (k)+ T

Lmµm

(
q i−1,i

m,c (k)−q i ,i+1
m,c (k)

)
(2.16)

vm,i ,c (k) =Vm,c (ρefc
m,i (k))

=


v free

m,c −ρefc
m,i (k)

(v free
m,c−vcrit

m,jt)

ρcrit
m,jt

for ρefc
m,i (k) < ρcrit

m,jt

vcrit
m,jtρ

crit
m,jt

ρefc
m,i (k)

(
1− ρefc

m,i (k)−ρcrit
m,jt

ρmax
m,efc−ρcrit

m,jt

)
for ρefc

m,i (k) ≥ ρcrit
m,jt

(2.17)

where qm,i ,c is the flow of vehicle class c in cell i of link m, q i ,i+1
m,c is the flow of vehicle class c

from cell i to cell i +1 of link m, v free
m,c is the free-flow speed for vehicle class c in link m, vcrit

m,jt

is the joint critical speed for all vehicle classes in link m, ρcrit
m,jt is the joint critical density3 for

1The gross stopping distance is the sum of the length of a vehicle and the distance to the lead vehicle [122].
2The minimum time headway is equal to the minimum allowed distance between two vehicles driving in

series divided by the speed of the following vehicle [118].
3The effective density ρefc

m,i , the joint critical density ρcrit
m,jt, and the effective maximum density ρmax

m,efc in
link m are expressed in pce/km/lane, the density ρm,i ,c of vehicle class c in cell i of link m is expressed in
vehicle/km/lane.

4Note that in (2.14) the dynamic pce at time step k − 1 is used: Θm,i ,c (k − 1). According to (2.13), Θm,i ,c

depends on vm,i ,c , which is determined by ρefc
m,i according to (2.17); thus, Θm,i ,c (k) cannot be computed before

ρefc
m,i (k) is computed. This is why Θm,i ,c (k −1) is used in (2.14).
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all vehicle classes in link m, and ρmax
m,efc is the effective maximum density3 in link m. Note that

vcrit
m,jt, ρ

crit
m,jt, and ρmax

m,efc are joint parameters for all vehicle classes, and they can be determined
through parameter identification for FASTLANE based on class-specific measurements.

The traffic demand of cell i of link m needs to be distributed among different vehicle
classes, according to the traffic composition in cell i of link m. This composition is
represented by the flow ratio λm,i ,c of vehicle class c in cell i of link m:

λm,i ,c (k) = Θm,i ,c (k)qm,i ,c (k)
nc∑

j=1
Θm,i , j (k)qm,i , j (k)

(2.18)

The flow of vehicle class c from cell i to cell i +1 of link m is described as follows:

q i ,i+1
m,c (k) = 1

Θm,i ,c (k)
min

(
Dm,i ,c (k),λm,i ,c (k)Sm,i+1(k)

)
(2.19)

where the demand Dm,i ,c of vehicle class c and the supply Sm,i for all vehicle classes in cell i
of link m are defined as

Dm,i ,c (ρefc
m,i (k)) =

{
µmΘm,i ,c (k)ρm,i ,c (k)Vm,c (ρefc

m,i (k)) for ρefc
m,i (k) < ρcrit

m,jt

µmλm,i ,c (k)ρcrit
m,jtvcrit

m,jt for ρefc
m,i (k) ≥ ρcrit

m,jt

(2.20)

Sm,i (ρefc
m,i (k)) =

{
µmρcrit

m,jtvcrit
m,jt for ρefc

m,i (k) < ρcrit
m,jt

µmρefc
m,i (k)Vm,c (ρefc

m,i (k)) for ρefc
m,i (k) ≥ ρcrit

m,jt

(2.21)

For more details about FASTLANE, we refer to [122, 123].

2.2 Traffic Emission and Fuel Consumption Models

2.2.1 Microscopic Emission and Fuel Consumption Models

Microscopic emission and fuel consumption models describe the emissions and fuel
consumption of individual vehicles, based on vehicle dynamics over time and space. Some
microscopic emission models have been developed in the literature [4, 6, 66, 128]. The
CMEM model in [6] uses sec-by-sec velocity, or distribution of modal activity, or average
traffic characteristics for computing emission rates or fuel consumption rates. In COPERT
[128], the travel speeds of individual vehicles are used as inputs for estimating emission
rates and fuel consumption rates. In VT-micro [4] and VERSIT+ [66], both the travel speeds
and accelerations of individual vehicles are used as inputs for estimating emission rates and
fuel consumption rates. Some simulators for microscopic emission models are also
available, e.g. EnViver, which is developed based on VERSIT+ by TNO, Netherlands, and the
module for emissions and fuel consumption in SUMO [11], which is based on a continuous
model derived from values stored in the HBEFA database [1].

Microscopic emission and fuel consumption models can simulate emissions and fuel
consumption in traffic networks in a detailed way, and they can be used as process models
for estimating emissions and fuel consumption in traffic networks. In model-based control
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for reducing emissions and fuel consumption in traffic networks, macroscopic emission
models can be used for determining the control inputs, with the computational burden
reduced w.r.t. the case that microscopic emission models are used.

2.2.2 Macroscopic Emission and Fuel Consumption Models

Macroscopic emission and fuel consumption models describe emissions and fuel
consumption for aggregated vehicles, instead of individual vehicles. According to [120],
emission factors can be aggregated for all vehicles in the considered traffic network over the
entire period, yielding global emission factors independent of time and space; emission
factors can also be aggregated for vehicles in individual links over the entire period, yielding
local emission factors depending on space; moreover, emission factors can be aggregated
for vehicles over distance and time, yielding instantaneous emission factors depending on
space and time.

Some macroscopic emission models have been developed in the literature
[29, 102, 107, 127, 130]. As introduced in [107], macroscopic emission model MOBILE5a is
based on average-trip speeds, and macroscopic emission model MOBILE6 is based on
vehicle testing over facility cycles for different facility types and average speeds. In [127] Yu
et al. developed a macroscopic emission model for China, based on real-world emission
measurements in China and supplementary data modeled by MOBILE6. In [127], emission
factors are based on vehicle age distribution, and vehicle-specific power (which depends on
speed and acceleration), etc. Zegeye et al. [130] developed the VT-macro model by
integrating the VT-micro model with the METANET model. The VT-micro model uses the
speeds and accelerations of individual vehicles as inputs. In [130], two types of
accelerations were proposed, i.e. the inter-segment acceleration corresponding to those
vehicles stay in one segment within one time step, and the cross-segment acceleration
corresponding to those vehicles moving from one segment to the next segment within one
time step. Next, these two types of accelerations are used for computing emission rates and
fuel consumption rates in [130]. For example, Csikós et al. [29] extended the COPERT model
into a macroscopic version by introducing the concept of the spatiotemporal window; the
average speeds over individual spatiotemporal windows are used as the inputs for the
COPERT model for estimating emission factors for different vehicle classes. In [102],
Pasquale et al. combined a multi-class version of METANET with COPERT for reducing
traffic congestion and traffic emissions through nonlinear optimization control.

2.2.3 VERSIT+ Model

The VERSIT+ model [66, 115] is a microscopic emission model developed based on a large
number of emission tests. The VERSIT+ model requires speed-data profiles as inputs. In the
VERSIT+ model, the emission rate E My (expressed in g/s) of a single vehicle is estimated as
follows [66]:

E My (k) =


u0,y if v(k) É 5, a(k)) É 0.5
u1,y +u2,y (z(k))++u3,y (z(k)−1)+ if 5 < v(k) É 50 or v(k) É 5, a(k) > 0.5
u4,y +u5,y (z(k))++u6,y (z(k)−1)+ if 50 < v(k) É 80
u7,y +u8,y (z(k)−0.5)++u9,y (z(k)−1.5)+ if v(k) > 80

(2.22)
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where y represents the emission category (e.g. CO2, NOx , and 5PM10), u0,y , . . . ,u9,y are model
parameters, v is the speed of the vehicle in km/h, a is the acceleration of the vehicle in m/s2,
and z is defined as

z(k) = a(k)+0.014v(k) (2.23)

In addition, the function (x)+ is defined as

(x)+ =
{

0 if x < 0
x if x > 0

(2.24)

2.2.4 VT-Macro Model

The VT-macro model [130] is a macroscopic emission and fuel consumption model. It has
been developed based on an integration of the VT-micro model [4] and the METANET model
[60, 84]. However, it is possible to use the VT-macro model together with other macroscopic
traffic flow models. VT-micro is a microscopic emissions and fuel consumption model, i.e.,
it yields the emissions and fuel consumption rate of an individual vehicle. So this model
requires the speed and the acceleration of a single vehicle as inputs. However, the METANET
model only yields the space-mean speeds of segments. The accelerations can be derived
from the METANET model as follows [130].

For each segment, two acceleration components are considered: inter-segment
acceleration and cross-segment acceleration. They are defined as follows:

ainter
m,i (k) = vm,i (k)− vm,i (k −1)

T
(2.25)

across
α,β (k) = vβ(k)− vα(k −1)

T
(2.26)

where the indices α and β represent different adjacent segments, on-ramps, or off-ramps.
The numbers of vehicles that correspond to these two accelerations are

ninter
m,i (k) = Lmµmρm,i (k)−T qm,i (k) (2.27)

ncross
α,β (k) = T qα(k) (2.28)

Based on the accelerations, the VT-macro model yields estimates of the emission rates
and the fuel consumption rates for segments:

EMinter
y,m,i (k) = ninter

m,i (k)exp
(
ṽT

m,i (k)Py ãinter
m,i (k)

)
(2.29)

EMcross
y,α,β(k) = ncross

α,β (k)exp
(
ṽT
α (k)Py ãcross

α,β (k)
)

(2.30)

where Py is a model parameter matrix, y ∈ Y = {CO,NOx ,HC,fuel}, and ṽm,i , ãinter
m,i , ṽα, and

ãcross
α,β are vectors in the form of x̃ = [1 x x2 x3]T .

The VT-macro model does not yield the emission rate of CO2. According to [104, 129],
an approximate affine relationship exists between the emission rate for CO2 and the fuel

5PM10 represents respirable suspended particle in the atmosphere, i.e., particles with diameter of 10
micrometres or less.
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consumption rate. Thus, the CO2 emission rate (EMCO2,m,i ) can be estimated as

EMCO2,m,i (k) = γ1vm,i (k)+γ2EMfuel,m,i (k) (2.31)

where γ1 and γ2 are model parameters, and EMfuel,m,i is the fuel consumption rate given by

EMfuel,m,i (k) = EMinter
fuel,m,i (k)+ ∑

α∈I up
m,i

EMcross
fuel,α,(m,i )(k) (2.32)

where I up
m,i is the set that includes all the upstream segments and origins that directly connect

to segment (m, i ).

2.3 Model Predictive Control

2.3.1 General Model Predictive Control

Model Predictive Control (MPC) [22, 79, 85] is a control approach that is based on dynamic
prediction and a receding-horizon scheme. Figure 2.2 is a representation for a closed-loop
MPC process, including the controlled system and the MPC controller.

Assume that the controlled system is described by a discrete-time nonlinear model of the
following form6:

x(k +1) = f (x(k),u(k),D(k)) (2.33)

y(k) = h(x(k)) (2.34)

where f is the state function, h is the output function, x represents the state vector, y
represents the output vector, u represents the control input vector, and D represents the
uncontrollable input vector.

In MPC, the predicted performance of the controlled system over the prediction period
([kT, (k +Np)T )) is evaluated using an objective function, based on prediction models. The
objective function of the MPC problem is in general a function of the predicted state vector
x̃(k), the predicted output vector ỹ(k), the control input sequence vector ũ(k), and the

6Note that in Chapter 2 we assume Tc = T for the sake of simplicity of notation, with Tc the control time
interval.
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predicted external uncontrollable input vector D̃(k), which are defined as follows:

x̃(k) = [xT (k +1), . . . , xT (k +Np)]T (2.35)

ỹ(k) = [yT (k +1), . . . , yT (k +Np)]T (2.36)

ũ(k) = [uT (k), . . . ,uT (k +Nc −1)]T (2.37)

D̃(k) = [DT (k), . . . ,DT (k +Np −1)]T (2.38)

Note that for reducing the number of variables in the optimization problem of MPC, a control
horizon (Nc) can be chosen as less than or equal to the prediction horizon (Np), i.e. Nc É Np.
Then the control input u(k + l ) equals u(k +Nc −1) for l = Nc, . . . , Np −1.

The MPC problem is defined as follows:

min
ũ(k)

J (x̃(k), ỹ(k), ũ(k)) (2.39)

s.t. x(k + l +1) = f (x(k + l ),u(k + l ),D(k + l )) l = 0, . . . , Np −1 (2.40)

y(k + l ) = h(x(k + l )) l = 1, . . . , Np (2.41)

x(k) = xk (2.42)

u(k + l ) = u(k +Nc −1), l = Nc, . . . , Np −1 (2.43)

x(k + l ) ∈X, l = 1, . . . , Np (2.44)

y(k + l ) ∈Y, l = 1, . . . , Np (2.45)

u(k + l ) ∈U, l = 0, . . . , Nc −1 (2.46)

where J is the objective function, xk represents the measured state vector at time step k, X
is the set of all the feasible states, Y is the set of all the feasible outputs, and U is the set of all
the feasible control inputs.

The controller determines the control input sequence ũ(k) that optimizes the value of
the objective function subject to the constraints. According to the receding-horizon
scheme, only the first element of the optimal control input sequence is applied to the
controlled system. After that, the prediction period shifts to the next control step, and the
control inputs are optimized again. In addition, an end-point penalty [15, 26, 99], which is
based on the system states at the end of the prediction period, can be added to the objective
function for ensuring stability:

J (x̃(k), ỹ(k), ũ(k))+Φ(x(Np)) (2.47)

where Φ(x(Np)) represents the end-point penalty.

2.3.2 Model Predictive Control for Traffic Networks

MPC can be used for on-line traffic management, considering its capability to deal with
nonlinear systems, multi-criteria optimization, and constraints, and it has been
successfully tested in simulations of traffic systems [2, 37, 40, 46, 50, 77, 81, 98].

Hegyi et al. [50] applied MPC for freeway networks to reduce the total time spent, i.e. the
total time that all vehicle spend in the considered network, with variable speed limits and
ramp metering as control measures. Hegyi et al. [50] showed by a case study that MPC with
variable speed limits and ramp metering can significantly reduce the total time spent.
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Papamichail et al. [98] proposed a nonlinear MPC approach for coordinating ramp
metering, in combination with AMOC (Advanced Motorway Optimal Control)[61] and the
feedback control approach ALINEA [96]; Papamichail et al. showed by a simulation
experiment that the proposed approach can perform better than uncoordinated ramp
metering. Aboudolas et al. [2] proposed a rolling-horizon quadratic-programming
approach for large-scale urban networks, with traffic flows being modeled based on the
store-and-forward modeling paradigm, and the effectiveness of the proposed approach in
[2] was demonstrated by a simulation experiment. Lu et al. [77] proposed a control
approach for maximizing bottleneck flows for freeway networks, with variable speed limits
and ramp metering as control measures. In that approach, variable speed limits are first
determined by control laws, based on mainstream flow, on-ramp demand, and the
characteristics of drivers; next, ramp metering rates are determined by means of MPC.
Moreover, it was shown by a numerical experiment that this approach could significantly
improve the traffic performance w.r.t. the no-control case. Hadiuzzaman et al. [46]
proposed a variable speed limit strategy with fundamental diagrams at bottlenecks
explicitly considered, and Hadiuzzaman et al. showed by a case study that the proposed
approach in [46] together with the MPC approach can effectively reduce traffic congestion.
Frejo et al. [40] proposed a MPC approach for freeway networks based on discrete signals
for variable speed limits, and showed by a case study that the proposed method in [40] can
result in a good performance, with the computation time decreased. Maggi et al. [81]
proposed different MPC approaches, which differ for the prediction models (CTM and
modified CTM) and the objective functions, and the different approaches in [81] was
compared by means of simulations. With ramp metering as the control measure for freeway
networks, Ferrara et al. [37] developed an event-triggered MPC approach, in which the
control inputs are not computed at every control time step, but based on an event-triggered
rule. In [37], the event-triggered MPC problem is formulated in a mixed-integer linear form;
thus the optimization problem can be solved by efficient solvers. Moreover, Ferrara et al.
[37] showed the effectiveness of their approach by numerical simulations.

2.3.3 Receding-Horizon Parameterized Control for Traffic Networks

A Receding-Horizon Parameterized Control (RHPC) approach for traffic networks has been
developed by Zegeye et al. [130] based on a receding-horizon control scheme and
parameterized control laws for single-class traffic models. RHPC is a variation of standard
MPC: in MPC the control inputs are directly optimized for the whole control period, and the
number of variables in the optimization problem is determined by the length of the control
period. In contrast, in RHPC the control inputs are parameterized and only the parameters
of the control laws are optimized instead of all control inputs. These parameters can be
time-varying or constant over the control period, and therefore the number of variables in
the optimization problem can be decreased with respect to that of standard MPC. Zegeye et
al. validated by a case study that the performance improvement for RHPC can be almost the
same as standard MPC, and the computational load for RHPC is much lower than that for
standard MPC.

’t Hart [117] also investigated some parameterized MPC laws for freeway networks based
on single-class traffic model. In [117], eleven parameterized control laws were considered in
total, and it was shown that seven of the considered parameterized MPC laws could result
in similar performance as standard MPC, with relatively low computational burden w.r.t.
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standard MPC.
For more details about the RHPC approach, we refer to Section 4.1.

2.4 Robust Model-Based Control

2.4.1 General Robust Model Predictive Control

Since the predictions of the future evolutions of the controlled networks are used for
determining the optimal control actions in MPC, the uncertainties that affect the accuracy
of the predictions will also affect the control performance and the satisfaction of constraints
on states and outputs. In particular, these uncertainties include the uncertainties in
measurements of states, the uncertainties in model parameters, the uncertainties in the
external uncontrollable inputs, and so on, since the measured states, the model
parameters, and the uncontrollable inputs are used for predicting future traffic dynamics.
Robust MPC approaches [23, 33, 45, 83, 113] take into account uncertainties in the control
design procedure in order to improve the control performance and to ensure the
satisfaction of constraints.

There are some robust MPC approaches available in the literature for handling
uncertainties for MPC. For instance, one type of approach is based on Lyapunov functions,
see e.g. [33, 113]. Another type of approach is tube-based MPC, see e.g. [83], where a model
predictive controller forces the trajectories of the disturbed system to be within a tube
around a central reference trajectory, which is obtained by a nominal control approach with
tightened constraints on states and inputs. Moreover, a min-max scheme is used for
handling uncertainties in [23, 45], where the worst-case control objective functions among
all the considered uncertainties are optimized. In addition, in [23] constraints on the
control inputs and system outputs are taken into account for all possible uncertainties, and
in [45] only constraints on the control inputs are considered.

2.4.2 Robust Model-Based Control for Traffic Networks

Various uncertainties exist in model-based control procedures for traffic networks. In
particular, demand uncertainties, model uncertainties, missing samples, sensor errors, and
delays are all significant factors in model-based traffic control. In multi-class traffic models,
the fractions of different vehicle classes in the demands at the origins of the network are
required. Thus, the uncertainties in the estimation of these fractions will affect the control
performance. Considering these uncertainties in the model-based control design is
important for improving the control performance and for ensuring the satisfaction of
constraints.

Some robust control approaches have been developed for traffic networks. Tettamanti
et al. [119] developed a min-max MPC approach for urban networks to minimize the
objective function in the worst-case scenario. Ukkusuri et al. [121] proposed a robust
optimal traffic signal control approach for traffic networks with the future demand assumed
to be uncertain, and they developed a robust system-optimal control approach with an
embedded cell transmission model. Similarly considering the uncertainties in the
origin-destination (OD) demands, Jones et al. [56] proposed a near-Bayes near-Minimax
method for robust traffic signal control for an urban network, and obtained a good
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compromise solution between the Bayes case and the Minimax case. Zhong et al. [132]
dealt with the robust control problem by using a min-max scheme, and solved the optimal
control for freeway networks using a set of recursive coupled Riccati difference equations.
Huang et al. [55] proposed Iterative Optimizing Control with Model Bias Correction
(IOCMBC) for handling uncertainties in traffic signal control. In the IOCMBC approach, a
model bias correction is included by adjusting the model output and the slope of the model
based on the measurements.

2.5 Robust Distributed Model Predictive Control

2.5.1 Distributed Model Predictive Control

A large-scale traffic network is hard to control through centralized MPC due to the
computational complexity. In Distributed Model Predictive Control (DMPC), a large-scale
network is divided into small subnetworks, which are assigned to local agents.

Some approaches have been developed for partitioning large-scale networks into small
networks in the literature [89, 110, 133]. Ocampo-Martinez et al. [89] developed a
partitioning approach on the basis of graph-theory: they represent a system by means of a
graph, and divided the system graph into a number of non-overlapping subgraphs by
identifying the highly coupling subgraphs. By means of a simulation experiment, the
partitioning approach in [89] was shown to be capable of reducing the computational
complexity with negligible loss of performance w.r.t. the centralized MPC approach. Zhou
et al. [133] proposed a fast network division approach based on optimizing a criterion for
the quality of the partition schemes, and the fast network division approach was shown to
be efficient in partitioning real-world urban traffic networks by a case study. For the
anticipatory control problem for large-scale traffic networks, Rinaldi et al. [110] proposed a
dynamic decomposition mechanism, which can recognize when and which controllers
should be grouped in clusters, based on the sensitivity of traffic variables to the control
inputs. In [110] the effectiveness of the dynamic decomposition mechanism was tested by
numerical case studies involving MPC for traffic networks; the results show that the new
approach outperforms both the fully centralized MPC approach where the controllers are in
one group, and the fully decomposed MPC approach where all the controllers are in
different groups.

After partitioning the large-scale network into small networks, the overall optimization
problem is decomposed into local optimization problems for the local agents by methods
such as primal decomposition or dual decomposition [27]. In the dual decomposition
method [27, 87], coupling constraints between subnetworks are incorporated into the
overall control objective function by Lagrangian relaxation or augmented Lagrangian
relaxation, resulting in a dual problem that can be decomposed into local optimization
problems. It can be shown [14, 24, 87] that when the control objective functions and the
inequality constraints of subnetworks are convex and the equality constraints of
subnetworks are affine, the solution of the original overall optimization problem can be
retrieved by iteratively solving the dual problem in a distributed way.

Some researchers also use DMPC for nonlinear-nonconvex systems, and they use
numerical experiments for investigating the control effectiveness. For instance, Frejo and
Camacho applied DMPC for a nonlinear-nonconvex freeway network in [39], where they
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did not include coupling terms in the control objective function, and they adopted a setting
in which each local controller can negotiate with other controllers through communication
about coupling variables. Frejo and Camach [39] showed by a numerical experiment that
DMPC can improve the control performance w.r.t. the no-control case, albeit that the
control performance is suboptimal compared to that for the centralized control approach.
Ferrara et al. [38] reformulated a nonlinear traffic flow model as a mixed logical dynamical
system including linear equalities and inequalities. By considering a freeway network as a
system of systems, Ferrara et al. [38] developed two different DMPC approaches: a so-called
partially connected noniterative independent algorithm where each local controller
optimizes a local control objective function, and a so-called partially connected
noniterative cooperative algorithm where each local controller optimizes the weighted sum
of the control objective functions of that local controller and all neighbors. Ferrara et al. [38]
showed by a case study that the control performance can be improved by DMPC compared
to the no-control case, and that the DMPC approach based on the so-called partially
connected noniterative cooperative algorithm leads to a control performance that is close
to that for the centralized control approach.

2.5.2 Robust Distributed Model Predictive Control

In DMPC, local agents communicate with other agents to obtain solutions for the control
problem of the overall network. Apart from the uncertainties of the current local agent, the
uncertainties appearing in other local agents also affect the control effectiveness of DMPC.
Some robust DMPC approaches have been developed in [42, 62, 63, 80, 82, 108].

For linear systems, in [42, 108] a constraint tightening scheme is used for dealing with
uncertainties in DMPC. In [42], local constraint sets are tightened to account for
uncertainties, and the global constraint set is taken as the Cartesian product of tightened
local constraint sets, ensuring robustness w.r.t. small disturbances. In [108], constraints are
tightened in a monotonic way to ensure robust feasibility, including additional margins in
the coupling constraints of each local agent to account for the uncertainties for neighboring
subsystems.

For nonlinear systems, some robust DMPC approaches are also available in the
literature. Li and Shi [63] proposed a robust DMPC approach for continuous-time
decoupled nonlinear subsystems, where coupling occurring in a global control objective
function is incorporated into local control objective functions. In [63] a robustness
constraint making local cost functions (Lyapunov functions) decrease was proposed to
ensure robustness against external bounded disturbances. Furthermore, some robust
DMPC approaches have been developed for nonlinear systems based on scenario trees for
uncertainties [62, 80, 82]. In these approaches, the considered scenarios for uncertainties
are distributed to different local agents, i.e. each local agent deals with one scenario for the
uncertainties. Non-anticipativity constraints, which are incorporated into local control
objective functions, are introduced in these approaches for ensuring that the control inputs
of one agent equal the control inputs of other agents at the same time step. Note, however,
that the approaches in [62, 80, 82] are not designed for multiple subsystems, but for a single
system only.
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2.6 Summary

In this chapter, we have reviewed some previous work about traffic flow models, traffic
emission models, model predictive control both in general and for traffic networks, robust
model-based control both in general and for traffic networks, and robust distributed model
predictive control both in general and for traffic networks.

As prediction models for MPC, in this thesis a multi-class METANET model will be
compared with the FASTLANE model in combination with multi-class macroscopic
emission models extended based on VT-macro and VERSIT+; this has not yet been done in
the literature. Furthermore, in this thesis we will develop a robust RHPC approach and a
robust DMPC approach for freeway networks, which have not yet been developed in the
literature.



Chapter 3

Model Predictive Control Based on
Multi-Class Macroscopic Traffic Models

In order to describe the heterogenous nature of traffic dynamics through macroscopic
models, in this chapter we extend a multi-class macroscopic traffic flow model: a new
multi-class METANET model, integrate a macroscopic emission model VT-Macro with
multi-class traffic flow models, and extend a new multi-class macroscopic emission model:
multi-class VERSIT+. To allow for a comparison with the new multi-class METANET model,
we also extend the first-order multi-class macroscopic traffic flow model FASTLANE with
variable speed limits and ramp metering. These multi-class macroscopic traffic flow and
emission models are used next as prediction models in online model predictive control for
freeway networks. Besides, end-point penalties are also included to account for the
behavior of the considered traffic system beyond the prediction period.

3.1 Multi-Class Macroscopic Traffic Flow Models

3.1.1 Extensions of FASTLANE

The FASTLANE model of [122, 123] does not yield the queue lengths at origins (indexed by
o). Besides, traffic control measures such as speed limits and ramp metering are also not
included. Here we extend the FASTLANE model with a queue length equation, and we also
include variable speed limits and ramp metering.

Just as in METANET [60], we introduce a simple queue equation for estimating the queue
lengths at origins:

wo,c (k +1) = wo,c (k)+T
(
do,c (k)−qo,c (k)

)
(3.1)

where wo,c is the queue length of vehicle class c at origin o, qo,c is the flow of vehicle class c
at origin o, and do,c is the external demand of vehicle class c at origin o.

Following the METANET speed equation of [50], a variable speed limit is incorporated in
the speed equation as follows:

vm,i ,c (k) = min
(
Vm,c

(
ρefc

m,i (k)
)

, (1+δm,c )vSL
m,i (k)

)
(3.2)

where 1+δm,c represents the non-compliance factor of vehicle class c in link m.

25
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In order to apply ramp metering in traffic networks, the on-ramp flow equation with
ramp metering is defined as

qo,c (k) = 1

Θo,c (k)
min

(
ro(k)Do,c (k),Λoλo,c (k)Sm,1(k)

)
(3.3)

in which (m,1) indicates the cell to which the on-ramp connects, Θo,c is the dynamic pce
for vehicle class c at on-ramp o, Do,c is the total demand of vehicle class c at on-ramp o, and
λo,c is equal to the traffic composition at on-ramp o set by the user, representing the share for
vehicle class c among the total demand at on-ramp o. In addition, Λo is defined as follows:

Λo = C efc
o

C efc
o +C efc

m−1

(3.4)

where C efc
o represents the effective capacity for on-ramp o, and C efc

m−1 represents the
effective capacity for the upstream link m −1 of the link m that connects to on-ramp o, and
C efc

o and C efc
m−1 are represented in pce/h. The effective capacities C efc

o and C efc
m−1 are joint

parameters for all vehicle classes, and they can be determined by parameter identification
based on class-specific measurements.

3.1.2 Multi-Class METANET Model

In this section, we propose a new multi-class METANET model based on the method that
is used by Logghe for developing the multi-class LWR model in [75, 76]. In particular, it is
assumed that each vehicle class is constrained within an assigned space of the road, being
subject to its own fundamental diagram:

qm,i ,c =αm,i ,cQc

(
ρm,i ,c

αm,i ,c

)
(3.5)

where Qc (ρm,i ,c ) =µmρm,i ,c vm,i ,c is the flow function of vehicle class c, and αm,i ,c is the road
space fraction of vehicle class c in segment i of link m, which is defined as the ratio between
the assigned space and the whole road space. The road space fractions for different classes
of vehicles are always nonnegative, with the sum of all fractions equal to 1:

αm,i ,c Ê 0 (3.6)
nc∑

c=1
αm,i ,c = 1 (3.7)

The actual density divided by the road space fraction for a vehicle class is considered to be
the effective density of that vehicle class. Similarly, the actual flow divided by the road space
fraction for a vehicle class is considered to be the effective flow of that vehicle class.

Traffic Flow Equations for Multi-Class METANET

Referring to single-class METANET [60, 84], the equation for computing the flow qm,i ,c of
vehicle class c in segment i of link m is the same as (2.15), and the equation for computing
the queue length wo,c of vehicle class c at origin o is the same as (3.1). The density ρm,i ,c of
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vehicle class c in segment i of link m is computed as follows:

ρm,i ,c (k +1) = ρm,i ,c (k)+ T

Lmµm
(qm,i−1,c (k)−qm,i ,c (k)) (3.8)

Class-dependent parameters (τm,c , ηm,c , κm,c , ρcrit
m,c , v free

m,c , and am,c ) are necessary for
computing the speed vm,i ,c and the origin flow qo,c . These class-dependent parameters
describe different characteristics of different vehicle classes, and they can be determined by
parameter identification based on class-specific measurements. The speed of vehicle class
c in segment i of link m is described through the following equation:

vm,i ,c (k +1) = vm,i ,c (k)+ T

τm,c

(
Vm,c

(
ρm,i ,c (k)

αm,i ,c (k)

)
− vm,i ,c (k)

)
+ T

Lm
vm,i ,c (k)(vm,i−1,c (k)− vm,i ,c (k))

− Tηm,c

Lmτm,c

ρm,i+1,c (k)−ρm,i ,c (k)

ρm,i ,c (k)+κm,c
(3.9)

where τm,c , ηm,c , and κm,c are model parameters for vehicle class c in link m, and the desired
speed function Vm,c for vehicle class c in link m is defined as:

Vm,c

(
ρm,i ,c (k)

αm,i ,c (k)

)
= v free

m,c exp

(
−1

am,c

(
ρm,i ,c (k)

αm,i ,c (k)ρcrit
m,c

)am,c
)

(3.10)

in which am,c is a model parameter of vehicle class c in link m, and ρcrit
m,c is the critical density

of vehicle class c in link m.
According to Hegyi et al. [50], a variable speed limit is included in the desired speed

function Vm,c for vehicle class c similarly to (3.2):

Vm,c

(
ρm,i ,c (k)

αm,i ,c (k)

)
= min

(
Vm,c

(
ρm,i ,c (k)

αm,i ,c (k)

)
, (1+δm,c )vSL

m,i (k)

)
(3.11)

The flow qo,c of vehicle class c at on-ramp o is

qo,c (k) = min

do,c (k)+ wo,c (k)

T
,ro(k)αm,1,c (k)Co,c ,αm,1,c (k)Co,c

ρmax
m,c − ρm,1,c (k)

αm,1,c (k)

ρmax
m,c −ρcrit

m,c

 (3.12)

where the index 1 represents the segment that the on-ramp is connected to in link m, αm,1,c

is the road space fraction of vehicle class c in segment 1 of link m, Co,c is the theoretical
maximum capacity of on-ramp o if there would be only vehicle class c, ρmax

m,c is the theoretical
maximum density of link m if there would be only vehicle class c, and ρm,1,c is the density of
vehicle class c in segment 1 of link m.

For a mainstream origin o, the flow equation of vehicle class c is similar to the single-class
equation developed in [50]:

qo,c (k) = min

[
do,c (k)+ wo,c (k)

T
, q lim

m,1,c (k)

]
(3.13)

where q lim
m,1,c is the maximum inflow of vehicle class c for the first segment of link m that is



28 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

Figure 3.1: Traffic regimes for two vehicle classes

connected to the origin:

q lim
m,1,c (k) =


αm,i ,c (k)µmρcrit

m,c v lim
m,1,c (k)

[
−am,c ln

(
v lim

m,1,c (k)

v free
m,c

)] 1
am,c

if v lim
m,1,c (k) <Vm,c (ρcrit

m,c )

αm,i ,c (k)µmρcrit
m,cVm,c (ρcrit

m,c ) if v lim
m,1,c (k) ÊVm,c (ρcrit

m,c )

(3.14)

in which v lim
m,1,c (k) = min(vSL

m,1(k), vm,1,c (k)) is the speed that limits the flow for vehicle class c
in the first segment of link m at time step k, and αm,i ,c is used for converting effective flows
to actual flows.

Road Space Fractions and Traffic Regimes

According to the densities for different vehicle classes, three traffic regimes are defined here,
i.e. free-flow, semi-congestion, and congestion. The road space fractions are determined on
the basis of these traffic regimes. Figure 3.1 shows the traffic regimes for the case with two
vehicle classes.

• Regime A: Free-Flow

In the free-flow regime, the effective density of each vehicle class is less than or equal
to its critical density. Therefore, the sufficient and necessary condition for the free-flow
regime is

ρm,i ,c (k)

αm,i ,c (k)
É ρcrit

m,c for all c (3.15)

Based on (3.7) and (3.15), the constraint that separates the free-flow regime from the
semi-congestion regime is obtained as follows:

nc∑
c=1

ρm,i ,c (k)

ρcrit
m,c

É 1 (3.16)
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According to (3.15), we define the space fraction of vehicle class c as

αm,i ,c (k) =
ρm,i ,c (k)

ρcrit
m,c

nc∑
j=1

ρm,i , j (k)

ρcrit
m, j

(3.17)

• Regime B: Semi-Congestion

From the macroscopic behavioral theory for traffic dynamics and empirical
phenomena in [32], it could happen that slower vehicles are still in the free-flow
regime, while faster vehicles are already in the congested mode. Similarly to [75, 76],
in the multi-class setting faster vehicle classes are considered to get in the congested
mode earlier than slower vehicle classes, and the desired speeds of the congested
vehicle classes are considered to be equal. The semi-congestion regime corresponds
to the case that the desired speeds of the congested vehicle classes are larger than or
equal to the desired speeds of slower vehicle classes that are still in the free-flow
regime. In the semi-congestion regime, the effective density of at least one vehicle
class is less than or equal to its critical density, and the effective density of at least one
vehicle class is larger than its critical density.

In order to obtain the boundary condition distinguishing the semi-congestion regime
from the congestion regime, it is assumed that all vehicle classes are congested except
for one vehicle class c∗m that is on the verge of getting in the congested mode, i.e. the
effective density of vehicle class c∗m is equal to its critical density, resulting in the
following road space fraction for vehicle class c∗m :

αm,i ,c∗m (k) = ρm,i ,c∗m (k)

ρcrit
m,c∗m

(3.18)

Actually, c∗m is the vehicle class with the slowest desired speed when all vehicle classes
are assumed to be on the verge of getting in the congested mode:

c∗m = argmin
c=1,...,nc

(
v free

m,c exp

( −1

am,c

))
(3.19)

The following relation holds according to the definition of the semi-congestion regime:

Vm,c∗m

(
ρm,i ,c∗m (k)

αm,i ,c∗m (k)

)
ÉVm,c

(
ρm,i ,c (k)

αm,i ,c (k)

)
(3.20)

for c = 1, . . . ,nc with c ̸= c∗m

Considering (3.7), (3.18), and (3.20), the boundary condition distinguishing the semi-
congestion regime from the congestion regime is obtained as follows:

nc∑
c=1

ρm,i ,c (k)

ρcrit∗
m,c

É 1 (3.21)
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where ρcrit∗
m,c is determined by the following equation:

ρcrit∗
m,c = ρcrit

m,c

−am,c ln

v free
m,c∗m

v free
m,c

exp

( −1

am,c∗m

) 1
am,c

(3.22)

The proof of (3.21) and (3.22) is as follows:

Proof. The proof is based on (3.7), (3.10), (3.18), and (3.20). Substitute (3.10) into (3.20),
and consider (3.18):

v free
m,c∗m

exp

( −1

am,c∗m

)
É v free

m,c exp

(
−1

am,c

(
ρm,i ,c (k)

αm,i ,c (k)ρcrit
m,c

)am,c
)

(3.23)

for c = 1, . . . ,nc with c ̸= c∗m

From (3.23), the following equation can be obtained:

ρm,i ,c (k)

αm,i ,c (k)
É ρcrit

m,c

−am,c ln

v free
m,c∗m

v free
m,c

exp

( −1

am,c∗m

) 1
am,c

(3.24)

for c = 1, . . . ,nc with c ̸= c∗m

The right-hand side of (3.24) is equal to ρcrit∗
m,c , cf. (3.22). Hence,

ρm,i ,c (k)

ρcrit∗
m,c

Éαm,i ,c (k) (3.25)

for c = 1, . . . ,nc with c ̸= c∗m

For vehicle class c∗m , ρcrit
m,c∗m

= ρcrit∗
m,c . Considering (3.7), the boundary condition for the

semi-congestion regime can be obtained:
nc∑

c=1

ρm,i ,c (k)

ρcrit∗
m,c

É 1, i.e. (3.21).

Suppose that Scong
m,i (k) denotes the set of all vehicle classes that are in the congested

mode in segment i of link m at time step k, and Sfree
m,i (k) denotes the set of all vehicle

classes that are in the free-flow mode in segment i of link m at time step k. The space
fractions for the vehicle classes that are in the free-flow mode are

αm,i ,c (k) = ρm,i ,c (k)

ρcrit
m,c

for c ∈ Sfree
m,i (k) (3.26)

The space fractions for the congested vehicle classes are obtained by solving the
following system of equations: Vm,c

(
ρm,i ,c (k)
αm,i ,c (k)

)
=Vm,lm,i

(
ρm,i ,lm,i

(k)

αm,i ,lm,i
(k)

)
for c ∈ Scong

m,i (k)/{lm,i }∑
c∈S

cong
m,i (k)αm,i ,c (k) = 1−∑

ĉ∈Sfree
m,i (k)αm,i ,ĉ (k)

(3.27)

where lm,i is an arbitrary element of Scong
m,i (k).
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• Regime C: Congestion

In the congestion regime, the effective density of each vehicle class is larger than its
critical density; the desired speeds of all classes of vehicles are equal.

The constraint for the congestion regime is the restriction on the maximum density:

ρm,i ,c (k)

αm,i ,c
É ρmax

m,c for c = 1, . . . ,nc (3.28)

Note that ρcrit
m,c < ρm,i ,c

Considering (3.7) and (3.28), the boundary condition for the congestion regime is
obtained as follows:

nc∑
c=1

ρm,i ,c (k)

ρmax
m,c

É 1 (3.29)

The space fractions can be derived by equating the desired speeds of all classes of
vehicles: 

Vm,1

(
ρm,i ,1(k)
αm,i ,1(k)

)
=Vm,2

(
ρm,i ,2(k)
αm,i ,2(k)

)
...

Vm,nc−1

(
ρm,i ,nc−1(k)
αm,i ,nc−1(k)

)
=Vm,nc

(
ρm,i ,nc (k)
αm,i ,nc (k)

)
∑nc

c=1αm,i ,c (k) = 1

(3.30)

3.2 Multi-Class Macroscopic Traffic Emission Models

VT-micro and VERSIT+, which has been introduced in Section 2, are microscopic emission
models, and they describe the emissions generated by individual vehicles. Considering the
computational complexity, in Model Predictive Control (MPC) for traffic networks we want
to describe the total emissions in a macroscopic way, not for individual vehicles. As a
macroscopic version of VT-micro, VT-macro is based on the single-class METANET model.
In the thesis VT-macro is integrated with multi-class traffic flow models. Similarly, we also
extend the microscopic emission model VERSIT+ to a multi-class macroscopic version,
which can be used together with multi-class traffic flow models.

3.2.1 Multi-Class VT-Macro Model

When the VT-macro model, which has been developed in [130] based on the single-class
METANET model, is used for a multi-class setting, it is necessary to integrate it with
multi-class macroscopic traffic flow models. In the ensuing part of this section, the
explanations are given for multi-class METANET and FASTLANE with segments being
equivalent to cells, but the multi-class VT-macro model can also be used for other
multi-class macroscopic traffic flow models.

For multi-class traffic flows, the inter-segment acceleration (denoted by ainter
m,i ,c ) and cross-

segment acceleration (denoted by across
α,β,c ) for vehicle class c are defined as follows:

ainter
m,i ,c (k) = vm,i ,c (k +1)− vm,i ,c (k)

T
(3.31)
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across
α,β,c (k) = vβ,c (k +1)− vα,c (k)

T
(3.32)

The numbers of vehicles corresponding to the above two types of accelerations are as
follows:

ninter
m,i ,c (k) = Lmµmρm,i ,c (k)−T qm,i ,c (k) (3.33)

ncross
α,β,c (k) = T qα,c (k) (3.34)

where ninter
m,i ,c (expressed in veh) is the number of vehicles corresponding to ainter

m,i ,c , and ncross
α,β,c

(expressed in veh) is the number of vehicles corresponding to across
α,β,c .

Two types of emission rates (denoted by EMinter
y,m,i ,c and EMcross

y,α,β,c ) corresponding to ainter
m,i ,c

and across
α,β,c are as follows:

EMinter
y,m,i ,c (k) = ninter

m,i ,c (k)exp
(
ṽT

m,i ,c (k)Py,c ãinter
m,i ,c (k)

)
(3.35)

EMcross
y,α,β,c (k) = ncross

α,β,c (k)exp
(
ṽT
α,c (k)Py,c ãcross

α,β,c (k)
)

(3.36)

in which Py,c is a class-dependent parameter matrix, and ṽT
m,i ,c , ãinter

m,i ,c , ṽT
α,c , and ãcross

α,β,c are

vectors in the form of x̃ = [1 x x2 x3]T .

The emission rate EMCO2,m,i ,c for CO2 for vehicle class c in segment i of link m can be
estimated as

EMCO2,m,i ,c (k) = γ1,c vm,i ,c (k)+γ2,c EMfuel,m,i ,c (k) (3.37)

where γ1,c and γ2,c are class-dependent model parameters, and EMfuel,m,i ,c is the fuel
consumption rate for vehicle class c in segment i of link m given by

EMfuel,m,i ,c (k) = EMinter
fuel,m,i ,c (k)+ ∑

α∈I up
m,i

EMcross
fuel,α,(m,i ),c (k) (3.38)

Remark 3.1 The approach for extending the multi-class VT-macro model based on
multi-class macroscopic traffic flow models is general in the sense that it can be used for
any emission model using car characteristics, and with speeds, accelerations, and jerks as
inputs. Since the jerks are not derived above, jerk equations are included in Appendix A. 2

3.2.2 Multi-Class VERSIT+

Based on the VERSIT+ model in [66], we extend a multi-class VERSIT+ model by means of
the approach for extending the multi-class VT-macro model. In particular, the
inter-segment acceleration and the cross-segment acceleration are also used here. The
emission rates EMinter

y,m,i ,c (g/s) and EMcross
y,α,β,c (g/s) corresponding to the inter-segment
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acceleration and the cross-segment acceleration are as follows:

EMinter
y,m,i ,c (k) =



ninter
m,i ,c (k)u0,y,c if vm,i ,c (k) É 5, ainter

m,i ,c (k) É 0.5

ninter
m,i ,c (k)

(
u1,y,c +u2,y,c (z inter

m,i ,c (k))++u3,y,c (z inter
m,i ,c (k)−1)+

)
if 5 < vm,i ,c (k) É 50 or vm,i ,c (k) É 5, ainter

m,i ,c (k) > 5

ninter
m,i ,c (k)

(
u4,y,c +u5,y,c (z inter

m,i ,c (k))++u6,y,c (z inter
m,i ,c (k)−1)+

)
if 50 < vm,i ,c (k) É 80

ninter
m,i ,c (k)

(
u7,y,c +u8,y,c (z inter

m,i ,c (k)−0.5)++u9,y,c (z inter
m,i ,c (k)−1.5)+

)
if 80 < vm,i ,c (k)

(3.39)

EMcross
y,α,β,c (k) =



ncross
α,β,c (k)u0,y,c if vα,c (k) É 5, across

α,β,c (k) É 0.5

ncross
α,β,c (k)

(
u1,y,c +u2,y,c (zcross

α,β,c (k))++u3,y,c (zcross
α,β,c (k)−1)+

)
if 5 < vα,c (k) É 50 or vα,c (k) É 5, across

α,β,c (k) > 0.5

ncross
α,β,c (k)

(
u4,y,c +u5,y,c (zcross

α,β,c (k))++u6,y,c (zcross
α,β,c (k)−1)+

)
if 50 < vα,c (k) É 80

ncross
α,β,c (k)

(
u7,y,c +u8,y,c (zcross

α,β,c (k)−0.5)++u9,y,c (zcross
α,β,c (k)−1.5)+

)
if 80 < vα,c (k)

(3.40)

where u0,y,c , . . . ,u9,y,c are class-dependent model parameters, and z inter
m,i ,c and zcross

α,β,c are
defined as

z inter
m,i ,c (k) = ainter

m,i ,c (k)+0.014vm,i ,c (k) (3.41)

zcross
α,β,c = across

α,β,c +0.014vα,c (3.42)

in which inter-segment acceleration ainter
m,i ,c and the cross-segment acceleration across

α,β,c are

expressed in m/s2, andvm,i ,c and vα,c are expressed in km/h.

3.3 MPC with End-Point Penalties

The newly extended models (FASTLANE with extensions, multi-class METANET, multi-class
VT-macro, and multi-class VERSIT+) are used as prediction models. The control measures
that we choose are variable speed limits and ramp metering.

3.3.1 Performance Criteria

Various performance criteria can be considered when constructing the objective function
for traffic management. As a proof of concept for reducing traffic congestion and traffic
emission in an integrated way, in this chapter we consider the Total Time Spent (TTS) and
the Total Emissions (TE) as performance criteria.
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The total time that all vehicles spend in the considered traffic network is denoted by Total
Time Spent7 (TTS), and defined as follows:

TTS(kc) = T
(kc+Np)M−1∑

j=kcM

nc∑
c=1

pc

( ∑
(m,i )∈Iall

µmρm,i ,c ( j )Lm + ∑
o∈Oall

wo,c ( j )

)
(3.43)

where Iall is the set of all pairs of link and segment indices (m, i ) in the traffic network, Oall

is the set of the indices of all origins, kc is the control time step counter, which corresponds
to the time instant t = kcTc (with Tc the control time interval8), M = Tc/T is assumed to be
a positive integer, pc indicates the fixed passenger car equivalents (pce) for vehicle class c,
and in this chapter pc = sc /s1.

The TE indicates the total emissions that all vehicles in the considered traffic network
generate. The TE for emission type y is defined as

TEy (kc) = T
(kc+Np)M−1∑

j=kcM

nc∑
c=1

( ∑
(m,i )∈Iall

EMinter
y,m,i ,c ( j )+ ∑

α,β∈Pall

EMcross
y,α,β,c ( j )+ ∑

o∈Oall

EMinter
y,o,c ( j )

)
(3.44)

in which Pall is the set of all pairs of adjacent segments and origins, and EMinter
y,o,c represents

the emission rate of emission category y for vehicles in queue at origin o. The emission rate
EMinter

y,o,c is computed in a similarly way as EMinter
y,m,i ,c , with vehicles in queue considered to have

low speeds and no acceleration.

3.3.2 End-Point Penalties

In MPC for traffic networks, obtaining appropriate control performance may require a long
prediction period, since it is recommended [50] to select the prediction period to be in the
order of the typical travel time for a vehicle to cross the traffic network. This makes
computation slow and complex for large-scale traffic networks. In this section, we propose
to use end-point penalties to take into account the performance of the considered traffic
network beyond the prediction period.

End-Point Penalty Derived from the TTS

Based on the definition of the TTS, we develop a TTS end-point penalty, which is an estimate
of the TTS for all vehicles that are still in the network at time step (kc +Np)M . Particularly,
the TTS end-point penalty consists of the following parts:

• The number of vehicles in each segment multiplied by the time t rem
m,i ,c ((kc+Np)M) that

a vehicle that is present in that segment at time step (kc +Np)M would on the average
need to get to its destination.

• The number of vehicles in each origin queue multiplied by the time t rem
o,c ((kc +Np)M)

that a vehicle present in that origin queue at time step (kc+Np)M would on the average
need to get to its destination.

7Note that the TTS index here includes the TTS for all segments, the TTS for all origins, and the TTS for all
on-ramps, and they are treated equally, i.e. their weights are equal to 1.

8Note that in Sections 3.1 and 3.2 we assume Tc = T . Now we consider the general case with Tc ̸= T .
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The formula for computing the TTS end-point penalty is

TTSend(kc) =
nc∑

c=1

∑
(m,i )∈Iall

µmρm,i ,c ((kc +Np)M)Lm t rem
m,i ,c ((kc +Np)M)

+
∑

o∈Oall

wo,c ((kc +Np)M)t rem
o,c ((kc +Np)M) (3.45)

End-Point Penalty Derived from the TE

Based on the definition of the TE, we develop a TE end-point penalty, which is an estimate
of the total emissions that the remaining vehicles at time step (kc + Np)M generate before
leaving the traffic network. The TE end-point penalty consists of the following two parts:

• The number of vehicles in each segment at time step (kc + Np)M multiplied by the
emissions TErem

y,m,i ,c ((kc+Np)M) that a vehicle present in that segment at time step (kc+
Np)M would on the average generate before leaving the network.

• The number of vehicles in each origin queue at time step (kc + Np)M multiplied by
the emissions TErem

y,o,c ((kc +Np) that a vehicle present in that origin queue at time step
(kc +Np)M would on the average generate before leaving the network.

The formula for computing the TE end-point penalty is

TEend
y (kc) =

nc∑
c=1

∑
(m,i )∈Iall

µmρm,i ,c ((kc +Np)M)LmTErem
y,m,i ,c ((kc +Np)M)

+ ∑
o∈Oall

wo,c ((kc +Np)M)TErem
y,o,c ((kc +Np)M) (3.46)

Remark 3.2 Note that Origin-Destination (OD) matrices are needed for computing the
proposed end-point penalties, since they both depend on the destinations of vehicles. As
reviewed in [12], OD matrices can be estimated based on traffic counts by means of both
static methods [36, 78, 100] and dynamic methods [25, 48, 88]. In this chapter, we just
assume that a good estimate of the OD information is available. 2

3.3.3 Overall Objective Function for MPC

For different traffic conditions, the traffic control objectives may be conflicting [3]. We aim
to achieve a balanced trade-off between the TTS and the TE here. However, the approach
that we develop is generic, and it can also accommodate other performance indicators. As
examples, variable speed limits and ramp metering are chosen as control measures.

The overall objective function of the online traffic control in this chapter is defined as
follows:

J (kc) = ξTTS
TTS(kc)

TTSnom
+ ∑

y∈Y
ξTE,y

TEy (kc)

TEy,nom

+ ξramp

NcNRM

kc+Nc−1∑
l=kc

∑
o∈Oramp

(
r ctrl

o (l )− r ctrl
o (l −1)

)2

+ ξspeed

NcNVSL

kc+Nc−1∑
l=kc

∑
(m,i )∈Ispeed

(
vctrl

m,i (l )− vctrl
m,i (l −1)

v free
m,max

)2
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+ξend
TTS

TTSend(kc)

TTSend
nom

+ ∑
y∈Y

ξend
TE,y

TEend
y (kc)

TEend
y,nom

(3.47)

where ξTTS, ξTE,y , ξramp, ξspeed, ξend
TTS, and ξend

TE,y are nonnegative weights, TTSnom, TEy,nom,

TTSend
nom, and TEend

y,nom are the corresponding "nominal" values for some nominal control
profile (e.g. the no-control case), NRM is the number of groups of metered on-ramps, and
NVSL is the number of groups of variable speed limits, Oramp is the set of all metered
on-ramps, Ispeed is the set of all segments with speed limits, v free

m,max = max
c=1,...,nc

v free
m,c , r ctrl

o is the

ramp metering rate of on-ramp o for a given control step, vctrl
m,i is the speed limit in segment

i of link m for a given control step, and for k = M(kc − 1)+ 1, . . . , Mkc, ro(k) = r ctrl
o (kc) and

vSL
m,i (k) = vctrl

m,i (kc). In (3.47), the first term and the second term are performance indices; the
third term and the fourth term are used for penalizing the variations of the control inputs;
the fifth term and the sixth term are end-point penalties for takeing into account the
performance beyond the prediction period.

3.4 Case Study: Comparison of Multi-Class Macroscopic
Traffic Models

We now present a case study for comparing the multi-class traffic flow models and traffic
emission models of Sections 3.1-3.2, and for evaluating the effectiveness of the end-point
penalties proposed in Section 3.3.

3.4.1 Benchmark Network

The case study is based on the Dutch freeway A13, where we consider the direction from
Rijswijk to Rotterdam, as shown in Figure 3.2. The start of the considered part of the A13 is
seen as the mainstream origin (O0), and the end of the considered part of the A13 is seen as
the mainstream destination (D0). There are four on-ramps (O1, O2, O3, and O4) and four off-
ramps (O5, O6, O7, and O8) each of which consists of a single lane, and all the on-ramps are
metered. The main road subsumes three lanes, and variable speed limit signs are installed
through the whole stretch. According to the location of on-ramps, off-ramps, and variable
speed limit signs, the main road (7.8 km) is divided into 21 links, and in total 23 segments, i.e.,
most links only have 1 segment. More specifically, Table 3.1 lists the lengths of all segments
(indexed from O0 to D0 in the form of (m, i )) and the positions of the variable speed limit
signs (15 positions in total, numbered as 1, . . . ,15).

The microscopic simulators VISSIM and ENVIVER are used as process models for
representing the real traffic network. VISSIM is used for simulating the traffic flows, and
ENVIVER is used for simulating the emissions. The case study can be seen as a proof of the
concept for the integrated control approach for reducing traffic congestion and traffic
emissions; thus the VISSIM bases are chosen so that in VISSIM relevant phenomena are
present, such as capacity drop and stability of traffic flows. The multi-class traffic flow
models and traffic emission models extended in Sections 3.1-3.2 are used as prediction
models in MPC. In both the process models and the prediction models, we consider two
classes of vehicles (i.e. cars and trucks), and the traffic variables for different vehicle classes
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Figure 3.2: Part of the Dutch freeway A13 considered in the case study (O0: Rijswijk; O1 and
O5: Delft-Noord; O2 and O6: Delft; O3 and O7: Delft-Zuid; O4 and O8: Service area
Vrijenban.)

Table 3.1: Segments and Variable Speed Limits (VSL)

Segment (1,1) (2,1) (3,1) (4,1) (5,1) (6,1) (7,1) (8,1)
Length (km) 0.28 0.40 0.40 0.21 0.31 0.28 0.56 0.24

VSL − 1, 2 3 4 − − 5 6
Segment (9,1) (10,1) (10,2) (11,1) (12,1) (13,1) (14,1) (14,2)

Length (km) 0.27 0.34 0.33 0.34 0.33 0.59 0.37 0.37
VSL − 7 − 8 9 − 10 −

Segment (15,1) (16,1) (17,1) (18,1) (19,1) (20,1) (21,1)
Length (km) 0.25 0.32 0.35 0.43 0.28 0.23 0.37

VSL − 11 12 13 14 − 15
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Figure 3.3: Model predictive control for A13

can be measured in VISSIM. The control procedure of MPC based on the extended
multi-class models is shown in Figure 3.3.

3.4.2 Identification of the Model Parameters

In order to describe the traffic flows and emissions through the models extended in Sections
3.1 and 3.2, the parameters for these models need to be calibrated. The mainstream demand
and the on-ramp demands for identification, which are shown in Figure 3.4, are generated
based on the field measurements of the A13 on Feb. 18, 2014. The fraction of trucks in all
the demands is taken as 0.1, considering the actual situation on the A13. These demands are
used as the inputs for the microscopic simulator VISSIM, and the outputs from VISSIM are
used as the inputs for ENVIVER. The simulation results of VISSIM and ENVIVER are used for
identifying the parameters of the multi-class macroscopic models of Sections 3.1-3.2, and
the measured mainstream speeds in VISSIM for several representative segments are plotted
in Figure 3.5.

For multi-class METANET and FASTLANE, the objective for the identification procedure
is to fit the TTS. Similarly, for multi-class VERSIT+ and multi-class VT-macro, the objective
for the identification procedure is to fit the TE, where only CO2 is considered. The optimizer
"lsqnonlin" in MATLAB has been used for solving the calibration problem, based on the
"trust-region-reflective" algorithm.

The prediction period length is chosen as 15 minutes, which corresponds to the average
time needed for a vehicle to cross the freeway stretch under consideration. We consider the
morning rush hours from 8.00 am to 10.00 am for the identification of the model
parameters. For the period 8.00 am-10.00 am, the average calibration and validation errors
within the prediction period between the measured TTS and the predicted TTS by
METANET and FASTLANE are shown in Table 3.2. The calibration and validation errors for
multi-class VT-macro and multi-class VERSIT+ in the period 8.00 am-10.00 am are shown in
Table 3.3. Three scenarios for the traffic demands are considered for assessment:

• Scenario 1: the scenario used for identification;

• Scenario 2: Scenario 1 + sinusoidal noise (with an amplitude equal to 5% of the
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Table 3.2: Calibration (Scenario 1) and validation (Scenarios 2 and 3) errors for traffic flow
models

Scenario 1 Scenario 2 Scenario 3
Multi-class METANET 8.8% 9.2% 7.7%

FASTLANE 8.1% 7.4% 6.8%

Table 3.3: Calibration (Scenario 1) and validation (Scenarios 2 and 3) errors for emission
models

Scenario 1 Scenario 2 Scenario 3
Multi-class VERSIT+ 2.6% 3.3% 4.3%

Multi-class VT-macro 1.1% 1.3% 1.4%

demands for Scenario 1, and with a cycle time of 15 minutes);

• Scenario 3: Scenario 1 + white noise (with an amplitude equal to 5% of the demands
for Scenario 1).

From Table 3.2, it can be noticed that for multi-class METANET the calibration error is
8.8%, and the validation error is 7.7%− 9.2%; for FASTLANE, the calibration error is 8.1%,
and the validation error is 6.8%−7.4%. Thus, both the calibration errors and the validation
errors are comparable for multi-class METANET and FASTLANE. From Table 3.3, it can be
seen that for multi-class VERSIT+ the calibration error is 2.6%, and the validation error is
3.3%−4.3%; for multi-class VT-macro, the calibration error is 1.1%, and the validation error
is 1.3%−1.4%. The calibration errors and the validation errors are thus also comparable for
multi-class VERSIT+ and multi-class VT-macro.

Based on the model parameters obtained, the total fundamental diagram (basic flow-
density relationship) of the new multi-class METANET model is shown in Figure 3.6, and the
space fractions for cars are plotted in Figure 3.7.

3.4.3 Control Set-up

Scenario 1 as shown in Figure 3.4 is considered for control in this case study. The control
time interval (Tc) is chosen as 5 minutes, the control period length is chosen as 10 minutes
(NcTc = 10 minutes, Nc = 2), and the prediction period length is chosen as 15 minutes
(NpTc = 15 minutes, Np = 3). The simulation time step (T ) is selected to be 6 seconds,
according to (2.1).

Recall that all four on-ramps are metered, i.e. NRM = 4. According to the actual length
of the on-ramps, the maximum permitted queue lengths for all vehicle classes (w max

o,efc, o ∈
Oramp = {O1,O2,O3,O4}) are repetitively 100, 100, 200, 50 pce. We divide the 15 positions (as
listed in Table 3.1) installed with variable speed limit signs into 4 groups (NVSL = 4):

• VSL group 1: VSL 1-VSL 4, i.e. variable speed limits before O1;

• VSL group 2: VSL 5-VSL 7, i.e. variable speed limits between O1 and O2;

• VSL group 3: VSL 8-VSL 10, i.e. variable speed limits between O2 and O3;

• VSL group 4: VSL 11-VSL 15, i.e. variable speed limits after O3.
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Figure 3.6: Total fundamental diagram for cars and trucks based on multi-class METANET
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Considering that all segments are relatively short, we assume that vehicles in a segment
without a variable speed limit sign are subject to the variable speed limit for the closest
upstream segment with a variable speed limit sign.

As will be explained below, two groups of approaches are implemented for comparing
multi-class macroscopic traffic flow models and traffic emission models extended in
Sections 3.1-3.2, and for investigating the effectiveness of the end-point penalties proposed
in Section 3.3.

Comparison for multi-class traffic models

For the multi-class macroscopic traffic flow models and traffic emission models, we compare
four approaches without end-point penalties as follows:

• Approach A: multi-class METANET and multi-class VERSIT+;

• Approach B: multi-class METANET and multi-class VT-macro;

• Approach C: FASTLANE and multi-class VERSIT+;

• Approach D: FASTLANE and multi-class VT-macro.

For each approach, we consider 3 combinations of weights without end-point penalties:

• Combination 1: ξTTS=1, ξTE,CO2 =0.1, ξend
TTS=0, and ξend

TE,CO2
=0;

• Combination 2: ξTTS=0.5, ξTE,CO2 =0.5, ξend
TTS=0, and ξend

TE,CO2
=0;

• Combination 3: ξTTS=0.1, ξTE,CO2 =1, ξend
TTS=0, and ξend

TE,CO2
=0.

Assessment of end-point penalties

In order to investigate the effects of the end-point penalties, we also implement the following
four approaches:

• Approach E: multi-class METANET and multi-class VERSIT+ with end-point penalties;

• Approach F: multi-class METANET and multi-class VT-macro with end-point
penalties;

• Approach G: FASTLANE and multi-class VERSIT+ with end-point penalties;

• Approach H: FASTLANE and multi-class VT-macro with end-point penalties.

As an illustration, we choose ξTTS=1 and ξTE,CO2 =0.1 (the same as in Combination9 1) for
Approaches E to H. For ξTTS=1 and ξTE,CO2 =0.1, an investigation has been done to find
appropriate ξend

TTS and ξend
TE,CO2

for the end-point penalties; the values obtained are ξend
TTS=0.1

and ξend
TE,CO2

=0.01.
We solve the control problem by means of "fmincon" in Matlab based on the ’active-

set’ algorithm and a multi-start scheme. An investigation has been done to ensure that the

9Combinations 2 and 3 are not considered here, since for Approaches E to H we mainly focus on the
comparison between the case with end-point penalties and the case without end-point penalties, not on the
effects of different combinations of weights for the TTS and the TE.
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CPU time for the approaches including multi-class METANET and the approaches including
FASTLANE are roughly the same. Thus for Approaches A, B, E, and F, 50 starting points are
used for every control step, and for C, D, G, and H, 70 starting points are used for every
control step.

3.4.4 Simulation Results and Analysis

All simulations are implemented on a computer with 2 Intel(R) Xeon(R) CPU E5-1620 v3
@3.50GHz processors. For each approach and each combination of weights, 10 runs with
different random seeds corresponding to different starting points for "fmincon" are
implemented, and the average results are listed in Tables 3.4-3.7. In addition, we have also
recorded the CPU time for each approach and each combination of weights, and the results
are listed in Tables 3.4-3.7.

In these tables, J imp
TTS,TE represents the relative improvement for JTTS,TE in the entire

simulation period w.r.t. the case without control:

JTTS,TE = ξTTS
TTStot

TTSnom
+ξTE,CO2

TECO2,tot

TECO2,nom
(3.48)

J imp
TTS,TE =

J no control
TTS,TE − J control

TTS,TE

J no control
TTS,TE

(3.49)

where TTSnom is the TTS over the prediction period for the no-control case computed at the
first control step, TTStot is the total time spent over the entire simulation period, TECO2,nom is
the TE of CO2 over the prediction period for the no-control case computed at the first control
step, and TECO2,tot represents the TE of CO2 over the entire simulation period. In addition,
J no control

TTS,TE represents JTTS,TE for the case without control, and J control
TTS,TE represents JTTS,TE for the

case with control based on Approaches E-H.
We define a total objective function Jtot as follows:

Jtot =ξTTS
TTStot

TTSnom
+ξTE,CO2

TECO2,tot

TECO2,nom

+ξqueue max
o∈Oramp

max

(
max

k=1,...,kend

nc∑
c=1

pc wo,c (k)

w max
o,efc

−1,0

)
(3.50)

where kend is the last simulation time step of the entire simulation period. The last term of
Jtot represents the maximum queue length constraint violation for all on-ramps over the
entire simulation period, and the weight for this term is set to be a large value aiming at
evaluating the satisfaction of queue length constraints: ξqueue = 10. This total objective
function is used for comparing the total performance including the TTS, the TE, and the
queue length constraint violations, where higher values indicate a worse total performance.

Results for multi-class traffic models without end-point penalties

The results for multi-class traffic models without end-point penalties are listed in Tables 3.4-
3.6.

From Tables 3.4-3.6, it can be seen that Approach A (multi-class METANET and multi-
class VERSIT+) can improve the performance for TTS and TE (J imp

TTS,TE : 2.2%−6.8%) w.r.t. the



44 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

Table 3.4: Simulation results for Combination 1

Approaches J imp
TTS,TE J imp

TTS J imp
TE

Constraint violations
Jtot CPU (h)

O1 O2 O3 O4

A 2.2% 2.3% 1.0% 0% 0% 0% 0% 8.6 7.7
B 2.4% 2.6% 0.6% 0% 0% 0% 0% 8.6 11.4
C -5.7% -7.5% 12.6% 43.5% 0% 125.4% 0% 21.8 10.0
D -8.6% -10.8% 14.1% 48.1% 14.6% 210.2% 0% 30.6 10.7

Table 3.5: Simulation results for Combination 2

Approaches J imp
TTS,TE J imp

TTS J imp
TE

Constraint violations
Jtot CPU (h)

O1 O2 O3 O4

A 3.9% 1.0% 6.8% 0% 0% 0% 0% 7.7 7.0
B 2.4% 2.1% 2.8% 6.6% 0% 0% 0% 8.4 10.1
C 0.6% -12.9% 14.2% 10.2% 8.1% 229.2% 0% 30.8 10.7
D 0.2% -14.0% 14.6% 57.4% 0% 220.9% 0% 30.0 13.3

Table 3.6: Simulation results for Combination 3

Approaches J imp
TTS,TE J imp

TTS J imp
TE

Constraint violations
Jtot CPU (h)

O1 O2 O3 O4

A 6.8% 1.3% 7.4% 5.1% 0% 0% 0% 8.6 6.1
B 3.7% 1.8% 3.9% 26.5% 0% 0% 0% 11.0 8.9
C 13.1% -17.3% 16.1% 37.9% 23.8% 177.0% 0% 25.3 10.3
D 12.7% -15.0% 15.5% 107.1% 18.9% 188.7% 0% 26.5 12.9

Table 3.7: Simulation results for Combination 1 with end-point penalties

Approaches J imp
TTS,TE J imp

TTS J imp
TE

Constraint violations
Jtot CPU (h)

O1 O2 O3 O4

E 3.5% 3.6% 1.5% 0% 0% 0% 0% 8.5 8.2
F 4.2% 4.5% 1.1% 0% 0% 0% 0% 8.4 12.4
G -9.7% -11.8% 11.7% 57.2% 6.3% 236.3% 0% 33.3 8.0
H -5.9% -7.8% 12.8% 69.0% 7.7% 157.8% 0% 25.1 10.0

no-control case, with relatively small queue length constraint violations (0%− 5.1%). The
queue length constraint violations only occur for Combination 3, which has a high weight
for TE. Approach B (multi-class METANET and multi-class VT-macro) can also improve the
performance for TTS and TE (J imp

TTS,TE : 2.4%−3.7%) w.r.t. the no-control case, but the queue
length constraint violations increase from 0% to 26.5% with the increase of the weight for TE.
The queue length constraint violations for multi-class METANET increase with the weight for
TE, probably due to the fact that vehicles in queues are considered to generate less emissions
than vehicles that are driving, since the vehicles in the queues have low speeds and almost
no acceleration. For all the combinations of weights, Approaches A and B reduce both TTS
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(J imp
TTS : 1.0%−2.6%) and TE (J imp

TE : 0.6%−7.4%) w.r.t. the no-control case. When the weight
for TE increases, the value of TE is further reduced, with a sacrifice in the reduction for TTS.
For Approach A, the values of Jtot are less than or equal to those for Approach B for all the
combinations of weights, i.e. the total performance for Approach A is better than the total
performance for Approach B.

The approaches based on FASTLANE (C and D) lead to a worse performance for TTS
and TE (J imp

TTS,TE : −8.6%− −5.7%) than the no-control case for Combination 1, but a better

performance for TTS and TE (J imp
TTS,TE : 0.2% − 13.1%) than the no-control case for

Combination 2 and Combination 3. For all the combinations of weights, Approaches C and
D decrease TE (J imp

TE : 12.6% − 16.1%) but increase TTS (J imp
TTS : −17.3% − −7.5%) w.r.t. the

no-control case. When the weight for TE increases, the value of TE is further reduced, with a
sacrifice in TTS. Note, however, that for all the combinations there are consistent queue
length constraint violations for on-ramps O1 (10.2% − 107.1%) and O3 (125.4% − 229.2%).
Thus the values of Jtot (21.8− 30.8) for the approaches based on FASTLANE (C and D) are
much higher than the values (7.7−11.0) for the approaches based on multi-class METANET
(A and B), i.e. the total performance for the former approaches is worse than that of the
latter approaches. High constraint violations can lead to traffic jams upstream of the given
on-ramps, which is an important issue to be handled when a control approach is
developed. For the settings of our experiment, the approaches based on multi-class
METANET are more capable of dealing with the queue length constraints.

Comparing the CPU time for Approach A (which is based on multi-class METANET and
multi-class VERSIT+) with that for Approach B (which is based on multi-class METANET
and multi-class VT-macro), we find that Approach A is faster than Approach B for the 3
considered combinations of weights. Comparing the CPU time for Approach C (which is
based on FASTLANE and multi-class VERSIT+) with that for Approach D (which is based on
FASTLANE and multi-class VT-macro), we find that Approach C is faster than Approach D
for the 3 considered combinations of weights.

Results for end-point penalties

The results for approaches with end-point penalties are included in Table 3.7, and these
results are now compared with results in Table 3.4. In comparison with the approaches
based on multi-class METANET without end-point penalties (A and B in Combination 1),
including end-point penalties (E and F) can further improve the performance for TTS and
TE (J imp

TTS,TE : 3.5% − 4.2%), while there is still no queue length constraint violation.

Approaches E and F further improve TTS (J imp
TTS : 3.6%− 4.5%) and TE (J imp

TE : 1.1%− 1.5%)
w.r.t. Approaches A and B. In addition, the values of Jtot (8.4−8.5) are also further reduced
w.r.t. the approaches without end-point penalties. Thus, for approaches based on
multi-class METANET we can say that end-point penalties can improve both the
performance for TTS and TE and the total performance.

The approaches based on FASTLANE with end-point penalties (G and H) cannot reduce
the high constraint violations for on-ramps O1 (57.2%− 69.0%) and O3 (157.8%− 236.3%)
to a low level, and the values of Jtot (25.1 − 33.3) are still much higher than those for the
approaches based on multi-class METANET (A, B, E, and F). This might be because of the
first-order characteristics of FASTLANE, which makes the estimations of end-point penalties
less reliable.

Comparing the CPU time for Approaches A and B (which are based on multi-class
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METANET without end-point penalties) with that for Approaches E and F (which are based
on multi-class METANET with end-point penalties), we find that when the end-point
penalties are included the CPU time is increased by 6.5% for Approach A, and by 8.8% for
Approach B. However, for the approaches based on FASTLANE, the CPU time for Approach
G (with end-point penalties) is reduced compared to Approach C (without end-point
penalties), and the CPU time for Approach H (with end-point penalties) is also reduced
compared to Approach D (without end-point penalties).

Control Inputs

For each of the Approaches A-D based on Combination 1 of weights and for each of the
Approaches E-H, the control inputs determined by a representative run among the 10
repeated runs (cf. the first paragraph of Section 3.4.4) are plotted in Figures 3.8-3.9.

As can be seen in Figure 3.8, speed limits differ from the maximum speed limit (i.e. free-
flow speed of cars) in the period 8 h-8.3 h for Approaches A and B (which are based on multi-
class METANET without end-point penalties). For Approaches E and F (which are based
on multi-class METANET with end-point penalties), speed limits differ from the maximum
speed limit for a longer period (8 h-9 h) than Approaches A and B. For Approaches C, D, G,
and H (which are based on FASTLANE), variable speed limits fluctuate much more than for
Approaches A, B, E, and F (which are based on multi-class METANET).

From Figure 3.9, ramp metering rates differ from the maximum metering rate (i.e. 1) in
the period 8 h-8.3 h for Approaches A and B (which are based on multi-class METANET
without end-point penalties), and in a longer period (8 h-9 h) for Approaches E and F
(which are based on multi-class METANET with end-point penalties). Similarly to the speed
limits, for Approaches C, D, G, and H (which are based on FASTLANE), ramp metering rates
fluctuate much more than for Approaches A, B, E, and F (which are based on multi-class
METANET).

Analysis of Traffic Behavior

For the same settings as Figures 3.8-3.9, the densities and speeds of several representative
segments are plotted in Figures 3.10-3.13.

From Figures 3.10-3.11, it can be noticed that the profiles of densities for all the
considered control approaches are similar to those for the no-control case, i.e. there is no
clear peak for densities. Moreover, it can be seen in Figures 3.12-3.13 that the speeds for all
the considered approaches are also similar to those for the no-control case, i.e. the speed
profiles are do not fluctuate heavily. Note that even the profiles of speeds and densities are
similar to those for the no-control case, the control approaches based on multi-class
METANET (Approaches A, B, E, and F) can still improve the control performance, e.g. for
Approach F the performance for TTS and TE is improved by 4.2% without queue length
constraint violation.

Overall conclusions for the case study

On the basis of all the simulation results, we can conclude that the approaches based on
multi-class METANET combined with emission models can reduce the TTS and the TE in
a balanced way; moreover, the multi-class METANET model captures the maximum queue
dynamics better than FASTLANE although they are both based on the same queue model.
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Figure 3.8: Variable speed limits
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Figure 3.9: Ramp metering rates
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Figure 3.10: Densities of segments for the no-control case and Approaches A-D
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Figure 3.11: Densities of segments for Approaches E-H
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Figure 3.12: Speeds of segments for the no-control case and Approaches A-D
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Figure 3.13: Speeds of segments for Approaches E-H
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For the approaches based on multi-class METANET, including the end-point penalties can
further improve the total performance. However, for the approaches based on FASTLANE,
even though the end-point penalties are included, the performance for the TTS and the TE
is still worse than that for the no-control case, and the queue length constraint violations
are still large, probably because the end-point penalties cannot be appropriately estimated
based on FASTLANE.

3.5 Summary

We have extended a second-order multi-class traffic flow model (multi-class METANET) and
two multi-class traffic emission models (multi-class VERSIT+ and multi-class VT-macro). We
have also incorporated variable speed limits and ramp metering in the first-order multi-class
traffic flow model FASTLANE, to allow for a comparison with multi-class METANET in Model
Predictive Control (MPC) for freeway networks. End-point penalties are proposed to account
for the future evolution of the traffic system beyond the prediction period.

A simulation experiment has been implemented to compare these multi-class traffic
flow models and traffic emission models, and to evaluate the effectiveness of the end-point
penalties. Eight approaches have been considered for MPC for part of the Dutch freeway
network A13, i.e., the four approaches based on the multi-class traffic flow models and
traffic emission models, as well as these approaches with the end-point penalties. The
results show that the approaches based on multi-class METANET can improve the
performance for TTS and TE in a balanced way w.r.t. the no-control case with smaller queue
length constraint violations than those for FASTLANE. For these approaches based on
multi-class METANET, including end-point penalties can further improve the performance
for TTS and TE and the total performance with a small sacrifice in the computational
efficiency. On the other hand, for the given case study, the approaches based on FASTLANE
lead to consistent queue length constraint violations, which may cause traffic jams
upstream of the corresponding on-ramps; furthermore, for these approaches including
end-point penalties cannot improve the total performance, probably due to the less reliable
estimations of end-point penalties based on FASTLANE.





Chapter 4

Scenario-Based Receding-Horizon
Parameterized Control for Traffic
Networks

In this chapter, we propose a tractable scenario-based Receding-Horizon Parameterized
Control (RHPC) approach for freeway networks. Some RHPC laws based on multi-class
traffic models are developed; instead of the control inputs, only the parameters of these
control laws are optimized in the control procedure. Thus the number of optimization
variables in the optimization problem for determining the control inputs can be decreased
w.r.t. conventional MPC, allowing us to reduce the computational burden. In the
scenario-based RHPC approach, we use a scenario-based scheme together with a min-max
scheme to deal with the robust control problem, considering a finite set of uncertainty
scenarios to obtain the worst case of the sum of the control objective function and a
constraint violation penalty.

4.1 RHPC Based on Multi-Class Traffic Models

In the RHPC approach [117, 130], the control inputs are parameterized as control laws
depending on traffic states and outputs, and the parameters in these control laws are
optimized instead of the full control input sequence ũ(kc). When multi-class traffic models
are considered as prediction models, RHPC laws need to be extended to the multi-class
case. As an extension of the single-class case of RHPC laws in [117, 130], in this chapter we
develop several new RHPC laws for freeway networks, based on multi-class traffic flow
models. Note that the RHPC laws developed in this chapter are independent from the
multi-class traffic flow model that is considered. Even if the considered multi-class
METANET model is replaced by some other multi-class traffic flow models, these RHPC
laws can still be adopted.

4.1.1 RHPC Laws for Variable Speed Limits

Based on multi-class METANET, the following control laws for Variable Speed Limits (VSL)
are proposed:

55
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vctrl
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vm,i+1,c (kc + l )− vm,i ,c (kc + l )

vm,i+1,c (kc + l )+κv

)

+
nc∑

c=1

θm,i ,c,2(kc + l )βm,i ,c (kc + l )

ρm,i+1,c (kc+l )
αm,i+1,c (kc+ j ) −

ρm,i ,c (kc+l )
αm,i ,c (kc+l )

ρm,i+1,c (kc+l )
αm,i+1,c (kc+l ) +κρ

 (4.1)

vctrl
m,i (kc + l +1) =θm,i ,0(kc + l )v free

m,max

+
nc∑

c=1

(
θm,i ,c,1(kc + l )βm,i ,c (kc + l )

Vm,c (ρm,i ,c (kc + l ))− vm,i ,c (kc + l )

Vm,c (ρm,i ,c (kc + l ))+κv

)

+
nc∑

c=1

θm,i ,c,2(kc + l )βm,i ,c (kc + l )

ρm,i+1,c (kc+l )
αm,i+1,c (kc+l ) −

ρm,i ,c (kc+l )
αm,i ,c (kc+l )

ρm,i+1,c (kc+l )
αm,i+1,c (kc+l ) +κρ
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(4.4)

for l = 0, . . . , Np −1

where βm,i ,c (kc + l ) = ρm,i ,c (kc+l )∑nc
j=1ρm,i , j (kc+l )

is the density fraction of vehicle class c in segment i of

link m at control step kc + l , κv and κρ are small positive values to prevent the divisors to be
0, and θm,i ,0, θm,i ,c,1, and θm,i ,c,2 are the control parameters to be optimized in the control
process.

The RHPC laws (4.1)–(4.4) are constructed based on the traffic states and outputs of the
current segment (m, i ) and the next segment (m, i + 1), which reflect the future traffic
situation that vehicles in the current segment will encounter. Inspired by the speed
equation of multi-class METANET, Law (4.1) consists of the maximum free-flow speed
among all vehicle classes, the relative variations in class-dependent speeds from the current
segment to the next segment at control step kc + l , and the relative variations in
class-dependent equivalent densities from the current segment to the next segment at
control step kc + l . Compared with Law (4.1), the second term of Law (4.2) represents the
relative differences between the class-dependent desired speeds and actual speeds in the
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current segment at control step kc + l . Law (4.3) includes the maximum free-flow speed
among all vehicle classes and the relative variations in flows from the current segment to
the next segment at control step kc + l . With the class-dependent desired speeds and actual
speeds as inputs, Law (4.4) is inspired by the PI-ALINEA law for ramp metering [126].

4.1.2 RHPC Laws for Ramp Metering Rates

Two control laws for Ramp Metering (RM) rates are developed based on multi-class
METANET as follows:

r ctrl
o (kc + l +1) =r ctrl

o (kc + l )+
nc∑

c=1

θo,c,1(kc + l )βm,1,c (kc + l )
ρcrit

m,c − ρm,1,c (kc+l )
αm,1,c (kc+l )

ρcrit
m,c

 (4.5)

r ctrl
o (kc + l +1) =r ctrl

o (kc + l )

−
nc∑

c=1

(
θo,c,1(kc + l )βm,1,c (kc + l )(ρm,1,c (kc + l )−ρm,1,c (kc + l −1))

)
+

nc∑
c=1

(
θo,c,2(kc + l )βm,1,c (kc + l )(ρcrit

m,c −ρm,1,c (kc + l ))
)

(4.6)

for l = 0, . . . , Np −1

where the index m in (4.5) and (4.6) represents the link that is connected to on-ramp o, the
index 1 represents the first segment of that link, and θo,c,1 and θo,c,2 are the control
parameters to be optimized in the control process.

Law (4.5) is a generalization of the ALINEA law [96], and Law (4.6) is a generalization of
the PI-ALINEA law [126].

4.1.3 Discussions on RHPC Laws

In (4.1)-(4.6), the control parameters can vary for the different control steps over the control
period. Thus the control inputs can vary with both the control parameters and traffic states.
The following alternatives about the control parameters can be considered:

• The control parameters (θm,i ,0, θm,i ,c,1, θm,i ,c,2, θo,c,1, and θo,c,2) in the RHPC laws are
not necessarily optimized for every control step (i.e. every Tc). This will introduce a
new time step (of which the length is different from Tc) for updating the control
parameters for RHPC laws. In this case, the frequency of updating the control
parameters can be reduced. However, for simplifying the exposition we just assume
that the control parameters in the RHPC laws are optimized at every control step (i.e.
every Tc) in this chapter.

• The control parameters (θm,i ,0, θm,i ,c,1, θm,i ,c,2, θo,c,1, and θo,c,2) do not necessarily
vary for every control step (Tc) over the control period ([kcTc, (kc + Nc)Tc)), i.e. they
can vary with a different time step from Tc and the time step for updating the control
parameters. In this case, the number of variables to be optimized over the control
period can be smaller than that for standard MPC. For instance, the control
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parameters can be assumed to be constant over the prediction period
([kcTc, (kc + Np)Tc)), which covers the control period; thus the control inputs vary
only with traffic states over the prediction period.

• The control parameters (θm,i ,c,1, θm,i ,c,2, θo,c,1, and θo,c,2) can be assumed to be equal
for different vehicle classes. Thus the variations in traffic states and outputs for
different vehicle classes are combined based on density fractions for different vehicle
classes, and the number of optimization variables in the RHPC optimization problem
is reduced compared to the case with class-dependent control parameters.

• For a traffic network, the control parameters (θm,i ,0, θm,i ,c,1, θm,i ,c,2, θo,c,1, and θo,c,2)
for different segments and on-ramps can be grouped, e.g. the parameters for the
segments of the same link can be assumed to be equal. Then the number of
optimization variables in the RHPC optimization problem to be solved is reduced
w.r.t. the case that the control parameters are not grouped.

• Apart from laws (4.1)-(4.6), other control laws can also be developed based on the
evolution of traffic flows.

In addition, upper bounds and lower bounds for variable speed limits and ramp metering
rates are guaranteed by finally applying the following saturated control inputs:

vctrl
m,i ,sat(kc) = max(min(vctrl

m,i (kc), vmax,m), vmin,m) (4.7)

r ctrl
o,sat(kc) = max(min(r ctrl

o (kc),rmax,o),rmin,o) (4.8)

in which vctrl
m,i ,sat represents the saturated variable speed limit in segment i of link m, r ctrl

o,sat
represents the saturated ramp metering rate at on-ramp o, vmax,m and vmin,m are respectively
the upper bound and lower bound of the variable speed limits in link m, and rmax,o and rmin,o

are respectively the upper bound and lower bound of the ramp metering rate at on-ramp o.

4.2 Scenario-Based RHPC

4.2.1 Uncertainties in Demands and Traffic Compositions for Traffic
Networks

The uncontrollable inputs in on-line model-based control for freeway networks include
mainstream demands, on-ramp demands, boundary conditions, etc. As an example, let us
here consider uncertainties in traffic demands, including uncertainties in the total
demands and uncertainties in the fractions of different classes of vehicles in the total
demands. Note, however, that other types of uncertainties can also be dealt with using the
proposed scenario-based RHPC approach.

According to the literature [12, 25, 100], A nominal demand profile can be estimated in
various ways, based on historical data and on-line measurement data. An intuitive way is
that the nominal demand is estimated as the average of historical data. The nominal demand
can be separately estimated for different weekdays and weekends, so that the characteristics
of different weekdays and weekends can be described more accurately. Moreover, if on-line
measurements are available, shifting and scaling the nominal demand according to these
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Figure 4.1: An example of real demands and nominal demand

measurements can also improve the estimation. In addition, another way is to build a library
of possible uncertainties and their possibilities of appearances.

As an illustration, we consider here the Dutch freeway A13 near Rijswijk. In the direction
of Rotterdam, the upstream boundary of the considered part of the A13 is seen as the
mainstream origin. For the A13, the measurements for flows and speeds are available at
"regiolab-delft.nl". Note that here we consider the measured flows at the mainstream origin
to be the real demands, since for the chosen period (5.00-12.00 on several Fridays in 2013
and 2014) no congestion occurs, i.e. the measured speeds are close to the maximum speed
for most of the time. The total mainstream demands of A13 for the considered period are
shown in Figure 4.1. The real demands are plotted with the same linetype (normal line
width) and these real demand profiles overlap with each other. A nominal demand profile is
estimated as the average of these historical real demands and shown in Figure 4.1 with a
different linetype (thickened line width). This figure shows that real demands fall within a
confidence band around the nominal demand profile. Thus it makes sense to model
uncertainties in the nominal demand profile as noise limited by a lower bound and an
upper bound.

The estimations of the fractions of different vehicle classes (i.e. traffic compositions) can
be obtained in a similar way as the estimation of the nominal demand profile. However, the
estimations of these fractions ask for separate measurements for different vehicle classes,
which can be obtained by cameras installed along freeway stretches, or by inductive loops
when all data derived from GPS devices allows to identify the type of detected vehicles. In
robust control for freeway networks based on multi-class traffic models, uncertainties in the
estimations of the fractions of different vehicle classes are nonnegligible.
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4.2.2 Motivation for Scenario-Based RHPC

With uncertainties included, it is assumed that a traffic network is described as a discrete-
time nonlinear system of the following form10:

xω(k +1) = fω(xω(k),u(k),Dω(k),ω(k)) (4.9)

yω(k) = h(xω(k)) (4.10)

where fω represents the state function for the case with uncertainties, xω represents the state
vector (containing e.g. densities and speeds) for the case with uncertainties, yω represents
the output vector (containing e.g. flows) for the case with uncertainties, Dω represents the
uncontrollable input vector (containing e.g. demands) for the case with uncertainties, the
vector ω contains the uncertainties of the traffic network, and u represents the control input
vector (containing e.g. ramp metering rates and variable speed limits) for the traffic network.

The control input sequence vector ũ(k) is given by (2.37). The predicted state vector
(x̃ω(k)), the predicted output vector (ỹω(k)), and the predicted uncontrollable input vector
(D̃ω(k)) are defined as follows:

x̃ω(k) = [xT
ω(k +1), . . . , xT

ω(k +Np)]T (4.11)

ỹω(k) = [yT
ω (k +1), . . . , yT

ω (k +Np)]T (4.12)

D̃ω(k) = [DT
ω(k), . . . ,DT

ω(k +Np −1)]T (4.13)

Since the uncontrollable inputs are usually assumed to be known nominal values in
nominal RHPC, the predicted states yielded by the nonlinear prediction model are
influenced by the realizations of the uncertainties over the prediction period, and one
realization of the uncertainties is denoted by the vector ω̃(k):

ω̃(k) = [ωT (k), . . . ,ωT (k +Np −1)]T (4.14)

In case the real values and the nominal values of the uncontrollable inputs are
significantly different, the control decisions given by nominal RHPC may not result in an
improvement of the control performance, while guaranteeing the constraints to be
satisfied. However, the realizations of the uncertainties (ω̃(k)) are not known a priori, and
the robust control problem is a computationally hard problem. A min-max scheme [23] can
be used for solving the robust control problem. The robust RHPC problem based on the
min-max scheme can be formulated as follows:

min
ũ(k)

max
ω̃(k)∈W̃

Jω(x̃ω(k), ỹω(k), ũ(k)) (4.15)

s.t. xω(k + l +1) = fω(xω(k + l ),u(k + l ),Dω(k + l ),ω(k + l )) l = 0, . . . , Np −1 (4.16)

yω(k + l ) = h(xω(k + l )) l = 1, . . . , Np (4.17)

xω(k) = xk
ω (4.18)

xω(k + l ) ∈X, l = 1, . . . , Np (4.19)

yω(k + l ) ∈Y, l = 1, . . . , Np (4.20)

10Note that in the current Section 4.2.2 we assume Tc = T for the sake of simplicity of notation; for Section
4.1 and Sections 4.2.3-4.3, the general case Tc ̸= T is considered.
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Equations (2.43) and (2.46)

for all ω̃(k) ∈ W̃

where Jω represents the objective function for the case with uncertainties, xk
ω represents the

measured state vector at time step k for the case with uncertainties, W̃ represents the set of
all the possible realizations of uncertainties over the prediction period, and the uncertainty
realizations in W̃ are in general form.

For the robust control problem consisting of (2.43), (2.46), and (4.15)-(4.20), the
computational complexity increases rapidly as the size of traffic network grows, making the
problem intractable in practice. As a solution we propose a novel tractable scenario-based
RHPC approach for freeway networks.

4.2.3 Scenario-Based RHPC Based on Multi-Class Traffic Models

In this chapter we use Total Time Spent (TTS) as the control performance index, but it is
important to note that other control performance indices such as Total Emissions (TE) can
also be included according to the aim of the traffic control. As an illustration, variable speed
limits and ramp metering are chosen as control measures.

Without including uncertainties, the objective function can be defined as

J (kc) =ξTTS
TTS(kc)

TTSnom
+ ξramp

NcNRM

kc+Nc−1∑
j=kc

∑
o∈Oramp

∥∥∥r ctrl
o ( j )− r ctrl

o ( j −1)
∥∥∥

2

+ ξspeed

NcNVSL

kc+Nc−1∑
j=kc

∑
(m,i )∈Ispeed

∥∥∥∥∥vctrl
m,i ( j )− vctrl

m,i ( j −1)

v free
m,max

∥∥∥∥∥
2

(4.21)

where ro(k) = r ctrl
o (kc) and vSL

m,i (k) = vctrl
m,i (kc) for k = Mkc + 1, . . . , M(kc + 1). In (4.21), the

first term is the performance index, and the second term and the third term are used for
penalizing the variations of the control inputs.

In order to obtain the optimal control inputs in RHPC for freeway networks, traffic state
variables need to be predicted with future demands as exogenous inputs. Nominal RHPC
for freeway networks adopts nominal demands, which may be very different from real
demands. The differences between nominal demands and real demands may affect the
control performance and the satisfaction of constraints.

Here we propose a tractable scenario-based RHPC approach, aiming at improving the
behavior of the controlled system by taking into account uncertainties. The scenario-based
scheme is used for reducing the computational burden w.r.t. the case that all possible
uncertainties are considered, making the robust control problem more tractable. Moreover,
aiming at the satisfaction of the queue length constraints, we include a queue length
constraint violation penalty; hence, the queue length constraints are treated as soft
constraints, to avoid infeasible optimization problems under uncertainties.

The objective function for the tractable scenario-based RHPC approach is as follows11:

Jmax(kc) = max
ω̃(kc)∈Ω̃(kc)

(
Jω(x̃ω(kc), ỹω(kc), ũ(kc))

11As an illustration of how to include a constraint violation penalty, here we consider queue length
constraints only. Note that constraints on outputs and other states can be dealt with in a similar way.
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+γ max
o∈Oramp

max

(
max

j=kcM ,...,(kc+Np)M−1

nc∑
c=1

pc wo,c ( j )

w max
o,efc

−1,0

))
(4.22)

where Ω̃(kc) = {ω̃1(kc), ...,ω̃H (kc)} ⊂ W̃ represents the set of H possible scenarios that will be
considered for the scenario-based RHPC approach for control time step kc, w max

o,efc is the
maximum allowed queue length (in pce) for all vehicle classes at on-ramp o, and γ is a
positive weight to penalize queue length constraint violation under uncertainties
ω̃(kc) ∈ Ω̃(kc).

The objective function Jmax represents the worst case of the chosen H possible
uncertainty scenarios, and Jmax is minimized in the scenario-based RHPC approach. The
scenario-based RHPC problem for freeway networks is defined as follows:

min
ũ(kc)

Jmax(kc) (4.23)

s.t. Equations (2.43), (2.46), and (4.16)− (4.18)

for all ω̃(kc) ∈ Ω̃(kc)

In the above scenario-based RHPC problem, when the maximum queue length is
smaller than the maximum permitted value, the queue length constraint violation penalty
equals 0; thus the TTS is optimized. However, if the maximum queue length is larger than
the maximum permitted value, the queue length constraint violation penalty will be taken
into account. Due to the high weight γ for the queue length constraint violation penalty, the
queue length will be in general optimized so that the maximum queue length is smaller
than the maximum permitted value. The inner max operator of the queue length constraint
violation penalty ensures that once the maximum queue length in the entire prediction
period exceeds the maximum permitted value, the queue length constraint violation
penalty will be taken into account.

4.3 Case Study: Assessments of Scenario-Based RHPC

4.3.1 Benchmark Network

The benchmark network shown in Figure 4.2, which has been simulated with other
controllers in some papers [41, 50], is used for the case study. This network includes one
mainstream origin, one on-ramp, one destination, and two links. Link 1 is 4 km long and
divided into 4 segments with a length of 1 km. Link 2 is 2 km long and divided into 2
segments with a length of 1 km. Thus the length of the segments for both links is Lm = 1 km,
for m = 1,2. The on-ramp connects to the first segment of link 2. There are two lanes in the
main road, and 1 lane in the on-ramp road. In the third and fourth segments of link 1
variable speed limits are present, and ramp metering is used at the on-ramp. It is assumed
that the queue length at the origin is not limited, and the outflow at the destination is
unrestricted. The multi-class METANET model that has been extended in Chapter 3 is used
as both the simulation model and the prediction model.

We consider two classes of vehicles in the network: class 1 represents cars, and class 2
represents trucks. The parameters for these two classes of vehicles are as follows [50, 60, 76]:
v free

m,1 = 106 km/h, am,1 = 1.6761, δm,1 = 0.12, ρcrit
m,1 = 35 veh/km/lane,

ρmax
m,1 = 175 veh/km/lane, Cmain,1 = 2034 veh/h/lane, and Conramp,1 = 1934 veh/h/lane for
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Figure 4.2: Benchmark network

m = 1,2; v free
m,2 = 83 km/h, am,2 = 2.1774, δm,2 = 0.05, ρcrit

m,2 = 19 veh/km/lane,
ρmax

m,2 = 75 veh/km/lane, Cmain,2 = 990 veh/h/lane, and Conramp,2 = 890 veh/h/lane for
m = 1,2. Common parameters for cars and trucks are [50, 60]: τm,c = 18 s,
κm,c = 40 veh/h/km, and ηm,c = 60 km2/h for c = 1,2 and m = 1,2. The passenger car
equivalents are p1 = 1 and p2 = 7/3. In order to avoid spill-back to the upstream stretch of
the on-ramp, the total queue length of cars and trucks at the on-ramp is limited to 150 pce.

The simulation period covers 1 h, and the simulation time step is T = 10 s (according to
(2.1), T < Lm

v free
m,1

= 34 s). As for other parameters, we select ξTTS = 1, ξramp=ξspeed = 0.1,

Tc = 60 s, and Np = 7. The control time step is 6 times larger than the simulation time step,
because the control inputs should not be changed too frequently in practice. Here we
suppose that the weights ξTTS, ξramp, and ξspeed are defined by policy makers. The control
performance index TTS dominates in the objective function, and the penalties to avoid
abrupt variations in control inputs are minor in comparison with the TTS. The control
parameters for the RHPC laws depend on the future predictions. Hence, the prediction
period is not too long to avoid large prediction errors under uncertainties. However, the
prediction period cannot be too short either due to the requirement for crossing the
considered traffic network within the prediction period. Thus the length of the prediction
period is chosen according to the typical travel time through the considered network as
suggested in [50].

4.3.2 Control Set-up

Nominal Demands and Uncertainties

The nominal demands at the mainstream origin and the on-ramp are shown in Figure 4.3.
The nominal density fraction for trucks is βtruck = 0.1. The real demands are generated by
adding random disturbances to the nominal demands. Here we consider two cases:

• Case 1: there are only uncertainties in the total demands;

• Case 2: there are uncertainties in both the total demands and the estimations of truck
fractions.

The uncertainties in the total demand values are limited within 10% with a base value of 100
veh/h. As for the truck fractions, we assume that the range is from 0 to 0.3. Both uncertainties
for the total demands and for the truck fractions are described as uniform random noise. For
each case, 10 scenarios for uncertainties, corresponding to 10 realizations of real demands,
are investigated to evaluate the effectiveness of the scenario-based RHPC approach.
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Figure 4.3: Nominal demands for the benchmark network

Both nominal RHPC and scenario-based RHPC are implemented for comparison. In
scenario-based RHPC, 10 uniform random uncertainty scenarios are used for obtaining the
worst-case objective function. These 10 uncertainty scenarios are different from the
aforementioned 10 realizations of real demands. This is due to the fact that the real
realizations of future demands are not known a priori and can thus not be used in the
control procedure. However, the uncertainty scenarios used in scenario-based RHPC are
generated in the same way as the aforementioned 10 realizations of real demands.

Control Approaches

As examples, the RHPC Laws (4.1) and (4.4) for variable speed limits, and (4.5) and (4.6)
for ramp metering rates are adopted in the case study. We test and compare the following
approaches for the aforementioned two cases of uncertainties:

• Nominal RHPC 1 (NRHPC 1): Law (4.1)+Law (4.5);

• Scenario-Based RHPC 1 (SRHPC 1): Law (4.1)+Law (4.5);

• Nominal RHPC 2 (NRHPC 2): Law (4.4)+Law (4.6);

• Scenario-Based RHPC 2 (SRHPC 2): Law (4.4)+Law (4.6);

Note that the number (100) of starting points for "fmincon" for every control step is chosen
as the same for the above approaches.

For comparison, we also apply a standard control scheme for the combination: Law (4.4)
+ Law (4.6), which are PI-ALINEA-like laws. In the standard control scheme, the parameters
for the control laws are constant for the entire simulation period, and they are determined
beforehand. The following approaches based on the standard control scheme are tested:

• Standard Control 1 (SC 1): using nominal demands and fractions of cars and trucks,
with the queue length constraint violation penalty;
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• Standard Control 2 (SC 2): using 10 random scenarios for uncertainties, with the queue
length constraint violation penalty;

• Standard Control 3 (SC 3): based on nominal demands and fractions of cars and trucks,
with the queue length constraint violation penalty and a queue override scheme12;

• Standard Control 4 (SC 4): based on 10 random scenarios for uncertainties, with the
queue length constraint violation penalty and a queue override scheme.

Note that (4.7) and (4.8) are also used for the standard control approaches.
The weight γ is tested for different values: 0.01,0.1,1,10,100. In this case study, we

assume that the control parameters of the RHPC laws are the same for all vehicle classes,
and that they are constant over the entire prediction period. Moreover, the control
parameters are different for segment 3 and segment 4 of link 1. For the control parameters
in the RHPC laws the control period covers 1 control step, while for the actual control
inputs the control period covers 7 control steps, due to the variations of the traffic states
used in the RHPC laws.

4.3.3 Simulation Results and Analysis

In the remainder of this section, J imp
TTS represents the relative improvement in the Total Time

Spent (TTS) w.r.t. the no-control case, while Jpen represents the maximum relative queue
length constraint violation that is defined as:

Jpen = max

(
max

k=1,...,kend

∑nc
c=1(pc wo,c (k))

w max
o,efc

−1,0

)
(4.24)

where kend is the last simulation time step of the entire simulation period, and the total
performance Jtot is defined as

Jtot = TTStot

TTSnom
+γJpen (4.25)

For each combination of the values of γ (5 values), the realizations of real demands (10
scenarios), and the control approaches (8 control approaches), the closed-loop simulation
is repeated 10 times with different random seeds, which correspond to different starting
points for "fmincon"13. The average of the results for the 10 repeated closed-loop
simulations is considered as the result for a combination. The average control performance
improvements, the average constraint violations, and the total performance of the results
for 10 different realizations of real demands are listed in Tables 4.1-4.8. Furthermore, the
standard deviations of the results for 10 different realizations are also included in Tables
4.1-4.8.

12In the queue override scheme [95], the ramp metering rate is set to be 1 if the maximum queue length
exceeds the maximum permitted value.

13The optimization function "fmincon" in Matlab is used for solving optimization problems in the case
study, based on the "active-set" algorithm.
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Table 4.1: Simulation results for NRHPC 1 and SRHPC 1, Case 1

Approaches NRHPC 1 SRHPC 1
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 7.4% 6.7% 6.5% 6.4% 6.2% 6.6% 6.1% 6.0% 5.9% 5.8%
Jpen 25.5% 9.0% 7.7% 6.6% 5.5% 13.4% 2.3% 1.9% 1.8% 1.6%
Jtot 15.4 15.6 15.6 16.3 21.2 15.6 15.7 15.7 15.9 17.3

Standard
deviation

J imp
TTS 0.3% 0.4% 0.4% 0.3% 0.2% 0.5% 0.4% 0.3% 0.3% 0.3%

Jpen 2.5% 1.2% 1.3% 2.2% 2.1% 2.1% 0.4% 0.3% 0.2% 0.3%
Jtot 0.2 0.3 0.3 0.5 2.3 0.3 0.3 0.3 0.3 0.4

Table 4.2: Simulation results for NRHPC 1 and SRHPC 1, Case 2

Approaches NRHPC 1 SRHPC 1
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 6.1% 4.4% 4.7% 4.6% 4.6% 4.7% 4.3% 4.3% 4.2% 4.1%
Jpen 53.4% 21.5% 12.7% 11.2% 10.6% 18.2% 2.5% 1.6% 1.2% 1.0%
Jtot 18.9 20.9 19.3 20.3 29.7 19.1 19.2 19.3 19.4 20.3

Standard
deviation

J imp
TTS 0.3% 1.2% 0.3% 0.3% 0.3% 0.2% 0.2% 0.2% 0.2% 0.3%

Jpen 4.0% 19.5% 4.2% 2.7% 2.8% 5.3% 1.0% 0.8% 0.7% 0.6%
Jtot 0.4 5.6 0.4 0.5 3.0 0.4 0.4 0.4 0.4 0.7

Table 4.3: Simulation results for NRHPC 2 and SRHPC 2, Case 1

Approaches NRHPC 2 SRHPC 2
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 9.5% 5.3% 5.1% 5.1% 5.0% 9.4% 5.0% 5.0% 5.2% 5.2%
Jpen 70.0% 4.5% 3.0% 4.0% 3.8% 66.3% 0.8% 0.8% 0.8% 0.6%
Jtot 15.0 15.8 15.8 16.2 19.7 15.1 15.8 15.9 16.0 16.4

Standard
deviation

J imp
TTS 0.9% 0.2% 0.3% 0.3% 0.2% 0.7% 0.2% 0.3% 0.3% 0.3%

Jpen 8.4% 1.2% 1.5% 2.0% 1.1% 7.1% 0.6% 0.5% 0.3% 0.4%
Jtot 0.3 0.3 0.2 0.2 1.1 0.3 0.2 0.2 0.6 0.5

Table 4.4: Simulation results for NRHPC 2 and SRHPC 2, Case 2

Approaches NRHPC 2 SRHPC 2
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 7.2% 4.2% 4.0% 4.0% 4.0% 6.3% 3.9% 3.7% 3.7% 3.7%
Jpen 125.7% 12.5% 10.1% 8.7% 9.1% 82.0% 2.7% 1.4% 1.0% 0.8%
Jtot 18.7 19.3 19.4 20.1 28.4 18.8 19.3 19.4 19.5 20.2

Standard
deviation

J imp
TTS 0.5% 0.3% 0.2% 0.2% 0.2% 0.6% 0.2% 0.3 0.2% 0.2%

Jpen 22.3% 5.4% 2.6% 2.9% 2.9% 17.5% 1.8% 0.8% 0.6% 0.3%
Jtot 0.4 0.4 0.4 0.6 3.1 0.4 0.4 0.4 0.5 0.4
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Table 4.5: Simulation results for SC 1 and SC 2, Case 1

Approaches SC 1 SC 2
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 6.1% 11.5% 2.2% 4.1% 6.0% 12.1% 12.1% 1.9% 1.6% 2.2%
Jpen 114.2% 86.2% 62.6% 52.9% 70.0% 93.3% 90.0% 0% 0% 0.1%
Jtot 29.8 14.8 16.9 21.3 85.6 14.7 14.7 16.3 16.4 16.4

Standard
deviation

J imp
TTS 1.6% 0.5% 2.8% 1.9% 0.3% 0.3% 0.4% 0.2% 0.2% 0.2%

Jpen 18.9% 6.1% 45.5% 28.5% 8.9% 5.7% 5.8% 0% 0% 0.2%
Jtot 44.8 0.2 0.5 2.6 9.1 0.2 0.3 0.2 0.2 0.4

Table 4.6: Simulation results for SC1 and SC2, Case 2

Approaches SC 1 SC 2
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 6.1% 8.7% 1.9% 2.6% 6.1% 9.3% 1.0% 0.9% 1.3% 0.4%
Jpen 241.0% 167.9% 104.5% 82.1% 151.0% 173.2% 0% 0% 1.3% 1.1%
Jtot 18.9 18.5 20.8 27.8 169.9 18.2 19.8 19.9 20.0 21.1

Standard
deviation

J imp
TTS 1.2% 0.4% 2.2% 0.6% 0.4% 0.6% 0.1% 0.2% 0.3% 0.4%

Jpen 38.4% 35.0% 65.1% 25.4% 11.8% 31.0% 0% 0% 3.0% 3.1%
Jtot 0.5 0.4 0.5 2.7 12.0 0.4 0.4 0.5 0.6 3.2

Table 4.7: Simulation results for SC3 and SC4, Case 1

Approaches SC 3 SC 4
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 2.0% 4.2% -1.9% 1.0% 1.9% 4.6% 4.6% 2.8% 0.7% 2.3%
Jpen 13.5% 12.2% 6.6% 6.7% 6.9% 7.9% 14.1% 0.6% 0.5% 0%
Jtot 16.3 16.0 17.0 17.2 23.2 15.9 15.9 16.2 16.6 16.3

Standard
deviation

J imp
TTS 1.2% 0.2% 1.0% 0.4% 0.7% 1.0% 0.6% 0.7% 1.0% 0.2%

Jpen 2.9% 3.8% 4.1% 3.5% 3.8% 4.0% 2.3% 1.9% 1.2% 0%
Jtot 0.4 0.2 0.3 0.3 4.1 0.3 0.3 0.3 0.3 0.2

Table 4.8: Simulation results for SC3 and SC4, Case 2

Approaches SC 3 SC 4
γ 0.01 0.1 1 10 100 0.01 0.1 1 10 100

Average
J imp

TTS 1.1% 3.5% -1.2% 0.6% 1.6% 3.8% 2.7% 1.8% 1.0% 1.5%
Jpen 21.4% 26.2% 8.3% 10.1% 14.0% 27.7% 16.7% 0.4% 0% 0%
Jtot 19.9 19.4 20.4 21.0 33.8 19.3 19.6 19.7 19.9 19.8

Standard
deviation

J imp
TTS 0.6% 0.3% 1.2% 0.3% 0.6% 0.4% 0.5% 0.3% 0.2% 0.2%

Jpen 7.0% 7.8% 4.0% 4.9% 6.6% 4.1% 5.2% 1.3% 0% 0%
Jtot 0.5 0.4 0.6 0.7 7.0 0.4 0.4 0.4 0.4 0.4
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Figure 4.4: Relative control performance improvements, Case 1
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Figure 4.5: Constraint violations, Case 1
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Figure 4.6: Total performance, Case 1
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Figure 4.7: Relative control performance improvements, Case 2



72 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

γ

10-2 10-1 100 101 102

J pe
n
 (

%
)

0

50

100

150

200

250

γ

10-2 10-1 100 101 102

S
ta

nd
ar

d 
de

vi
at

io
n 

of
 J

pe
n

0

10

20

30

40

50

60

70
NRHPC 1
SRHPC 1
NRHPC 2
SRHPC 2
SC 1
SC 2
SC 3
SC 4

Figure 4.8: Constraint violations, Case 2



Chapter 4 - Scenario-Based Receding-Horizon Parameterized Control for Traffic Networks 73

γ

10-2 10-1 100 101 102

J to
t

0

20

40

60

80

100

120

140

160

180

γ

10-2 10-1 100 101 102

S
ta

nd
ar

d 
de

vi
at

io
n 

of
 J

to
t

0

2

4

6

8

10

12

NRHPC 1
SRHPC 1
NRHPC 2
SRHPC 2
SC 1
SC 2
SC 3
SC 4

Figure 4.9: Total performance, Case 2



74 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

Comparison w.r.t. Performance and Constraint Violations

In this section, the approaches ignoring uncertainties are first compared to the
corresponding approaches including uncertainties, i.e., NRHPC 1 w.r.t. SRHPC 1, NRHPC 2
w.r.t. SRHPC 2, SC 1 w.r.t. SC 2, and SC 3 w.r.t. SC 4. After that, all approaches are compared
together based on Figures 4.4-4.9, which display the relative control performance
improvements (i.e. the improvements on TTS), constraint violations, and the total
performance.

1. Results for NRHPC 1 and SRHPC 1:

According to the results for Case 1 in Table 5.1, the control performance improvements
for SRHPC 1 (5.8%− 6.6%) are less than the control performance improvements for
NRHPC 1 (6.2%− 7.4%). However, NRHPC 1 leads to higher queue length constraint
violations (5.5%−25.5%) than SRHPC 1 (1.6%−13.4%) for all values ofγ considered. For
SRHPC 1, the queue length constraint violations (1.6%−2.3%) are relatively small when
γ ∈ {0.1,1,10,100}. Comparing the values of Jtot, we find that SRHPC 1 (15.9− 17.3)
results in better total performance than NRHPC 1 (16.3− 21.2) for γ ∈ {10,100}. For
both NRHPC 1 and SRHPC 1, the standard deviations of J imp

TTS and Jtot are small, and
the standard deviations of Jpen are large.

The results for Case 2 are shown in Table 4.2. Just as for Case 1, the control
performance improvements for SRHPC 1 (4.1% − 4.7%) are less than the control
performance improvements for NRHPC 1 (4.4% − 6.1%). For NRHPC 1, the queue
length constraint violations (10.6% − 53.4%) are higher than those for SRHPC 1
(1.0% − 18.2%) for all values of γ considered. For SRHPC 1, the queue length
constraint violations (1.0% − 2.5%) are relatively small when γ ∈ {0.1,1,10,100};
furthermore, for these values of γ, the total performance for SRHPC 1 (19.2−20.3) is
not worse than the total performance for NRHPC 1 (19.3 − 29.7). The standard
deviations of J imp

TTS and Jtot are small for both NRHPC 1 and SRHPC 1 except for
NRHPC 1 with γ = 0.1. For both NRHPC 1 and SRHPC 1, the standard deviations of
Jpen are large.

2. Results for NRHPC 2 and SRHPC 2:

The results for Case 1 are shown in Table 4.3. The control performance improvements
for SRHPC 2 (5.0%−9.4%) are slightly less than the control performance improvements
for NRHPC 2 (5.1%−9.5%) when γ ∈ {0.01,0.1,1}. SRHPC 2 (5.2%) can even improve
the control performance more than NRHPC 2 (5.0%− 5.1%) when γ ∈ {10,100}. The
queue length constraint violations for NRHPC 2 (3.0%−70.0%) are higher than those
for SRHPC 2 (0.6%−66.3%) for all the values of γ considered. For γ ∈ {0.1,1,10,100}, the
queue length constraint violations for SRHPC 2 (0.6%−0.8%) are quite small. SRHPC
2 (16.0−16.4) results in a better total performance than NRHPC 2 (16.2−19.7) when
γ ∈ {10,100}. For both NRHPC 1 and SRHPC 1, the standard deviations of J imp

TTS and Jtot

are small, and the standard deviations of Jpen are large.

The results for Case 2 are shown in Table 4.4. For all the values of γ considered, the
control performance improvements for SRHPC 2 (3.7% − 6.3%) are less than the
control performance improvements for NRHPC 2 (4.0%− 7.2%). However, NRHPC 2
leads to higher queue length constraint violations (9.1% − 125.7%) than SRHPC 2
(0.8%-82.0%) for all values of γ considered. When γ ∈ {0.1,1,10,100}, SRHPC 2 can
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reduce the queue length constraint violations (0.8%− 2.7%) to relatively low values;
furthermore, for these values of γ, the total performance for SRHPC 2 (19.3−20.2) is
not worse than the total performance for NRHPC 2 (19.3− 28.4). For both NRHPC 1
and SRHPC 1, the standard deviations of J imp

TTS and Jtot are small, and the standard
deviations of Jpen are large.

3. Results for SC 1 and SC 2:

The results for Case 1 are shown in Table 4.5. For SC 1 with all values of γ considered
and for SC 2 with γ ∈ {0.01,0.1}, the control performance improvements are 2.2%−
12.1%, however, the queue length constraint violations (52.9%−114.2%) are quite high.
For SC 2 with γ ∈ {1,10,100}, the queue length constraint violations (0%− 0.1%) are
small, but the control performance improvements (1.6%−2.2%) are also small. For all
the values of γ considered, the total performance for SC 2 (14.7−16.4) is better than
the total performance for SC 1 (14.8−85.6). For SC 1, the standard deviations of J imp

TTS
and Jpen are large in general, and the standard deviations of Jtot are small except for

γ = 0.01. For SC 2, the standard deviations of J imp
TTS , Jpen, and Jtot are small except for

the standard deviations of Jpen with γ= 100.

The results for Case 2 are shown in Table 4.6. For SC 1 with all values of γ considered
and for SC 2 with γ = 0.01, the control performance improvements are 1.9%− 9.3%,
with high queue length constraint violations (82.1% − 241.0%). When
γ ∈ {0.1,1,10,100}, the queue length constraint violations are reduced to 0%−1.3% for
SC 2, but the control performance improvements are quite small (0.4%− 1.3%). For
γ ∈ {1,10,100}, the total performance for SC 2 (19.9 − 21.1) is better than the total
performance for SC 1 (20.8−169.9). For SC 1 and SC 2, the standard deviations of J imp

TTS
and Jpen are large in general, and the standard deviations of Jtot are small in general.

4. Results for SC 3 and SC 4:

The results for Case 1 are shown in Table 4.7. For SC 3 with all values of γ considered
and for SC 4 with γ ∈ {0.01,0.1}, the control performance is changed by −1.9%−4.6%,
but the queue length constraint violations (6.6%−14.1%) are still high, although they
are reduced w.r.t. SC 1 without queue override scheme. This is due to the fact that
when the mainstream is congested the vehicles at the on-ramp cannot enter the main
road even if the ramp metering rate is 1. For SC 4 with γ ∈ {1,10,100}, the queue length
constraint violations (0% − 0.6%) are small, while the control performance
improvements (0.7%−2.8%) are also small. For all the values of γ considered, the total
performance for SC 4 (15.9 − 16.6) is better than the total performance for SC 3
(16.0−23.2). For SC 3 and SC 4, the standard deviations of J imp

TTS and Jpen are large in
general, and the standard deviations of Jtot are small in general.

The results for Case 2 are shown in Table 4.8. For SC 3 with all values of γ considered
and for SC 4 with γ ∈ {0.01,0.1}, the control performance is changed by −1.2%−3.8%,
with high queue length constraint violations (8.3%−27.7%), which are reduced w.r.t.
SC 1 without queue override scheme. For SC 4 with γ ∈ {1,10,100}, the queue length
constraint violations are reduced to 0%−0.4%. Nevertheless, the control performance
improvements (1.0%−1.8%) are also small. For γ ∈ {1,10,100}, the total performance
for SC 4 (19.7− 19.9) is better than the total performance for SC 3 (20.4− 33.8). For
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SC 3 and SC 4, the standard deviations of J imp
TTS and Jpen are large in general, and the

standard deviations of Jtot are small in general.

5. Overall comparison for all approaches:

The control performance improvements for TTS (J imp
TTS ), constraint violations (Jpen),

and total performance (Jtot) for all approaches considered are plotted in Figures
4.4-4.9. In these figures, the lines with marker symbols correspond to the approaches
ignoring uncertainties (NRHPC 1, NRHPC 2, SC 1, and SC 3), and the lines without
marker symbols correspond to the approaches including uncertainties (SRHPC 1,
SRHPC 2, SC 2, and SC 4).

For both cases of uncertainties (Case 1 and Case 2), the control performance
improvements for TTS for SC 2, SC 3, and SC 4 are small in comparison with NRHPC
1, NRHPC 2, SRHPC 1, and SRHPC 2 when γ ∈ {1,10,100}. For SC 1, the queue length
constraint violations are much higher than those for NRHPC 1 and NRHPC 2 for both
cases of uncertainties (Case 1 and Case 2). Due to the inclusion of a queue override
scheme, the queue length constraint violations for SC 3 are comparable with those for
NRHPC 1 and NRHPC 2 for both cases of uncertainties (Case 1 and Case 2). The
queue length constraint violations are reduced to low values for SRHPC 1, SRHPC 2,
SC 2, and SC 4 when the weight γ for the queue length constraint violation penalty is
large enough, e.g. γ ∈ {1,10,100}. In Jtot, a larger weight γ for the queue length
constraint violation penalty corresponds to assigning more importance to satisfying
the queue length constraint. When the weight γ is large enough (e.g. γ ∈ {10,100}), the
total performance for SRHPC 1, SRHPC 2, SC 2, and SC 4 is better than that for
NRHPC 1, NRHPC 2, SC 1, and SC 3.

Control Inputs

One realization of uncertainties for Case 2 is chosen as an illustrative example for showing
the control inputs. For γ= 100, the variable speed limits and ramp metering rates for all the
considered control approaches with γ= 100 are respectively shown in Figures 4.10-4.11.

As shown in Figure4.10, the variable speed limits of the nominal RHPC approaches
(NRHPC 1 and NRHPC 2) are similar with those of the scenario-based RHPC approaches
(SRHPC 1 and SRHPC 2), and there are no large fluctuations for either of them. However,
the standard control approaches (SC 2, SC 3, and SC 4) except for SC 1 yield variable speed
limits that fluctuate more than the nominal RHPC approaches (NRHPC 1 and NRHPC 2)
and the scenario-based RHPC approaches (SRHPC 1 and SRHPC 2).

Figure 4.11 shows the ramp metering rates. The nominal RHPC approaches (NRHPC 1
and NRHPC 2) and the scenario-based RHPC approaches (SRHPC 1 and SRHPC 2) can
appropriately address the variations in the demand for the on-ramp, i.e., the ramp metering
rates increase when there is a peak in the on-ramp demand from t=0.1 h to t=0.35 h (as
shown in Figure 4.3). However, for the standard control approaches the ramp metering
rates do not increase in a similar way.
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Figure 4.10: Variable speed limits (Case 2)
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Figure 4.11: Ramp metering rates (Case 2)
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Figure 4.12: Queue lengths at the mainstream origin (Case 2)

Analysis of Traffic Behavior

For the same settings as Figures 4.10-4.11, the queue lengths at the mainstream origin and
the on-ramp, and the densities and speeds for segments are plotted in Figures 4.12-4.17.

From Figure 4.12, it can be seen that the queue lengths at the mainstream origin are
decreased w.r.t. the no-control case for both the nominal RHPC approaches (NRHPC 1 and
NRHPC 2) and the scenario-based RHPC approaches (SRHPC 1 and SRHPC 2). In
comparison with the no-control case, the queue lengths at the mainstream origin are also
reduced for the standard control approaches (SC 1, SC 2, SC 3, and SC 4). From Figure 4.13,
the control approaches ignoring uncertainties (NRHPC 1, NRHPC 2, SC1, and SC 3) lead to
queue length constraint violations. These queue length constraint violations are effectively
reduced by the control approaches considering uncertainties (SRHPC 1, SRHPC 2, SC 2, and
SC 4).

From Figures 4.14-4.15, it can be noticed that the evolutions of the densities for
segments are similar for all the considered approaches, and from an overview the peak
values of densities during 0.2 h-0.6 h are reduced for all the considered approaches w.r.t. the
no-control case.

From Figures 4.16-4.17, it can be seen that the speeds for the standard control
approaches SC 2 and SC 3 fluctuate more than those for the RHPC approaches (NRHPC 1,
NRHPC 2, SRHPC 1, and SRHPC 2). The fluctuations in speeds for segments correspond to
variable speed limits shown in Figure 4.10. space



80 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

Time (h)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

T
ot

al
 q

ue
ue

 le
ng

th
 a

t t
he

on
-r

am
p 

(p
ce

)

0

50

100

150

200

250

300

350

400

NRHPC 1
SRHPC 1
NRHPC 2
SRHPC 2
SC 1
SC 2
SC 3
SC 4
Maximum
queue
length

Figure 4.13: Queue lengths at the on-ramp (Case 2)

Overall Conclusions of Results

According to the results of the above simulation experiment, we can give the following
conclusions:

1. The nominal RHPC approaches ignoring uncertainties (NRHPC 1 and NRHPC 2) can
improve the control performance (i.e. the TTS) but with high queue length constraint
violations for all the considered values of the weight γ for the queue length constraint
violation penalty.

2. The scenario-based RHPC approaches including uncertainties (SRHPC 1 and SRHPC
2) can also improve the control performance, while there may be a small sacrifice in
the control performance improvement compared to the nominal RHPC approaches
ignoring uncertainties (NRHPC 1 and NRHPC 2). The queue length constraint
violations are significantly reduced w.r.t. the nominal RHPC approaches ignoring
uncertainties (NRHPC 1 and NRHPC 2) when the weight γ for the queue length
constraint violation penalty is large enough.

3. The scenario-based RHPC approaches including uncertainties (SRHPC 1 and SRHPC
2) are more conservative in improving the control performance and satisfying the
queue length constraints than the nominal RHPC approaches ignoring uncertainties
(NRHPC 1 and NRHPC 2). This may be due to the fact that the scenario-based RHPC
approaches including uncertainties (SRHPC 1 and SRHPC 2) are optimizing the worst
case of the sum of the control objective function and the queue length constraint
violation penalty among all the considered uncertainty scenarios.
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Figure 4.14: Densities of cars for segments (Case 2)
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Figure 4.15: Densities of trucks for segments (Case 2)



Chapter 4 - Scenario-Based Receding-Horizon Parameterized Control for Traffic Networks 83

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
no

-c
on

tr
ol

 c
as

e
(k

m
/h

)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
N

R
H

P
C

 1
 (

km
/h

)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

R
H

P
C

 1
 (

km
/h

)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
N

R
H

P
C

 2
 (

km
/h

)
0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

R
H

P
C

 2
 (

km
/h

)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

C
 1

 (
km

/h
)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

C
 2

 (
km

/h
)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

C
 3

 (
km

/h
)

0

50

100

Time (h)
0 0.2 0.4 0.6 0.8 1

S
pe

ed
S

C
 4

 (
km

/h
)

0

50

100
(1,1)
(1,2)
(1,3)
(1,4)
(4,1)
(4,2)

Figure 4.16: Speeds of cars for segments (Case 2)
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Figure 4.17: Speeds of trucks for segments (Case 2)
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4. The standard control approach ignoring uncertainties (SC 1) can improve the control
performance; however, the queue length constraint violations are quite high for all
the considered values of the weight γ for the queue length constraint violation
penalty. Even when a queue override scheme is included in the standard control
approach ignoring uncertainties (SC 3), there are still high queue length constraint
violations. This is due to the fact that when the mainstream is congested the vehicles
at the on-ramp cannot enter the main road even if the ramp metering rate is 1.

5. The standard control approaches including uncertainties (SC 2 and SC 4) can
significantly reduce the queue length constraint violations when the weight γ for the
queue length constraint violation penalty is large enough. However, the control
performance improvements for these approaches are less than those for the
scenario-based RHPC approaches including uncertainties (SRHPC 1 and SRHPC 2).

6. When there are also uncertainties in truck fractions (Case 2), the queue length
constraint violations may be even higher in comparison with the case that there are
only uncertainties in the total demand (Case 1).

7. There are still small queue length constraint violations for the approaches including
uncertainties (SRHPC 1, SRHPC 2, SC 2, and SC 4). This is probably due to the fact
that we use only a limited number of scenarios for the uncertainties when solving the
control problem.

8. When the weight γ for the queue length constraint violation penalty is large enough
(in general, γ = 1 in our case study) for the approaches including uncertainties
(SRHPC 1, SRHPC 2, SC 2, and SC 4), the queue length constraint violations are
significantly reduced compared to the approaches ignoring uncertainties. Increasing
the weight γ to be even larger (γ ∈ {10,100}) does not significantly affect the control
performance improvements and the ability of reducing queue length constraint
violations. However, a larger weight γ for the queue length constraint violation
penalty corresponds to putting more emphasis on satisfying the queue length
constraint. For appropriate values of the weight γ (e.g. γ ∈ {10,100}), the total
performance for the approaches including uncertainties (SRHPC 1, SRHPC 2, SC 2,
and SC 4) is better than that for the approaches ignoring uncertainties (NRHPC 1,
NRHPC 2, SC 1, and SC 3).

9. According to standard deviations, the RHPC approaches (NRHPC 1, NRHPC 2, SRHPC
1, and SRHPC 2) are comparable for the different scenarios considered in control
performance improvements, but they differ for the different scenarios considered in
queue length constraint violations. Note that for the scenario-based RHPC
approaches (SRHPC 1 and SRHPC 2), the queue length constraint violations are
minor when the weight γ for the queue length constraint violation penalty is large
enough; although the relative standard deviations are large, the actual variations in
these violations are still small. The standard control approaches SC 1, SC 3, and SC 4
differ for the different scenarios considered in both control performance
improvements and queue length constraint violations.

10. The variable speed limits of the standard control approaches SC 2, SC 3, and SC4
fluctuate more than those of the RHPC approaches (NRHPC 1, NRHPC 2, SRHPC 1,
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and SRHPC 2). This might be because control parameters that are constant over the
entire simulation period cannot appropriately reflect the relation between the
optimal variable speed limits and the variations in the traffic states. The RHPC
approaches (NRHPC 1, NRHPC 2, SRHPC 1, and SRHPC 2) can appropriately address
the peak in the on-ramp demand by increasing the ramp metering rates at
corresponding time; however, the standard control approaches (SC 1, SC 2, SC 3, and
SC4) do not increase the ramp metering rates in a similar way.

In conclusion, we can say that the scenario-based RHPC approaches are effective for
satisfying queue length constraints, at the cost of a small sacrifice in the control
performance. Note that avoiding high queue length constraint violations is significant for
on-ramps with strict limits on queue lengths, e.g. the on-ramps that are connected to busy
urban stretches or intersections in upstream. High queue length constraint violations at
these on-ramps may cause spill-back to upstream stretches; thus, scenario-based RHPC is
helpful for these on-ramps.

4.4 Summary

In this chapter, we have developed a scenario-based Receding-Horizon Parameterized
Control (RHPC) approach for freeway networks. For the scenario-based RHPC approach,
we have developed several RHPC laws for freeway networks based on multi-class
METANET. In the analysis of uncertainties for freeway networks we have particularly
considered uncertainties in traffic demands, consisting of the uncertainties in the total
demands and the uncertainties in the estimations of the fractions of different vehicle
classes. However, other types of uncertainties can also be dealt with using the proposed
scenario-based RHPC approach. A queue length constraint violation penalty has been
included in the objective function of scenario-based RHPC, to prevent infeasible
optimization problems under uncertainties. In the scenario-based RHPC approach, the
worst case of the sum of the control objective function and the queue length constraint
violation penalty among a finite number of uncertainty scenarios is optimized in the
control process.

A case study was implemented to assess the effectiveness of this newly proposed
scenario-based RHPC approach. Two combinations of the RHPC laws for Variable Speed
Limits (VSL) and Ramp Metering (RM) were considered: a VSL law based on the variations
in the speeds and densities from one segment to the next in combination with an
ALINEA-like RM law, and a PI-ALINEA-like VSL law in combination with a PI-ALINEA-like
RM law, for which both nominal RHPC approaches and scenario-based RHPC approaches
were implemented. Standard control approaches (PI-ALINEA-like) were implemented for
comparison, and a queue override scheme was also considered as extra comparison. The
results show that the nominal RHPC approaches may lead to high queue length constraint
violations even if the weight for the queue length constraint violation penalty is high. The
scenario-based RHPC approaches are more conservative than the nominal RHPC
approaches, and they can significantly reduce the queue length constraint violations when
the weight for the queue length constraint violation penalty is large enough, with small
sacrifices in control performance improvements. The standard control approach ignoring
uncertainties may lead to high queue length constraint violations, which are still high even
when a queue override scheme is used. This is due to the fact that when the mainstream is
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congested the vehicles at the on-ramp cannot enter the main road even if the ramp
metering rate is 1. The standard control approaches including uncertainties can reduce the
queue length constraint violations to a low level when the weight for the queue length
constraint violation penalty is large enough; however, the control performance
improvements are less than those for the scenario-based RHPC approaches. Overall, for the
given case study we can conclude that scenario-based RHPC is capable of effectively
improving the control performance without high queue length constraint violations.





Chapter 5

Scenario-Based Distributed Model
Predictive Control for Traffic Networks

In this chapter a scenario-based Distributed Model Predictive Control (DMPC) approach
based on a reduced scenario tree is developed for large-scale freeway networks. In the new
scenario-based DMPC approach, the uncertainties in a large-scale freeway network are
distinguished into two categories: global uncertainties for the overall network and local
uncertainties applicable to subnetworks only. We propose to use a reduced scenario tree
consisting of global scenarios and a reduced local scenario tree, instead of using a complete
scenario tree consisting of global scenarios and all the combinations of the local scenarios
for all subnetworks. Moreover, an expected-value setting and a min-max setting are
considered for handling uncertainties in scenario-based DMPC. The results for a numerical
experiment show that the new scenario-based DMPC approach is effective in improving the
control performance while at the same time satisfying the queue length constraints in the
presence of uncertainties. Additionally, the proposed approach results in with a relatively
low computational burden compared to the case with the complete scenario tree.

5.1 Global Uncertainties and Local Uncertainties in
Large-Scale Traffic Networks

5.1.1 Uncertainties in Large-Scale Traffic Networks

In large-scale freeway networks, uncertainties can be introduced through various sources,
such as the measurements of traffic states, the external uncontrollable inputs, the
parameters of prediction models, and so on. For example, uncertainties are usually
introduced in the process of measuring traffic states due to factors like the accuracy of
sensors. Similarly, uncertainties are often introduced in the procedure of estimating the
external uncontrollable inputs, such as demands and boundary conditions. Furthermore,
uncertainties are also introduced in the procedure of calibrating the parameters of the
prediction models. More specifically, the accuracy of the parameters of the prediction
models for freeway networks can be affected by various uncertain factors, such as weather
conditions (e.g. sunny or rainy), traffic compositions (e.g. cars and trucks), and extra flows
to some destinations caused by events (e.g. a pop concert or a soccer game). Particularly,
the weather conditions can affect free-flow speeds; the traffic compositions can affect the

89
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accuracy of most model parameters; extra flows to some destinations can affect turning
rates at intersections.

The uncertainties for large-scale freeway networks can be described in different ways.
For instance, uncertainties often fall within some confidence bands around the nominal
profiles; thus uncertainties can be described by means of some bounded sets including all
the possible values of the uncertainties. Uncertainties can also be described by building a
library of the possible scenarios for the uncertainties, and the possibilities of the
appearances for these scenarios can be estimated. Note that bounded sets can be used for
describing an infinite number of realizations of uncertainties, while a library of scenarios
can be used for describing a finite number of uncertainty scenarios. In this chapter, we
assume that the uncertainties are described by means of a library consisting of finite sets
that cover all possible scenarios of uncertainties. In this case, it is possible to use an
expected-value setting (which is probabilistic) for robust control, based on the probabilities
for uncertainty scenarios.

5.1.2 Global Uncertainties and Local Uncertainties

In order to develop a scenario-based DMPC approach for large-scale freeway networks, we
divide the uncertainties in the considered overall network into two categories, i.e. global
uncertainties and local uncertainties. The global uncertainties are those uncertainties that
apply to the overall network, e.g. the uncertainties in network-wide global weather
conditions. The local uncertainties are those uncertainties that apply to a single network,
including the uncertainties in local weather conditions, local traffic compositions, local
demands at origins, boundary conditions, the measurements of traffic states, and so on. We
define a set for global scenarios and a set for local uncertainties. In particular, Ωglob is
defined as the set of all the possible global scenarios, and Ωloc

s is defined as the set of all the
possible local scenarios for subnetwork s. The global scenarios in Ωglob apply to all
subnetworks, while the local scenarios in Ωloc

s only apply to subnetwork s.

Distinguishing global scenarios from local scenarios can reduce the size of the scenario
tree w.r.t. the case that all uncertainties are considered in the same way. The number of
combinations of the local scenarios for all subnetworks is the multiplication of the numbers
of the local scenarios for individual subnetworks, i.e.

∏
s=1,...,Nsub

N loc
s , with Nsub the number of

subnetworks and N loc
s the number of the local scenarios for subnetwork s. If global

uncertainties are considered in the same way as local uncertainties, there will be Nglob

scenarios for each subnetwork corresponding to global uncertainties, and the number of
possible combinations is Nglob

Nsub . Otherwise, if global uncertainties are considered to be
the same for all subnetworks, there will be Nglob combinations for global uncertainties for
all subnetworks. The total number of combinations for all uncertainty scenarios is equal to
the number of combinations for local scenarios multiplied by the number of combinations
for global scenarios. Therefore, when global uncertainties are treated in a different way
from local uncertainties, the number of combinations for all uncertainty scenarios is
significantly reduced in comparison with the case that they are not distinguished.



Chapter 5 - Scenario-Based Distributed Model Predictive Control for Traffic Networks 91

5.2 DMPC for Large-Scale Traffic Networks

5.2.1 Model Predictive Control for Large-Scale Traffic Networks

The prediction model METANET considered in this chapter is nonlinear and nonconvex,
and therefore the resulting optimization problem for Model Predictive Control (MPC) is
nonlinear and nonconvex. We consider a large-scale freeway network, which can be divided
into several subnetworks. Couplings between subnetworks are described by means of
interconnecting constraints for the subnetworks. The performance criteria are assumed to
be additive for different subnetworks, i.e. the sum of the performance criteria for different
subnetworks equals the performance criterion for the overall network. Thus, the
centralized model predictive control problem can be formulated as follows:

min
ũ1(k),...,ũNsub

(k)

Nsub∑
s=1

Js
(
x̃s(k), ỹs(k), ũs(k)

)
(5.1)

s.t. xs(k + z +1) = fs
(
xs(k + z),us(k + z),D in

s (k + z),E in
s (k + z)

)
(5.2)

for z = 0, . . . , Np −1

ys(k + z) = hs
(
xs(k + z)

)
for z = 1, . . . , Np (5.3)

xs(k) = xk
s (5.4)

us(k + z) = us(k +Nc −1) for z = Nc, . . . , Np −1 (5.5)

Fs(x̃s(k), ỹs(k), ũs(k)) ≤ 0 (5.6)

E in
j ,s(k + z)−E out

s, j (k + z) = 0 for j ∈ Snb
s , z = 0, . . . , Np −1 (5.7)

for s = 1, . . . , Nsub

where
Nsub∑
s=1

Js
(
x̃s(k), ỹs(k), ũs(k)

)
represents the overall control objective function, Js is the

local control objective function of subnetwork s, fs is the dynamic function of subnetwork
s, hs is the output function of subnetwork s, xs represents the state vector of subnetwork s,
xk

s represents the measured state vector of subnetwork s at time step14 k, ys represents the
output vector of subnetwork s, us represents the control input vector for subnetwork s, Fs is
a general constraint function15 on the states, outputs, and control inputs for subnetwork s
over the prediction period, Snb

s = { js,1, . . . , js,N nb
s

} is the set of all the indices for the neighbors

of subnetwork s, with N nb
s the number of the neighbors of subnetwork s, D in

s represents the
external uncontrollable input vector for subnetwork s (e.g. demands for subnetwork s),
E in

s (k) = [(E in
js,1,s(k))T , . . . , (E in

j
s,N nb

s
,s(k))T ]T represents the interconnecting input vector (w.r.t.

agent s) for subnetwork s from all neighbors at time step k, (5.7) represents the
interconnecting constraints between subnetwork s and all neighbors, E in

j ,s represents the
interconnecting input vector (w.r.t. agent s) for subnetwork s from neighboring subnetwork
j , E out

s, j represents the interconnecting output vector (w.r.t. agent j ) from neighboring

subnetwork j to subnetwork s, and E out
s, j (k) = Ks, j [x j

T (k), y j
T (k),u j

T (k)]T , with Ks, j the
interconnecting output selection matrix from j to s. In addition, the vectors x̃s(k), ỹs(k),

14In Sections 5.2-5.5, we assume Tc = T for the sake of simplicity of notation; in Section 5.6 the general case
with Tc ̸= T is considered.

15Note that (5.6) comprises all equality and inequality constraints on the states, outputs, and control inputs,
such as inequality constraints for limiting the maximum queue lengths at on-ramps.



92 Modeling, Robust and Distributed Model Predictive Control for Freeway Networks

Figure 5.1: Uncontrollable inputs and interconnecting inputs and outputs for an example
network

and ũs(k) are defined as follows:

x̃s(k) = [xs
T (k +1), . . . , xs

T (k +Np)]T (5.8)

ỹs(k) = [ys
T (k +1), . . . , ys

T (k +Np)]T (5.9)

ũs(k) = [us
T (k), . . . ,us

T (k +Nc −1)]T (5.10)

As an example, Figure 5.1 shows the uncontrollable inputs and the interconnecting
inputs and outputs for a network including 3 subnetworks. For a subnetwork, both the
uncontrollable inputs and the interconnecting inputs can affect the dynamics of that
subnetwork. The interconnecting outputs of a subnetwork can affect the dynamics of the
neighbors of that subnetwork. Note that in this chapter we only consider interconnecting
equality constraints between individual subnetworks. However, it is possible to include
other types of interconnecting constraints, such as interconnecting inequality constraints
between individual subnetworks (e.g. an upper bound on the flow from an on-ramp to an
adjacent stretch that belongs to another subnetwork).

The interconnecting constraints (i.e. (5.7)) can be merged into the overall control
objective function in (5.1) by defining an augmented Lagrangian function as follows
[14, 87]:

L
(
x̃1(k), ỹ1(k), ũ1(k), . . . , x̃Nsub (k), ỹNsub (k), ũNsub (k),Λ̃in(k)

)
=

Nsub∑
s=1

(
Js

(
x̃s(k), ỹs(k), ũs(k)

)+ ∑
j∈Snb

s

(
(λ̃in

j ,s(k))T (
Ẽ in

j ,s(k)− Ẽ out
s, j (k)

)
+ e

2

∥∥∥Ẽ in
j ,s(k)− Ẽ out

s, j (k)
∥∥∥2

2

))
(5.11)

where Λin(k) = [(λin
j1,1,1(k))T , . . . , (λin

j
Nsub,N nb

Nsub

, Nsub
(k))T ]T , e is a positive constant, λin

j ,s
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represents the Lagrange multiplier vector corresponding to E in
j ,s , and Λ̃in(k), λ̃in

j ,s(k), Ẽ in
j ,s(k),

and Ẽ out
s, j (k) are defined in a similar way to x̃s(k) (i.e. (5.8)) over the prediction period

covering steps k + z, z = 0, . . . , Np −1.
According to duality theory [14, 16, 87], the dual problem associated with the original

problem (defined by (5.1)-(5.7)) is defined as maximizing (5.11) over the Lagrange multipliers
while minimizing (5.11) over the control inputs, i.e. as follows:

max
Λ̃in(k)

min
ũ1(k),...,ũNsub

(k)
L
(
x̃1(k), ỹ1(k), ũ1(k), . . . , x̃Nsub (k), ỹNsub (k), ũNsub (k),Λ̃in(k)

)
(5.12)

s.t. (5.2)− (5.6) for s = 1, ..., Nsub

Referring to [14, 24, 87], if the local control objective functions (i.e. Js in (5.1)) and the
inequality constraints (i.e. (5.6)) of subnetworks are convex and the equality constraints (i.e.
(5.7)) of subnetworks are affine, the solution of the original problem (defined by (5.1)-(5.7))
can be obtained by iteratively solving the dual problem (defined by (5.2)-(5.6), and (5.12)).
In the procedure for solving the dual problem, the Lagrange multipliers are fixed within one
iteration, and for a given iteration they are estimated according to the solution for the
previous iteration.

5.2.2 Decomposition of the MPC Problem for Large-Scale Traffic
Networks

In order to solve the centralized control problem through DMPC, the augmented
Lagrangian function (5.11), which is not separable due to the quadratic terms, needs to be
distributed to local agents. In the literature [17, 59, 87], some approaches have been
developed for decomposing the quadratic terms, such as block coordinate descent [87],
dual ascent [17], and auxiliary problem principle [59]. With these approaches, the
centralized control problem can be distributed to local agents, and a local agent iteratively
solves the following problem with fixed Lagrange multipliers within one iteration:

min
ũs (k)

Ẽ in
js,1 ,s (k), . . . , Ẽ in

j
s,N nb

s
,s (k)

Ẽout
js,1 ,s (k), . . . , Ẽout

j
s,N nb

s
,s (k)

(
Js

(
x̃s(k), ỹs(k), ũs(k)

)+
∑

j∈Snb
s

J inter
s

(
λ̃in

j ,s(k), λ̃out
j ,s (k), Ẽ in

j ,s(k), Ẽ out
j ,s (k)

))
(5.13)

s.t. (5.2)− (5.6) for s = 1, ..., Nsub

in which J inter
s is the function handling the interconnecting variables determined by agent s,

E out
j ,s represents the interconnecting output vector (w.r.t. agent s) from subnetwork s to

neighboring subnetwork j , λout
j ,s represents the Lagrange multiplier vector corresponding to

E out
j ,s , and λ̃out

j ,s (k) and Ẽ out
j ,s (k) are defined in a similar way to x̃s(k) (i.e. (5.8)) over the

prediction period covering steps k + z, z = 0, . . . , Np −1.

5.3 Scenario-Based DMPC with Global Uncertainties

In this section, we include global uncertainties into the scenario-based DMPC problem. We
consider an expected-value setting (which is probabilistic) and a min-max setting for
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handling global uncertainties in the scenario-based DMPC problem. The symbols xs,g , ys,g ,
Js,g , fs,g , Fs,g , J inter

s,g , D in
s,g , E in

s,g , E in
j ,s,g , E out

s, j ,g , E out
j ,s,g , Λin

g , λin
j ,s,g (k), and λout

j ,s,g have similar
meanings to the corresponding symbols without subscript g in Section 5.2, but now they
apply to the case with global uncertainties. In addition, x̃s,g (k) and ỹs,g (k) in a similar way
to x̃s(k) (i.e. (5.8)) over the prediction period covering steps k + z, z = 1, . . . , Np; Ẽ in

j ,s,g (k),

Ẽ out
s, j ,g (k), Ẽ out

j ,s,g (k), Λ̃in
g (k), λ̃in

j ,s,g (k), and λ̃out
j ,s,g (k) are defined similarly to x̃s(k) (i.e. (5.8)) over

the prediction period covering steps k + z, z = 0, . . . , Np −1.

5.3.1 Scenario-Based DMPC with Global Uncertainties on the Basis of an
Expected-Value Setting

For different scenarios for global uncertainties, the control input variable is uniformly
defined, i.e. ũs = ũs,1 = ·· · = ũs,Nglob , with the subscripts 1, . . . , Nglob corresponding to global
scenarios. This is because in our scenario-based DMPC approach each agent is assumed to
deal with all the scenarios for one subnetwork. The centralized scenario-based MPC
problem for the large-scale freeway network considered in Section 5.2 can be formulated as
follows:

min
ũ1(k),...,ũNsub

(k)

Nglob∑
g=1

pg

Nsub∑
s=1

Js,g
(
x̃s,g (k), ỹs,g (k), ũs(k)

)
(5.14)

s.t. xs,g (k + z +1) = fs,g
(
xs,g (k + z),us(k + z),D in

s,g (k + z),E in
s,g (k + z),ωg (k + z)

)
(5.15)

for z = 0, . . . , Np −1

ys,g (k + z) = hs
(
xs,g (k + z)

)
for z = 1, . . . , Np (5.16)

xs,g (k) = xk
s (5.17)

ωg (k + z) ∈Ωglob(k + z) for z = 0, . . . , Np −1 (5.18)

Fs,g
(
x̃s,g (k), ỹs,g (k), ũs(k)

)≤ 0 (5.19)

E in
j ,s,g (k + z)−E out

s, j ,g (k + z) = 0 for j ∈ Snb
s , z = 0, . . . , Np −1 (5.20)

Equation (5.5)

for s = 1, ..., Nsub, and g = 1, ..., Nglob

where
Nglob∑
g=1

pg

Nsub∑
s=1

Js,g
(
x̃s,g (k), ỹs,g (k), ũs(k)

)
represents the overall control objective function

for scenario-based DMPC with global uncertainties, g is the index for the scenarios for global
uncertainties, and pg is the probability of global scenario g , ωg represents scenario g for
global uncertainties.

Referring to [14, 87], the augmented Lagrangian function with global uncertainties can
be defined as follows:

Lg
(
x̃1,1(k), ỹ1,1(k), ũ1(k), ..., x̃Nsub,Nglob (k), ỹNsub,Nglob (k), ũNsub (k),Λ̃in

g (k)
)

=
Nglob∑
g=1

pg

Nsub∑
s=1

(
Js,g

(
x̃s,g (k), ỹs,g (k), ũs(k)

)+ ∑
j∈Snb

s

(
(λ̃in

j ,s,g (k))T (
Ẽ in

j ,s,g (k)− Ẽ out
s, j ,g (k)

)
+ e

2

∥∥∥Ẽ in
j ,s,g (k)− Ẽ out

s, j ,g (k)
∥∥∥2

2

))
(5.21)
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Each subnetwork is assigned a local agent, which determines the optimal local control
inputs. For handling uncertainties in the joint constraint on the states, outputs, and control
inputs, (5.19) can be incorporated into the local control objective functions via penalty
terms. As described in Section 5.2, the quadratic terms in (5.21) can be decomposed for
different subnetworks. Similarly to Section 5.2, we also let each local agent iteratively solve
the following scenario-based control problem for a subnetwork

min
ũs (k)

Ẽ in
js,1 ,s,g (k), . . . , Ẽ in

j
s,N nb

s
,s,g (k)

Ẽ out
js,1 ,s,g (k), . . . , Ẽout

j
s,N nb

s
,s,g (k)

Nglob∑
g=1

pg

(
Js,g

(
x̃s,g (k), ỹs,g (k), ũs(k)

)
+Γmax

(
Fs,g (x̃s,g (k), ỹs,g (k), ũs(k)),0

)
+ ∑

j∈Snb
s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

))
(5.22)

s.t. (5.5), (5.15)− (5.18)

in which Γ is a relatively high weight w.r.t. the weights for Js,g and J inter
s,g . Moreover, the order

of magnitude of Γ should be higher than those of the weights for Js,g and J inter
s,g . Similarly to

Section 5.2, the Lagrange multipliers are fixed within one iteration of solving the scenario-
based control problem for each subnetwork, and they are computed based on the solutions
of the previous iteration.

In the current Section 5.3 only global scenarios are considered; in the following Sections

5.4 to 5.6 local scenarios will also be included. We define the part after
Nglob∑
g=1

pg in (5.22) as the

local total objective function for subnetwork s in global scenario g , and denote it as J tot
s,g :

J tot
s,g

(
x̃s,g (k), ỹs,g (k), ũs(k), λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

)
= Js,g

(
x̃s,g (k), ỹs,g (k), ũs(k)

)+Γmax
(
Fs,g (x̃s,g (k), ỹs,g (k), ũs(k)),0

)
+

∑
j∈Snb

s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

)
(5.23)

For the sake of simplicity of notation, in the following descriptions, we do not include the
inputs for J tot

s,g , i.e. x̃s,g (k), ỹs,g (k), ũs(k), λ̃in
j ,s,g (k), λ̃out

j ,s,g (k), Ẽ in
j ,s,g (k), Ẽ out

j ,s,g (k).

According to (5.22), the local total objective function
Nglob∑
g=1

pg J tot
s,g is optimized by local

agent s. Since global scenarios apply to all subnetworks, the sum of the local total objective
functions for all subnetworks is the same as the overall total objective function, which is
defined as the expected value of the overall total objective function values for all global
scenarios:

Nsub∑
s=1

(
Nglob∑
g=1

pg J tot
s,g

)
=

Nglob∑
g=1

pg

(
Nsub∑
s=1

J tot
s,g

)
(5.24)

Therefore, in the expected-value setting, the overall total objective function is jointly
optimized by the local agents when only global uncertainties are included.
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5.3.2 Scenario-Based DMPC with Global Uncertainties on the Basis of a
Min-Max Setting

The scenario-based DMPC problem with global uncertainties on the basis of the min-max
setting for a local agent s is defined as follows:

min
ũs (k)

Ẽ in
js,1 ,s,g (k), . . . , Ẽ in

j
s,N nb

s
,s,g (k)

Ẽout
js,1 ,s,g (k), . . . , Ẽout

j
s,N nb

s
,s,g (k)

max
g=1,...,Nglob

J tot
s,g (5.25)

s.t. (5.5), (5.15)− (5.18)

where J tot
s,g is defined in (5.23), and the local total objective function max

g=1,...,Nglob

J tot
s,g is optimized

by local agent s.

The sum of the local total objective functions for all subnetworks is an upper bound of
the overall total objective function, which is defined as the maximum overall total objective
function value among all global scenarios:

Nsub∑
s=1

(
max

g=1,...,Nglob

J tot
s,g

)
Ê max

g=1,...,Nglob

(
Nsub∑
s=1

J tot
s,g

)
(5.26)

This is because for defining the overall total objective function, all subnetworks correspond
to the same global scenario; however, for defining local total objective functions, different
subnetworks may correspond to different global scenarios. For subnetworks, the global
scenarios that are considered to be the worst for local total objective functions are worse
than or equal to the global scenario that is considered to be the worst for the overall total
objective function. Therefore, in the min-max setting, an upper bound of the overall total
objective function is jointly optimized by the local agents when only global uncertainties are
included.

5.4 Scenario-Based DMPC on the Basis of a Reduced
Scenario Tree of Global and Local Uncertainties

In this section, we include local uncertainties into the scenario-based DMPC problem by
developing a reduced scenario tree. The expected-value setting (which is probabilistic) and
the min-max setting are considered for handling local uncertainties in the scenario-based
DMPC problem. The symbols xs,g ,l , ys,g ,l , Js,g ,l , fs,g ,l , Fs,g ,l , D in

s,g ,l , and E out
j ,s,g ,l also have

similar meanings to the corresponding symbols without subscripts g and l in Section 5.2,
but now they apply to the case with global uncertainties and local uncertainties. In
addition, x̃s,g ,l (k) and ỹs,g ,l (k) are defined in a similar way to x̃s(k) (i.e. (5.8)) over the
prediction period covering steps k + z, z = 1, . . . , Np, and Ẽ out

j ,s,g ,l (k) is defined similarly to
x̃s(k) (i.e. (5.8)) over the prediction period covering steps k + z, z = 0, . . . , Np −1.
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5.4.1 Reduced Scenario Tree of Global and Local Uncertainties

For computing local total objective functions, local agents need interconnecting inputs from
neighboring subnetworks. For a given global scenario for a subnetwork, the interconnecting
inputs from neighboring subnetworks are considered to be predicted for the same given
global scenario. However, local uncertainties only apply to certain subnetworks; thus, for a
given subnetwork s, any local scenario in Ωloc

j may occur for neighboring agent j .

When all the combinations of the local scenarios for all subnetworks are considered, i.e. a
complete local scenario tree for local uncertainties is constructed, the total number of these
combinations for a given global scenario is

Ncom = ∏
s=1,...,Nsub

N loc
s (5.27)

Thus the number of the combinations to be handled by a local agent is Ncom for a given
global scenario. In this case, the computational burden is large due to the large size of the
complete local scenario tree.

In order to reduce the computational burden w.r.t. the complete local scenario tree, we
propose a reduced local scenario tree, in which the interconnecting inputs for a subnetwork
from neighboring subnetworks are assumed to be independent of the local scenarios for the
neighboring subnetworks. The interconnecting inputs for a given subnetwork and the
interconnecting outputs from the neighboring subnetworks to the given subnetwork
describe the same physical quantities. Thus, the interconnecting outputs of a neighboring
subnetwork are combined for all the local scenarios for that neighboring subnetwork,
resulting in the combined interconnecting outputs corresponding to the interconnecting
inputs for the given subnetwork.

We define the reduced scenario tree by combining all global scenarios and the reduced
local scenario tree for the entire network. Similarly, we define the complete scenario tree by
combining all global scenarios and the complete local scenario tree for the entire network.
For subnetwork s, the number of combinations of global scenarios and local scenarios for
the reduced scenario tree (i.e. NglobN loc

s ) is smaller than that for the complete scenario tree
(i.e. NglobNcom). Therefore, the computational burden for processing the reduced scenario
is relatively small w.r.t. that for processing the complete scenario tree.

5.4.2 Scenario-Based DMPC on the Basis of a Reduced Scenario Tree and
an Expected-Value Setting

In the expected-value setting, the interconnecting outputs for a subnetwork are combined
as follows:

Ẽ out
j ,s,g (k) =

l
s,N loc

s∑
l=ls,1

ps,l Ẽ out
j ,s,g ,l (k) (5.28)

where l is the index for the local scenarios for a subnetwork, and ps,l is the probability of
local scenario l for subnetwork s.

The scenario-based DMPC problem on the basis of the reduced scenario tree and the
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expected-value setting for a local agent s is defined as follows:

min
ũs (k)

Ẽ in
js,1 ,s,g (k), . . . , Ẽ in

j
s,N nb

s
,s,g (k)

Ẽout
js,1 ,s,g (k), . . . , Ẽout

j
s,N nb

s
,s,g (k)

Nglob∑
g=1

pg

( l
s,N loc

s∑
l=ls,1

ps,l

(
Js,g ,l

(
x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)

)
+Γmax

(
Fs,g ,l (x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)),0

))
+

∑
j∈Snb

s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

))
(5.29)

s.t. xs,g ,l (k + z +1) = fs,g ,l
(
xs,g ,l (k + z),us(k + z),D in

s,g ,l (k + z),E in
s,g (k + z),ωg (k + z),

ωs,l (k + z)
)

for z = 0, . . . , Np −1 (5.30)

ys,g ,l (k + z) = hs
(
xs,g ,l (k + z)

)
for z = 1, . . . , Np (5.31)

xs,g ,l (k) = xk
s (5.32)

ωs,l (k + z) ∈Ωloc
s (k + z) for z = 0, . . . , Np −1 (5.33)

Equations (5.5) and (5.18)

for g = 1, . . . , Nglob and l = 1, . . . , N loc
s

where ωs,l represents scenario l for the local uncertainties for subnetworks s.

Note that for the reduced scenario tree, the local total objective function (J tot
s,g ) for

subnetwork s in global scenario g , which is introduced in Section 5.3, is redefined as the

part after
Nglob∑
g=1

pg in (5.29):

J tot
s,g (x̃s,g ,l (k), ỹs,g ,l (k), ũs(k), λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k))

=
l

s,N loc
s∑

l=ls,1

ps,l

(
Js,g ,l

(
x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)

)
+Γmax

(
Fs,g ,l (x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)),0

))
+

∑
j∈Snb

s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

)
(5.34)

5.4.3 Scenario-Based DMPC on the Basis of a Reduced Scenario Tree and
a Min-Max Setting

In the min-max setting, the interconnecting outputs for a subnetwork can be combined as
follows:

Ẽ out
j ,s,g (k) = max

l=ls,1,...,l
s,N loc

s

∥∥∥Ẽ out
j ,s,g ,l (k)− Ẽ in

s, j ,g (k)
∥∥∥2

2
(5.35)
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which corresponds to the local scenario that leads to the maximum distance between
Ẽ out

j ,s,g ,l (k) and Ẽ in
s, j ,g (k). Note that other alternatives16 for defining Ẽ out

j ,s,g can also be
considered.

The scenario-based DMPC problem on the basis of the reduced scenario tree and the
min-max setting for a local agent s is defined as follows:

min
ũs (k)

Ẽ in
js,1 ,s,g (k), . . . , Ẽ in

j
s,N nb

s
,s,g (k)

Ẽout
js,1 ,s,g (k), . . . , Ẽout

j
s,N nb

s
,s,g (k)

max
g=1,...,Nglob

J tot
s,g (i .e. (5.25))

s.t. Equations (5.5), (5.18), and (5.30)− (5.33).

where the local total objective function (J tot
s,g ) for subnetwork s in global scenario g is defined

as follows:

J tot
s,g (x̃s,g ,l (k), ỹs,g ,l (k), ũs(k), λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k))

= max
l=ls,1,...,l

s,N loc
s

(
Js,g ,l

(
x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)

)
+Γmax

(
Fs,g ,l (x̃s,g ,l (k), ỹs,g ,l (k), ũs(k)),0

))
+ ∑

j∈Snb
s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g (k)

)
(5.36)

5.5 Alternating Direction Method of Multipliers for Scenario-
Based DMPC

The newly proposed scenario-based DMPC approach in this chapter is developed based on
the dual decomposition method and the augmented Lagrangian relaxation method. As an
illustration, the Alternating Direction Method of Multipliers (ADMM) [17] is chosen as the
DMPC algorithm in this chapter. Note that the newly proposed scenario-based DMPC
approach is independent of the considered DMPC algorithm, and it can be easily combined
with other DMPC algorithms based on the dual decomposition method, such as the serial
DMPC algorithm proposed in [87], accelerated gradient methods [43], etc.

In this section, we mainly apply ADMM to the new scenario-based DMPC approach
developed in Section 5.4. More specifically, we adopt the "General Form Consensus
Optimization" stated in Chapter 7.2 of [17], where the dual decomposition method and the
augmented Lagrangian method are used for decomposing the overall optimization problem
into local optimization problems.

16An alternative way to define Ẽ out
j ,s,g (k) in the min-max setting can e.g. be

Ẽ out
j ,s,g (k) = max

l=ls,1,...,l
s,N loc

s

J inter
s,g

(
λ̃in

j ,s,g (k), λ̃out
j ,s,g (k), Ẽ in

j ,s,g (k), Ẽ out
j ,s,g ,l (k)

)
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5.5.1 Couplings between Subnetworks in ADMM

In Chapter 7.2 of [17], global variables are used for describing couplings between
subnetworks. The interconnecting inputs of agent s from agent j should ideally equal the
interconnecting outputs of agent j to agent s, since they correspond to the same quantities.
These interconnecting inputs and outputs for different agents corresponding to the same
quantities should converge to the same global variables through negotiation iterations
between agents. For a specific combination of global scenario and local scenario, the
number (Ngv) of global variables is

Ngv =
Nsub∑
s=1

N nb
s (5.37)

Based on the setting in Sections 5.3 and 5.4, the overall global variable for global
scenario g is defined as Gg (k) = [(Gg ,1(k))T , . . . , (Gg ,Ngv (k))T ]T . In order to apply ADMM, the
interconnecting constraint (5.20) should be replaced with{

Ẽ in
j ,s,g (k)−G̃ j ,s,g (k) = 0

Ẽ out
s, j ,g (k)−G̃ j ,s,g (k) = 0

for j ∈ Snb
s (5.38)

in which G j ,s,g is the global variable corresponding to the interconnecting variable from
subnetwork j to subnetwork s for global scenario g , and G̃ j ,s,g (k) is defined as

G̃ j ,s,g (k) = P j ,sG̃g (k) (5.39)

where P j ,s is the matrix for selecting the global variable corresponding to the interconnecting
variable from subnetwork j to subnetwork s, and G̃ j ,s,g (k) and G̃g (k) are defined in a similar
way to x̃s(k) (i.e. (5.8)) over the prediction period covering steps k + z, z = 0, . . . , Np −1.

Note that if (5.35) is used for defining Ẽ out
j ,s,g (k), Ẽ in

s, j ,g (k) should be replaced by G̃s, j ,g (k),
since interconnecting variables should converge to global variables in ADMM:

Ẽ out
j ,s,g (k) = max

l=ls,1,...,l
s,N loc

s

∥∥∥Ẽ out
j ,s,g ,l (k)−G̃s, j ,g (k)

∥∥∥2

2
(5.40)

The function J inter
s,g is defined as follows:

J inter
s,g

(
(λ̃in

j ,s,g (k))σ, (λ̃out
j ,s,g (k))σ, (Ẽ in

j ,s,g (k))σ+1, (Ẽ out
j ,s,g (k))σ+1)

=
[

(λ̃in
j ,s,g (k))σ

(λ̃out
j ,s,g (k))σ

]T [
(Ẽ in

j ,s,g (k))σ+1

(Ẽ out
j ,s,g (k))σ+1

]
+ e

2

∥∥∥∥∥
[

(Ẽ in
j ,s,g (k))σ+1 − (G̃ j ,s,g (k))σ

(Ẽ out
j ,s,g (k))σ+1 − (G̃s, j ,g (k))σ

]∥∥∥∥∥
2

2

(5.41)

where σ represents the negotiation iteration number, and both λin
j ,s,g and λout

j ,s,g are
determined by agent s.

5.5.2 Algorithm for Scenario-Based DMPC on the Basis of ADMM

The algorithm for the scenario-based DMPC approach on the basis of the reduced scenario
tree is described as follows:
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1. Initialization: let σ = 1 and ϵσ = ∞, and set an appropriate value for e. For
s = 1, . . . , Nsub, let xs(k) equal the measured state vector xk

s ; let us(k) equal the initial
control input variable; estimate D̃ in

s,g ,l (k) according to historical data; let

(λ̃in
j ,s,g (k))σ = 0 and (λ̃out

j ,s,g )σ = 0; and initialize (G̃ j ,s,g (k))σ and (G̃s, j ,g (k))σ by a warm

start 17.

2. For s = 1, . . . , Nsub, in a parallel fashion or a serial fashion agent s determines (ũs(k))σ+1,
(Ẽ in

j ,s,g (k))σ+1, and (Ẽ out
j ,s,g (k))σ+1 for j ∈ Snb

s by solving the local problem defined by:
(5.5), (5.18), (5.29)-(5.33), and (5.41).

3. For s = 1, . . . , Nsub, update the global variables for all pairs of s and j ∈ Snb
s :

(G̃ j ,s,g (k))σ+1 = 1

2
((Ẽ in

j ,s,g (k))σ+1 + (Ẽ out
s, j ,g (k))σ+1) (5.42)

(G̃s, j ,g (k))σ+1 = 1

2
((Ẽ in

s, j ,g (k))σ+1 + (Ẽ out
j ,s,g (k))σ+1) (5.43)

4. For s = 1, . . . , Nsub, update the Lagrange multipliers for all pairs of s and j ∈ Snb
s :

(λ̃in
j ,s,g (k))σ+1 = (λ̃in

j ,s,g (k))σ+e((Ẽ in
j ,s,g (k))σ+1 − (G̃ j ,s,g (k))σ+1) (5.44)

(λ̃out
j ,s,g (k))σ+1 = (λ̃out

j ,s,g (k))σ+e((Ẽ out
j ,s,g (k))σ+1 − (G̃s, j ,g (k))σ+1) (5.45)

5. Check the stopping condition:

ϵσ+1 =

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥



(
(Λ̃in

1 (k))σ+1 − (Λ̃in
1 (k))σ

)T

...(
(Λ̃in

Nglob
(k))σ+1 − (Λ̃in

Nglob
(k))σ

)T(
(Λ̃out

1 (k))σ+1 − (Λ̃out
1 (k))σ

)T

...(
(Λ̃out

Nglob
(k))σ+1 − (Λ̃out

Nglob
(k))σ

)T



∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∞
(5.46)

where Λout
g (k) = [(λout

j1,1,1,g (k))T , . . . , (λout
j

Nsub, N nb
Nsub

, Nsub,g (k))T ]T for g = 1, . . . , Nglob. If ϵσ+1 <

ϵ (ϵ: a small positive value), stop the optimization, and output (ũs(k))σ+1. Otherwise,
go to step 2.

17In the warm start, we assume that for the first control step the control inputs equal the initial control
inputs over the prediction period, and that for other control steps the control inputs over the prediction period
are estimated by shifting one step ahead the optimal control input sequence obtained at the previous control
step, based on the receding-horizon scheme [22, 79].
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5.6 Case Study: Assessment of Scenario-Based DMPC

5.6.1 Benchmark Network

We consider a freeway network as shown in Figure 5.2 for the case study. In this freeway
network, there are 10 links (m = 1, . . . ,10), 1 mainstream origin (O0), 1 unrestricted
destination (D0), 3 on-ramps (O1, O2, and O3), and 3 unrestricted off-ramps (O4, O5, and
O6). In total, these 10 links are divided into 18 segments with equal length Lm=1 km. The
mainstream stretch includes 2 lanes, and each on-ramp or each off-ramp includes 1 single
lane. The positions of variable speed limits (NVSL = 6) are shown in Figure 5.2, and all
on-ramps are metered (NRM = 3). The queue lengths at all on-ramps are limited within 100
veh for avoiding spill back to upstream stretches. The turning rates at all off-ramps are
assumed to be fixed as 5% of the mainstream flow. For applying scenario-based DMPC, the
network is divided into 3 subnetworks (S1, S2, and S3), and each subnetwork includes 6
segments, 1 on-ramp, and 1 off-ramp.

The single-class traffic flow model METANET is used as both the process model and the
prediction model. According to [50, 60], the nominal parameters for METANET are chosen
as follows: Cmain=2100 veh/h/lane, Conramp=2000 veh/h/lane, τ=18 s, η=60 km2/h,
κ=40 veh/km/lane, am=1.867, δm=0.1, v free

m =102 km/h, ρcrit
m =33.5 veh/km/lane, and

ρmax
m =180 veh/km/lane for m = 1, . . . ,10. The weights in local total objective functions are as

follows: ξTTS = 1, ξspeed = 0.05, ξramp = 0.05, and Γ = 100. The simulation time interval is
T = 10 s, and the control time interval14 is Tc = 180 s. As suggested in [50], the prediction
horizon is chosen according to the average time needed for a vehicle to go through the
considered subnetwork: this leads to Np = 3, and the control horizon is chosen to be
smaller than Np: Nc = 2. The considered simulation period is 2.5 h, and Figure 5.3 shows the
nominal demands for the mainstream origin and on-ramps.

5.6.2 Control Settings

Uncertainty Scenarios

• Uncertainty Scenarios for the Simulations
Uncertainties in weather conditions (sunny or rainy) are considered as global
uncertainties for the overall network. We suppose that the model parameter τ and the
free-flow speed v free

m are affected by weather conditions. For sunny days, τ and v free
m

are considered to be nominal values given in Section 5.6.1. For rainy days, τ is
considered to be 5% larger than the corresponding nominal value, i.e. τ=18.9 s, and
v free

m is considered to be 5% smaller than the corresponding nominal value, i.e.
v free

m =96.9 km/h. The probability for sunny days is assumed to be 0.8, and the
probability for rainy days is assumed to be 0.2.

Uncertainties in demands are considered as local uncertainties for subnetworks.
Based on nominal demands, three base demand scenarios over the entire simulation
period are considered for constructing scenarios for simulations and scenario-based
DMPC:

– Base demand scenario 1: nominal demands with a probability of 0.7;

– Base demand scenario 2: 90% of nominal demands with a probability of 0.1;
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Figure 5.2: The Freeway network used for the case study
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Figure 5.3: Nominal demands for the mainstream origin and on-ramps

– Base demand scenario 3: 110% of nominal demands with a probability of 0.2.

In this case study, we consider 10 demand scenarios for the simulations, of which the
sampling step length is assumed to be equal to the control time step interval. Each
of these 10 demand scenarios is constructed as follows: for each origin and at every
sampling step the demand is randomly set to be one of the 3 base demand scenarios
with the corresponding probabilities (i.e., 0.7, 0.1, 0.2). In the considered 10 demand
scenarios for the simulations, 8 are for sunny days, and the remaining 2 are for rainy
days.

• Uncertainty Scenarios for Scenario-Based DMPC
For scenario-based DMPC, global scenarios include sunny days and rainy days;
demand scenarios (i.e. local scenarios) are constructed on the basis of the base
demand scenarios. If all the possible combinations of the 3 base demand scenarios
are considered, then for a given origin and for a given control step, there are 27 (i.e.
(3 base scenarios)Np ) possible demand scenarios over the prediction period. The
probability of each of these 27 demand scenarios is obtained by multiplying the
probabilities of the selected base demand scenarios for all sampling steps over the
prediction period. Next, we ignore the demand scenarios with probabilities lower
than 0.02, which leaves 10 demand scenarios over the prediction period for each
origin at every control step, of which the total probability is 0.868. Thus the number of
the considered demand scenarios for each origin at each control step is significantly
reduced, while the total probability is still large. Note that in the expected-value
setting the probability for each of the remaining 10 demand scenarios needs to be
divided by 0.868, so that the equivalent total probability equals 1. The same 10
demand scenarios are also considered in the min-max setting.
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Control Approaches

The following control approaches are considered:

• Nominal DMPC: based on nominal parameters and nominal demands;

• Scenario-Based DMPC 1: based on the reduced scenario tree and the expected-value
setting;

• Scenario-Based DMPC 2: based on the reduced scenario tree and the min-max setting.

For scenario-based DMPC 2, (5.40) is used for determining interconnecting outputs for
global scenarios.

All approaches are implemented in a serial scheme, i.e. local agents solve local
optimization problems in a serial fashion, taking into account the latest information of
neighboring local agents [87]. For all approaches, we set a fixed CPU time for all
computations including negotiation iterations between agents for every control step (note
that in this case the stopping condition (5.46) is not used). Two cases are considered, for
one case the fixed CPU time for every control step for all control approaches is set to be 3
minutes, and for the other case the fixed CPU time for every control step for all control
approaches is set to be 10 minutes18. All optimization problems are solved by the
"fmincon" function based on the "active-set" algorithm in MATLAB, with the prediction
model METANET coded in C. All simulations are implemented on a computer with 2
Intel(R) Xeon(R) CPU E5-1620 v3 @3.50GHz processors.

Performance Index

In the case study, the single-class METANET model is used as the prediction model, and TTS
is considered as the performance criterion. For single-class traffic flows, TTS is defined as
follows:

TTS(kc) =T
(kc+Np)M−1∑

z=kcM

( ∑
(m,i )∈Iall

ρm,i (z)Lmµm + ∑
o∈Oall

wo(z)

)
(5.47)

The objective function for a subnetwork is the same as (4.21), but TTS is computed for single
class traffic flows as in (5.47).

5.6.3 Results and Analysis

Performance

For a simulation scenario, the simulation with a control approach is repeated 10 times for
different random seeds corresponding to different random starting points for "fmincon",
and the average of the results for the 10 repetitions is considered as the result for that
simulation scenario. In Tables 5.1-5.2, for a control approach, the average and the standard
deviation of the results for all simulation scenarios are listed.

18Note that in this chapter we make the CPU time for different approaches equal for fair comparison. In
practice, the CPU time for each control step is required to be less than or equal to Tc, and this can e.g. be realized
by means of fast implementation or parallel implementation, which are outside the scope of this chapter.
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Table 5.1: Simulation results, CPU time for every control step: 3 minutes.

Approaches Nominal DMPC Scenario-Based
DMPC 1

Scenario-Based
DMPC 2

Average
J imp

TTS 6.9% 5.2% 4.6%
Jpen 12.0% 0% 0%

J imp
tot −6.1% 5.2% 4.6%

Standard
deviation

J imp
TTS 0.8% 0.7% 0.5%

Jpen 4.5% 0% 0%

J imp
tot 4.8% 0.7% 0.5%

Table 5.2: Simulation results, CPU time for every control step: 10 minutes.

Approaches Nominal DMPC Scenario-Based
DMPC 1

Scenario-Based
DMPC 2

Average
J imp

TTS 6.9% 6.0% 5.5%
Jpen 12.4% 0% 0%

J imp
tot −6.6% 6.0% 5.5%

Standard
deviation

J imp
TTS 0.8% 0.7% 0.6%

Jpen 4.7% 0% 0%

J imp
tot 5.1% 0.7% 0.6%

In Tables 5.1-5.2, J imp
TTS represents the relative improvement in TTS w.r.t. the no-control

case over the entire simulation period, Jpen represents the maximum of the relative queue
length constraint violations for all on-ramps over the entire simulation period:

Jpen = max

(
max

k=1,...,kend

wo(k)

w max
o

−1,0

)
(5.48)

where kend represents the last simulation time step of the entire simulation period, and w max
o

represents the maximum permitted queue length for on-ramp o. The symbol J imp
tot represents

the relative improvement in the total performance w.r.t. the no-control case, and the total
performance is defined as

Jtot = TTStotal

TTSnom
+ΓJpen (5.49)

with TTStotal the total time spent over the entire simulation period in a closed-loop
simulation.

From Tables 5.1-5.2 we can see that for nominal DMPC the total performance is worse
than that for the no-control case, while for scenario-based DMPC the total performance is
improved w.r.t. the case without control. More specifically, the TTS can be improved by
nominal DMPC, but the queue length constraints are not satisfied, leading to a worse total
performance than the no-control case. For scenario-based DMPC, the TTS is improved less
than nominal DMPC, but the queue length constraints are satisfied, resulting in an
improvement of the total performance.

When the CPU time for every control step is increased from 3 minutes to 10 minutes,
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the total performance is further improved by scenario-based DMPC; however, this not the
case for nominal DMPC. This is probably due to the fact that nominal DMPC does not take
into account uncertainties; thus longer CPU time can lead to control inputs corresponding
to a better total performance for the nominal model parameters and the nominal demands.
However, due to the presence of uncertainties, these control inputs in general may result in
a worse total performance.

Moreover, the standard deviations of J imp
TTS , Jpen, and J imp

tot are all small for scenario-based

DMPC. However, the standard deviations of Jpen and J imp
tot are relatively large for nominal

DMPC. This shows that scenario-based DMPC results in a more stable total performance
than nominal DMPC.

Comparing scenario-based DMPC for the expected-value setting (scenario-based
DMPC 1) with scenario-based DMPC for the min-max setting (scenario-based DMPC 2), we
can see that for this case study using the expected-value setting can improve the total
performance more than using the min-max setting. This is probably due to the fact that the
same uncertainty scenarios are used for the expected-value setting and the min-max
setting. For the min-max setting the worst case of the total performance among all the
considered uncertainty scenarios is optimized, resulting in more conservative control
inputs than those for the expected-value setting.

Control inputs

For one realization of uncertainties and the case that the CPU time for every control step is
fixed as 10 minutes, the variable speed limits and the ramp metering rates for all the
considered approaches are plotted in Figures 5.4-5.9.

From Figures 5.4-5.6 we can see that the variable speed limits determined by
scenario-based DMPC are more fluctuating than those determined by nominal DMPC.
Similarly, from Figures 5.7-5.9 we can see that the ramp metering rates determined by
scenario-based DMPC are more fluctuating than those determined by nominal DMPC at
on-ramp O1. For the other two on-ramps (O2 and O3) the ramp metering rates determined
by scenario-based DMPC slightly fluctuate in comparison with those determined by
nominal DMPC.

The fluctuations in the control inputs determined by scenario-based DMPC are probably
due to the fact that scenario-based DMPC takes into account uncertainties. The predictions
for the dynamics of the considered freeway network are fluctuating due to the uncertainties,
and this makes the control inputs determined by scenario-based DMPC fluctuating. Another
reason might be that when applying the new scenario-based DMPC approach for a nonlinear
nonconvex freeway network, the convergence between neighboring subnetworks is not easy
to be obtained. Besides, since we have a nonlinear-nonconvex problem, at every control
step the solutions of the local controllers in general converge to local optima instead of a
global optimum of the centralized control problem; this could also lead to fluctuations in
the control inputs.

The ramp metering rates plotted in Figures 5.8-5.9 are optimal for the given setting of the
case study. In practice, zero capacities for on-ramps can be avoided by limiting the minimum
permitted metering rates or by penalizing the number of stops of vehicles at on-ramps.

space
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Figure 5.4: Variable speed limits for Nominal DMPC
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Figure 5.5: Variable speed limits for scenario-based DMPC 1
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Figure 5.6: Variable speed limits for scenario-based DMPC 2
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Figure 5.7: Ramp metering rates for Nominal DMPC
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Figure 5.8: Ramp metering rates for scenario-based DMPC 1
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Figure 5.9: Ramp metering rates for scenario-based DMPC 2

Analysis of Traffic Behavior

For the same realization of uncertainties and settings as Figures 5.4-5.9, the densities and
speeds of segments for all the considered control approaches are plotted in Figures 5.10-
5.16.

From Figure 5.10, it can be noticed that the queue length at the mainstream origin is
reduced to 0 by both nominal DMPC and scenario-based DMPC. Nominal DMPC can lead
to queue length constraint violations (up to 20%) at on-ramps, while scenario-based DMPC
do not lead to queue length constraint violations.

From Figures 5.11-5.13, for the period (0.3 h-0.7 h) corresponding to the peaks of
densities in the no-control case, the densities are more clearly reduced by both nominal
DMPC and scenario-based DMPC for segments (e.g. segments (1,1)-(4,2)) which are closer
to the mainstream origin.

From to Figures 5.14-5.16, it can be seen that for the period (0.3 h-0.7 h) corresponding to
the peaks of densities in the no-control case, the speeds are more clearly increased by both
nominal DMPC and scenario-based DMPC for segments (e.g. segments (1,1)-(4,2)) which are
closer to the mainstream origin.
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Figure 5.10: Queue lengths for the mainstream origin and on-ramps
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Figure 5.11: Densities for segments (1,1)-(4,2)
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Figure 5.12: Densities for segments (4,3)-(7,2)
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Figure 5.13: Densities for segments (7,3)-(10,2)
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Figure 5.14: Speeds for segments (1,1)-(4,2)
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Figure 5.15: Speeds for segments (4,3)-(7,2)
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Figure 5.16: Speeds for segments (7,3)-(10,2)

Computational Efficiency w.r.t. the Complete Scenario Tree

In the case study, we did not apply scenario-based DMPC on the basis of the complete
scenario tree. For evaluating the computational efficiency, we select the scenario-based
DMPC approach on the basis of the complete scenario tree and the expected-value setting
as a reference case. This approach is described in Appendix B.

By a numerical test we find that for scenario-based DMPC on the basis of the complete
scenario tree, a local agent takes about 28 minutes on average to solve the local
optimization problem once for one starting point at a given control step; this is much
longer than the fixed CPU time for a control step for scenario-based DMPC on the basis of
the reduced scenario tree. However, we can estimate the total time needed for
scenario-based DMPC on the basis of the complete scenario tree to finish the same number
of negotiation iterations as for scenario-based DMPC on the basis of the reduced scenario
tree. For the case that the CPU time for every control step is fixed as 3 minutes, the total
number of negotiation iterations for a single run for scenario-based DMPC on the basis of
the reduced scenario tree is about 500. According to the test, it takes roughly 14 hours for
finishing one negotiation iteration for scenario-based DMPC on the basis of the complete
scenario tree; hence, it would take about 7000 hours for finishing 500 negotiation iterations.

According to the above discussion we can confirm that the computational efficiency of
scenario-based DMPC on the basis of the reduced scenario tree is much higher than that of
scenario-based DMPC on the basis of the complete scenario tree.
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5.7 Summary

In this chapter, we have developed a new scenario-based DMPC approach for freeway
networks by distinguishing global uncertainties for the overall network from local
uncertainties for particular subnetworks only. Instead of constructing a complete scenario
tree with all the combinations of the local scenarios for all subnetworks considered, we
have proposed to construct a reduced scenario tree by combining the interconnecting
outputs for a subnetwork for all the local scenarios for that subnetwork. To reduce the
computational burden, in the new scenario-based DMPC approach, an expected-value
setting (which is probabilistic) and a min-max setting are considered for combining local
scenarios and for defining total objective functions for subnetworks, which include both
control performance indices and constraint violation penalties.

We have illustrated by a numerical experiment that for scenario-based DMPC on the
basis of the reduced scenario tree the total performance can be improved compared to the
no-control case, with the queue length constraints satisfied; while for nominal DMPC, the
total performance could not be improved w.r.t. to the no-control case, due to the violation
of the queue length constraints. The experiment also showed that both the expected-value
setting and the min-max setting are effective in improving the total performance.





Chapter 6

Conclusions and Future Work

Aiming at improving the control performance, reducing constraint violations, and
improving the computational efficiency, in this thesis we have extended several multi-class
macroscopic traffic flow models and traffic emission models, evaluated the effectiveness of
end-point penalties in model predictive control for freeway networks, and developed a
scenario-based receding-horizon parameterized control approach and a scenario-based
distributed model predictive control approach for freeway networks. In this chapter, we first
give conclusions of the thesis; next, we present some recommendations for future work.

6.1 Conclusions of the Thesis

The contributions of the thesis are concluded as follows:

• Several multi-class macroscopic traffic flow models and traffic emission models
have been extended and evaluated.

The effectiveness of Model Predictive Control (MPC) for traffic networks relies to a
large extent on the models that are used for predicting the evolution of traffic
dynamics. In order to reduce the computational load, usually macroscopic prediction
models are used. In single-class macroscopic traffic flow models and traffic emission
models, all vehicles in the considered traffic network are aggregated in space and
time, without including the differences between different classes of vehicles, such as
cars, vans, buses, and trucks. Extending multi-class macroscopic traffic flow models
and traffic emission models by taking into account the differences between different
classes of vehicles is a way to improve the accuracy of prediction models for MPC for
traffic networks.

In Chapter 3, we have extended several multi-class macroscopic traffic flow models
and traffic emission models. In particular, we have extended the second-order
single-class METANET model to a multi-class version, by considering three traffic
regimes: free flow, semi-congestion, and congestion. Based on the traffic regimes, we
define road space fractions for different vehicle classes, which reflect interactions
between different vehicle classes. It is assumed that a vehicle class is constrained
within its assigned road space specified by the road space fraction for that vehicle
class, and that a vehicle class is subject to the fundamental diagram of that vehicle
class. Moreover, for comparison with the extended multi-class METANET model, we
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have incorporated variable speed limits and ramp metering into the first-order
multi-class traffic flow model FASTLANE. For estimating traffic emissions in the
multi-class setting, we have integrated the macroscopic emission model VT-macro
with multi-class traffic flow models, and have extended the microscopic emission
model VERSIT+ to be a multi-class macroscopic version.

We implemented a case study for comparing the above mentioned multi-class
macroscopic traffic flow models and traffic emission models. In the case study, both
the Total Time Spent (TTS) and the Total Emissions (TE) were included in the
objective function for MPC. A microscopic traffic flow simulator VISSIM and a
microscopic traffic emission simulator EnViver were used as simulation models. All
the four possible combinations for the above multi-class macroscopic traffic flow
models and traffic emission models were used for predicting future traffic dynamics:
multi-class METANET and multi-class VERSIT+, multi-class METANET and
multi-class VT-macro, FASTLANE and multi-class VERSIT+, and FASTLANE and
multi-class VT-macro. It was shown by the case study that combining the extended
multi-class METANET model with the multi-class VT-Macro model or the multi-class
VERSIT+ model can improve the TTS and the TE in a balanced way, and that the
extended multi-class METANET model can better describe on-ramp queues than
FASTLANE. The results suggest that the extended multi-class METANET model,
which is a second-order model, can be a better choice for jointly reducing traffic
congestion and traffic emissions than the first-order FASTLANE model.

• The effectiveness of end-point penalties in MPC for freeway networks has been
evaluated.

The prediction period length for MPC for traffic networks relates to the size of the
controlled network. For achieving appropriate performance, larger traffic networks
require longer prediction periods, leading to higher computational complexity.
Instead of directly increasing the prediction period length, a way to extend the period
covered by MPC for determining the control inputs is to include penalties in the
control objective function, estimating the performance beyond the prediction period.

In Chapter 3, we have proposed end-point penalties corresponding to the TTS and
the TE for the vehicles that are present in the considered traffic network at the end of
the prediction period. By including the end-point penalties corresponding to the TTS
and the TE in the objective function for MPC, the performance beyond the prediction
period can be taken into account.

In the case study in Chapter 3, the four approaches for the extended multi-class
macroscopic traffic flow models and traffic emission models were also used for the
case with end-point penalties. The simulation results show that including end-point
penalties in MPC based on the extended multi-class METANET model can further
improve the control performance (about 2% better than the case without the
end-point penalties), with the queue length constraints being satisfied. However, this
is not the case for FASTLANE, probably due to the first-order characteristics of
FASTLANE, which can lead to unreliable estimations for the end-point penalties. In
general, the results indicate that including well-estimated end-point penalties in MPC
for traffic networks can further improve the control performance, with the queue
length constraints being satisfied.
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• A scenario-based receding-horizon parameterized control approach for freeway
networks has been developed.

Uncertainties occurring in the procedure of implementing MPC for traffic networks
will affect the control effectiveness, including the improvement of control
performance, the satisfaction of constraints on states and outputs, etc. Thus, the
control effectiveness of MPC for traffic networks can be improved by developing
robust MPC approaches, which take into account uncertainties. In general the
computational burden for robust MPC approaches will increase compared to the case
that uncertainties are not included. Parameterized MPC laws can be considered for
reducing the computational burden, since in the control procedure instead of the
control inputs only the parameters of MPC laws are optimized, making it possible to
reduce the number of optimization variables to be determined w.r.t. standard MPC.

In Chapter 4, we have proposed a scenario-based Receding-Horizon Parameterized
Control (RHPC) approach for freeway networks. Particularly, several RHPC laws for
variable speed limits and ramp metering rates have been developed for the
multi-class traffic setting. In the scenario-based RHPC approach, the constraints on
the lengths of on-ramp queues are incorporated into the control objective function
via a queue length constraint violation penalty, to avoid infeasible optimization
problems. To deal with uncertainties, we have considered a scenario-based scheme
with a finite set of uncertainty scenarios in combination with a min-max setting. The
motivation for applying the scenario-based scheme is to reduce the computational
load in comparison with the case that all the possible uncertainty realizations are
considered. The motivation for adopting the min-max setting is to minimize the
worst-case control performance over the finite set of scenarios considered, and to
guarantee satisfaction of the queue length constraints for the finite set of scenarios
considered.

A numerical experiment was implemented for illustrating the effectiveness of the
scenario-based RHPC approach. Scenario-based RHPC was compared with nominal
RHPC and standard control (i.e. feedback control). For standard control, the following
four settings were considered for determining the parameters for the control laws:
ignoring uncertainties19; ignoring uncertainties and adopting a queue override
scheme; accounting for uncertainties19; accounting for uncertainties and adopting a
queue override scheme. For appropriate weights for the queue length constraint
violation penalty, the simulation results are summarized as follows. Scenario-based
RHPC can effectively reduce the TTS (3.7%− 6.0%) with low queue length constraint
violations (0.6% − 1.9%). In contrast to scenario-based RHPC, nominal RHPC can
reduce the TTS (4.0−6.5%) a bit more, but the queue length constraint violations are
higher (3.0%−12.7%). When uncertainties are not taken into account for determining
the parameters for the control laws, standard control can lead to high queue length
constraint violations (52.9% − 151.0%); but even when a queue override scheme is
adopted, there are still queue length constraint violations (6.6% − 14.0%). When
uncertainties are taken into account for determining the parameters for the control

19For standard control in this case study, ignoring uncertainties means that nominal demands and nominal
fractions of different vehicle classes are used for determining the parameters for the control laws; accounting
for uncertainties means that 10 random scenarios for demands and fractions of different vehicle classes are
used for determining the parameters for the control laws.
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laws, standard control can lead to small queue length constraint violations
(0%−1.3%), while the reductions of the TTS (0.4%−2.8%) are also small compared to
scenario-based RHPC. In comparison with other considered approaches,
scenario-based RHPC can both effectively improve the control performance and keep
the queue length constraint violations at a low level.

• A scenario-based distributed model predictive control approach for freeway
networks has been developed.

Due to the computational complexity, it is hard to control a large-scale traffic network
by means of centralized MPC. Distributed Model Predictive Control (DMPC) can be
used for controlling a large-scale traffic network, by dividing it into subnetworks and
distributing the control problems for the subnetworks to local agents. In general,
there are couplings between neighboring subnetworks, so the control effectiveness
for a subnetwork can also be affected by the uncertainties for the neighboring
subnetworks. Scenario-based DMPC controls a large-scale traffic network through
collaborative local agents, with uncertainties taken into account20 for determining
the control actions.

In Chapter 5, we have developed a scenario-based DMPC approach for a large-scale
freeway network including multiple subnetworks based on a scenario tree for
uncertainties. We distinguish global uncertainties (which apply to the overall
network) from local uncertainties (which only apply to individual subnetworks), and
assume that all these uncertainties are described by finite sets of scenarios. A
straightforward way of combining the local scenarios for different subnetworks is to
consider all the combinations of the local scenarios (i.e. to construct a complete local
scenario tree); however, the computational load will be large in this case. Therefore,
we have proposed to construct a reduced local scenario tree for the entire network for
combining the local scenarios for different subnetworks. In the reduced local
scenario tree, the dynamics of a subnetwork are predicted for different local scenarios
for that subnetwork by assuming that the interconnecting inputs for that subnetwork
from neighboring subnetworks are independent of the local scenarios for the
neighboring subnetworks. Afterwards, a reduced scenario tree for the entire network
can be defined by combining global scenarios with the reduced local scenario tree.
Moreover, we consider an expected-value setting and a min-max setting for
combining local scenarios for each subnetwork and for defining total objective
functions that include both performance indicators and queue penalties for
subnetworks.

A numerical experiment was executed for evaluating the scenario-based DMPC
approach based on the reduced scenario tree. Scenario-based DMPC based on the
reduced scenario tree was compared with nominal DMPC (which is based on a
nominal prediction model) for the expected-value setting and the min-max setting.
The simulation results show that the total performance including the TTS and the
queue length constraint violation penalty can be improved by scenario-based DMPC
based on the reduced scenario tree (4.6%− 5.2%), and the total performance can be
further improved (5.5%− 6.0%) when the allowed CPU time for every control step is
increased from 3 minutes to 10 minutes. Moreover, for scenario-based DMPC based

20Uncertainties can e.g. be taken into account by using a scenario-based approach.
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on the reduced scenario tree, both the expected-value setting and the min-max
setting are effective in improving the total performance. However, the total
performance is worse than the no-control case for nominal DMPC (−6.1%), and by
increasing the allowed CPU time for every control step from 3 minutes to 10 minutes
the total performance becomes even worse (−6.6%). This might be because of that for
longer allowed CPU time nominal DMPC can result in the control inputs leading to a
better total performance estimated based on the nominal prediction model, but in
general these control inputs lead to a worse total performance due to uncertainties.

6.2 Recommendations for Future Work

In this section, we present several possible topics for future research.

• Further assessment of the approaches developed in this thesis based on case studies:

– For the extended multi-class traffic flow models and traffic emission models in
Chapter 3, the model parameters can be identified for more scenarios, or by
means of other algorithms such as a stochastic genetic algorithm [105]. The
model parameters for the extended multi-class traffic flow models can also be
identified to fit the measured flows and densities to the predicted flows and
densities.

– The impact of end-point penalties on the control effectiveness for MPC can be
further investigated by testing suitable weights for the end-point penalties in
different control conditions, and by comparing the case including the end-point
penalties with the case that longer prediction periods are considered.

– The way for choosing uncertainty scenarios for scenario-based RHPC and
scenario-based DMPC can be further investigated.

– The impact of data coverage (availability) and data type on the approaches
developed in this thesis can be investigated.

– The effectiveness of the extended multi-class traffic flow models and traffic
emission models, the scenario-based RHPC approach, and the scenario-based
DMPC approach based on the reduced scenario tree can be investigated for
networks with different layouts and for a wide range of traffic scenarios. For
instance, the effectiveness of the scenario-based RHPC approach can be
investigated for uncertainties with different distributions and different skewness
factors.

• Fast MPC based on multi-class prediction models:
For on-line applications of real traffic networks, a fast MPC scheme [67] can be
combined with multi-class traffic models. In the fast MPC scheme, the control inputs
for a given control step are obtained by re-adjusting the control inputs pre-computed
before that control step, according to the measured states at that control step. The
challenges for developing fast MPC approaches based on multi-class prediction
models involve obtaining the optimal control inputs within the available time interval
(i.e. the control sampling time interval), and analyzing the sensitivities of the control
inputs w.r.t. the multi-class traffic states. For obtaining the optimal control inputs
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within the available time interval, one option is to reduce the number of optimization
variables in the optimization problems to be solved; this can e.g. be realized by
parameterizing the control input variables via parameterized control laws.

• Robust MPC based on model bias correction:
The idea behind the model bias correction approach in [55], i.e. using the
measurements to adjust the model, can be considered for developing robust MPC
approaches for freeway networks. For example, the latest measurements can be used
to adjust prediction models, or to adjust the control inputs generated based on
nominal prediction models. The challenges here are to find suitable compensation
laws, and to obtain appropriate parameters for the compensation laws.

• Robust event-triggered MPC for freeway networks:
Event-triggered MPC [37] only optimizes the control inputs when some specified
conditions (i.e. triggering rules) are satisfied, instead of at every control step. The
triggering rules are usually constructed based on checking the errors between
predicted states and measured states. By adopting event-triggered MPC, the
frequency of solving optimization problems for obtaining the optimal control inputs
can be reduced. In general, event-triggered MPC is applied for systems without
significant uncertainties. For systems with uncertainties, robust event-triggered MPC
[64] can be developed. For determining the control inputs, uncertainties can be taken
into account by developing robust MPC approaches. The main challenge is then to
account for uncertainties when defining triggering rules. The triggering rules could
be designed by linearizing traffic models and applying the approach of [64]. Another
way is to first develop robust triggering rules for the nonlinear or piecewise-affine
case, and next apply them to traffic models; for the piecewise-affine case, the traffic
models then need to be first transformed to the piecewise-affine form (see e.g. [44]).

• Scenario-based hierarchical MPC for freeway networks:
For scenario-based DMPC for a large-scale traffic network with global uncertainties
distinguished from local uncertainties, an alternative is to consider a hierarchical
scheme, in which two or more control layers are present: one or more high-layer
coordinators and low-layer local controllers. The main challenge is to combine global
uncertainties and local uncertainties in the hierarchical scheme, which is different
from the distributed MPC scheme considered in this thesis. One option for
combining global uncertainties with local uncertainties in the hierarchical scheme is
as follows.

On the basis of global uncertainties, the high-layer coordinators estimate
interconnecting variables, which are considered as reference quantities for local
controllers. A local controller obtains the optimal control inputs by minimizing a
local objective function that is defined based on local traffic states and
interconnecting variables for all global uncertainties and local uncertainties for that
subnetwork. With the optimal control inputs used for estimating interconnecting
variables by the coordinators, the above procedure is repeated until a stopping
condition is satisfied. The stopping condition can be defined as a threshold on the
differences in Lagrange multipliers between two adjacent iterations, or it can be
defined as a limitation on the CPU time.



Appendix A

Computation of Jerks for Multi-Class
Macroscopic Traffic Flow Models

The equations for computing jerks for multi-class traffic flows are developed based on the
multi-class METANET model of Chapter 3; however, the equations can also be used for other
multi-class macroscopic traffic flow models. As shown in Figure A.1, there are three types of
jerks (i.e. derivatives of accelerations) in segment i of link m at time step k:

• Segment i − 1 → segment i − 1 → segment i : this kind of jerk corresponds to those
vehicles moving within segment i −1 from time step k −2 to k −1, and moving from
segment i −1 to i from time step k −1 to k:

jm,i ,c,1(k) =
across

(m,i−1),(m,i ),c (k)−ainter
m,i−1,c (k −1)

T

= vm,i ,c (k)−2vm,i−1,c (k −1)+ vm,i−1,c (k −2)

T 2
(A.1)

• Segment i−1 → segment i → segment i : this kind of jerk corresponds to those vehicles
moving from segment i−1 to i from time step k−2 to k−1, and moving within segment
i from k −1 to k:

jm,i ,c,2(k) =
ainter

m,i ,c (k)−across
(m,i−1),(m,i ),c (k −1)

T

Upstream
segment

Current
segment

Downstream
segment

Current time step

Two time steps back

One time step back

Figure A.1: Jerk: derivative of acceleration
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= vm,i ,c (k)−2vm,i ,c (k −1)+ vm,i−1,c (k −2)

T 2
(A.2)

• Segment i → segment i → segment i : this kind of jerk corresponds to those vehicles
moving within segment i from time step k −2 to k −1, i.e.

jm,i ,c,3(k) =
ainter

m,i ,c (k)−ainter
m,i ,c (k −1)

T

= vm,i ,c (k)−2vm,i ,c (k −1)+ vm,i ,c (k −2)

T 2
(A.3)



Appendix B

Scenario-Based DMPC on the Basis of a
Complete Scenario Tree and an
Expected-Value Setting

The scenario-based DMPC problem based on the complete scenario tree and the expected-
value setting (which is probabilistic) for a local agent s is defined as follows:

min
ũs (k)

Ẽ in
js,1 ,s,g ,ℓ(k), . . . , Ẽ in

j
s,N nb

s
,s,g ,ℓ(k)

Ẽ out
js,1 ,s,g ,ℓ(k), . . . , Ẽout

j
s,N nb

s
,s,g ,ℓ(k)

Nglob∑
g=1

pg

(Ncom∑
ℓ=1

pℓ

(
Js,g ,ℓ

(
x̃s,g ,ℓ(k), ỹs,g ,ℓ(k), ũs(k)

)
+γmax

(
Fs,g ,ℓ(x̃s,g ,ℓ(k), ỹs,g ,ℓ(k), ũs(k)),0

)
+ ∑

j∈Snb
s

J inter
s,g ,ℓ

(
λ̃in

j ,s,g ,ℓ(k), λ̃out
j ,s,g ,ℓ(k), Ẽ in

j ,s,g ,ℓ(k), Ẽ out
j ,s,g ,ℓ(k)

)))
(B.1)

s.t. xs,g ,ℓ(k + z +1) = fs,g ,ℓ
(
xs,g ,ℓ(k + z),us(k + z),D in

s,g ,ℓ(k + z),E in
s,g ,ℓ(k + z),ωg (k + z), (B.2)

ωℓ(k + z)
)

for z = 0, ..., Np −1

ys,g ,ℓ(k + z) = hs
(
xs,g ,ℓ(k + z)

)
for z = 1, ..., Np (B.3)

xs,g ,ℓ(k) = xk
s (B.4)

ωℓ(k + z) ∈Ωloc
1 (k + z)×·· ·×Ωloc

Nsub
(k + z) for z = 0, ..., Np −1 (B.5)

Equations (5.5) and (5.18)

for g = 1, . . . , Nglob, and l = 1, . . . , Ncom

where ωℓ represents a combined local uncertainty scenario for all subnetworks in the
complete scenario tree, and pℓ is the probability for ωℓ. The symbols xs,g ,ℓ, ys,g ,ℓ, Js,g ,ℓ,
Fs,g ,ℓ, J inter

s,g ,ℓ, fs,g ,ℓ, λin
j ,s,g ,ℓ, λout

j ,s,g ,ℓ, E in
j ,s,g ,ℓ, E out

j ,s,g ,ℓ, D in
s,g ,ℓ, and E in

s,g ,ℓ have similar meanings to
corresponding symbols without subscripts g and ℓ in Section 5.2, but now they are for the
case with global uncertainties and combined local uncertainty scenarios for all
subnetworks. In addition, x̃s,g ,ℓ(k) and ỹs,g ,ℓ(k), are defined in similarly to x̃s(k) (i.e. (5.8))
over the prediction horizon covering steps k + z, z = 1, . . . , Np; λ̃in

j ,s,g ,ℓ(k), λ̃out
j ,s,g ,ℓ(k),

Ẽ in
j ,s,g ,ℓ(k), and Ẽ out

j ,s,g ,ℓ(k) are defined in a similar way to x̃s(k) (i.e. (5.8)) over the prediction
horizon covering steps k + z, z = 0, . . . , Np −1.
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Glossary

List of Symbols

The most frequently used symbols in this thesis are listed by chapters as follows.

Chapter 2

Traffic Flow Models

m index for link
i index for segment/cell
o index for origin
Lm segment/cell length of link m
µm number of lanes of link m
t time instant
T simulation time step length
k simulation time step counter
qm,i flow in segment/cell (m, i )
ρm,i density in segment/cell (m, i )
vm,i speed in segment/cell (m, i )
Vm desired speed function for link m
ρcrit

m critical density in link m
v free

m free-flow speed in link m
τm , ηm , κm , am model parameters in link m for METANET
δm 1+δm is the non-compliance factor of vehicles in link m
vSL

m,i speed limit that is applied in segment/cell (m, i )
qo flow at origin o
do external demand at origin o
wo queue length at origin o
ro ramp metering rate that is applied at on-ramp o
Co capacity of on-ramp o
ρmax

m maximum density of link m

q lim
m,1

maximal inflow for the first segment of link m that is connected to the
origin

v lim
m,1 speed that limits the flow in segment (m,1)

c index for vehicle class
nc total number of vehicle classes
Θm,i ,c dynamic passenger car equivalents for vehicle class c in cell (m, i )
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sc gross stopping distance of vehicle class c
Th,c minimum time headway of vehicle class c
vm,i ,c speed of vehicle class c in segment/cell (m, i )
ρefc

m,i effective density in cell (m, i )
ρm,i ,c density of vehicle class c in segment/cell (m, i )
qm,i ,c flow of vehicle class c in segment/cell (m, i )

q i ,i+1
m,c flow of vehicle class c from cell i to cell i +1 of link m

Vm,c desired speed function for vehicle class c in link m
v free

m,c free-flow speed of vehicle class c in link m
vcrit

m,jt joint critical speed for all vehicle classes in link m
ρcrit

m,jt joint critical density for all vehicle classes in link m
ρmax

m,efc effective maximum density in link m
λm,i ,c flow ratio of vehicle class c in cell (m, i )
Dm,i ,c demand of vehicle class c in cell (m, i )
Sm,i supply for all vehicle classes in cell (m, i )
Ilink set including all the links

Traffic Emission and Fuel Consumption Models

y index for emission (fuel) category

E My
emission rate (expressed in g/s) of emission category y for a single
vehicle

u0,y ,..., u9,y model parameters for emission category y for VERSIT+
v speed of a single vehicle
a acceleration of a single vehicle
ainter

m,i inter-segment/inter-cell acceleration of vehicles in segment/cell (m, i )

across
α,β

cross-segment/cross-cell acceleration of vehicles from segment/cell α
to segment/cell β

ninter
m,i number of vehicles corresponding to ainter

m,i
ncross
α,β number of vehicles corresponding to across

α,β

vα speed of vehicles in segment/cell/origin α

qα flow of vehicles in segment/cell/origin α

EMinter
y,m,i

emission (fuel consumption) rate of emission (fuel) category y
corresponding to ainter

m,i

EMcross
y,α,β

emission (fuel consumption) rate of emission (fuel) category y
corresponding to across

α,β

Py
parameter matrix for emission (fuel consumption) rates for emission
(fuel) category y

EMCO2,m,i emission rate for CO2 in segment/cell (m, i )
EMfuel,m,i fuel consumption rate in segment/cell (m, i )
EMinter

fuel,m,i fuel consumption rate corresponding to ainter
m,i

EMcross
fuel,α,(m,i ) fuel consumption rate corresponding to across

α,(m,i )

γ1, γ2
model parameters for transferring the fuel consumption rate to the
emission rate for CO2
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I up
m,i

set including all the upstream segments/cells and origins that connect
to segment/cell (m, i )

Model Predictive Control

J objective function
f state function
h output function
x state vector
y output vector
u control input vector
D uncontrollable input vector
xk measured state vector at time step k
X set of all the feasible states
Y set of all the feasible outputs
U set of all the feasible control inputs
Np prediction horizon length
Nc control horizon length

Chapter 3

Multi-Class Macroscopic Traffic Flow Models

wo,c queue length of vehicle class c at origin o
do,c external demand of vehicle class c at origin o
qo,c flow of vehicle class c at origin o
δm,c 1+δm,c is the non-compliance factor of vehicle class c in link m
Θo,c dynamic passenger car equivalents for vehicle class c at origin o
Do,c total demand of vehicle class c at origin o
λo,c share for vehicle class c among the total demand at on-ramp o
C efc

o effective capacity for on-ramp o

C efc
m−1

effective capacity for the upstream link m−1 of the link m that connects
to on-ramp o

Λo proportion of effective capacities:
C efc

o

C efc
o +C efc

m−1

αm,i ,c road space fraction of vehicle class c in segment (m, i )
Qc flow function of vehicle class c
τm,c , ηm,c , κm,c ,
am,c

model parameters for vehicle class c in link m for multi-class
METANET

ρcrit
m,c critical density of vehicle class c in link m

ρmax
m,c

theoretical maximum density of link m if there would be only vehicle
class c

Co,c
theoretical maximum capacity of on-ramp o if there would be only
vehicle class c
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q lim
m,1,c

maximal inflow of vehicle class c for the first segment of link m that is
connected to the origin

v lim
m,1,c speed that limits the flow for vehicle class c in segment (m,1)

c∗m vehicle class with the slowest desired speed in free-flow regime

ρcrit∗
m,c

parameter of vehicle class c in link m for determining the boundary
condition for the semi-congestion regime

Sfree
m,i set of all vehicle classes that are in free-flow mode in segment (m, i )

Scong
m,i set of all vehicle classes that are in congested mode in segment (m, i )

Multi-Class Macroscopic Traffic Emission Models

ainter
m,i ,c

inter-segment/inter-cell acceleration of vehicle class c in segment/cell
(m, i )

across
α,β,c

cross-segment/cross-cell acceleration of vehicle class c from
segment/cell α to segment/cell β

ninter
m,i ,c number of vehicles corresponding to ainter

m,i ,c
ncross
α,β,c number of vehicles corresponding to across

α,β,c

vα,c speed of vehicle class c in segment/cell/origin α

qα,c flow of vehicle class c in segment/cell/origin α

EMinter
y,m,i ,c

emission (fuel consumption) rate of emission (fuel) category y
corresponding to ainter

m,i ,c

EMcross
y,α,β,c

emission (fuel consumption) rate of emission (fuel) category y
corresponding to across

α,β,c

γ1,c , γ2,c
class-dependent model parameters for transferring the fuel
consumption rate to the emission rate for CO2

Py,c
class-dependent parameter matrix of vehicle class c for emission (fuel)
category y in multi-class VT-macro

u0,y,c ,...,u9,y,c
model parameters of vehicle class c for emission category y in multi-
class VERSIT+

MPC with End-Point Penalties

TTS total time spent
kc control time step counter
Tc control time step length
M positive integer defined by M = Tc/T
pc fixed passenger car equivalents for vehicle class c
Iall set of all pairs of link and segment/cell indices (m, i )
Oall set of the indices of all origins
TEy total emissions of emission category y

EMinter
y,o,c

emission (fuel consumption) rate of emission (fuel) category y for
vehicles in queue at origin o

Pall
set of all pairs of adjacent segments (cells) and origins
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TTSend end-point penalty for total time spent

t rem
m,i ,c

time that a vehicle of class c that is present in segment/cell (m, i ) at
time step (kc+Np)M would on the average need to get to its destination

t rem
m,i ,c

time that a vehicle of class c that is present in segment/cell (m, i ) at
time step (kc+Np)M would on the average need to get to its destination

t rem
o,c

time that a vehicle of class c present in queue at origin o at time step
(kc +Np)M would on the average need to get to its destination

TEend
y end-point penalty for total emissions of category y

TErem
y,m,i ,c

emissions that a vehicle of class c present in segment/cell (m, i ) at
time step (kc +Np)M would on the average generate before leaving the
network

TErem
y,o,c

emissions that a vehicle of class c present in queue at origin o at
time step (kc +Np)M would on the average generate before leaving the
network

TTSnom nominal total time spent
TEy,nom nominal total emissions of category y
TTSend

nom nominal end-point penalty for total time spent
TEend

y,nom nominal end-point penalty for total emissions of category y
v free

m,max free-flow speed of the fastest vehicle class in link m
vctrl

m,i speed limit in segment/cell (m, i ) for a given control step
r ctrl

o ramp metering rate of on-ramp o for a given control step
NVSL number of groups of variable speed limits
NRM number of groups of metered on-ramps
ξTTS, ξTE,y , ξramp,
ξspeed, ξend

TTS, ξend
TE,y

nonnegative weights

Oramp set of all metered on-ramps
Ispeed set of all segments/cells with speed limits.

Chapter 4

RHPC Based on Multi-Class Traffic Models

θm,i ,0, θm,i ,c,1,
θm,i ,c,2

control parameters for the RHPC laws for variable speed limits

θo,c,1, θo,c,2 control parameters for the RHPC laws for ramp metering rates
κv , κρ small positive values to prevent the divisors to be 0
βm,i ,c density fraction of vehicle class c in segment i of link m
vctrl

m,i ,sat saturated variable speed limit in segment i of link m
r ctrl

o,sat saturated ramp metering rate at on-ramp o
vmax,m upper bound of the variable speed limits in link m
vmin,m lower bound of the variable speed limits in link m
rmax,o upper bound of the ramp metering rate at on-ramp o
rmin,o lower bound of the ramp metering rate at on-ramp o

Scenario-Based RHPC
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xω state vector for the case with uncertainties
yω output vector for the case with uncertainties
Dω uncontrollable input vector for the case with uncertainties
ω vector containing the uncertainties
fω state function for the case with uncertainties
Jω objective function for the case with uncertainties
xk
ω measured state vector at time step k for the case with uncertainties

W̃
set of all the possible realizations of uncertainties over the prediction
period

Jmax objective function for the scenario-based RHPC approach

Ω̃
set of possible scenarios that will be considered for the scenario-based
RHPC approach

γ
positive weight to penalize queue length constraint violation under
uncertainties

w max
o,efc

maximum allowed queue length (in pce) for all vehicle classes at on-
ramp o

Chapter 5

Global Uncertainties and Local Uncertainties in Large-Scale Traffic Networks

s index for subnetwork
Nsub number of subnetworks
Ωglob set of all the possible global uncertainty scenarios for all subnetworks
Ωloc

s set of all the possible local uncertainty scenarios for subnetwork s
N loc

s total number of the local uncertainty scenarios for subnetwork s
Nglob total number of the global uncertainty scenarios for all subnetworks

DMPC for Large-Scale Traffic Networks

Js local control objective function of subnetwork s
fs dynamic function of subnetwork s
hs output function of subnetwork s
xs state vector of subnetwork s
xk

s measured state vector of subnetwork s at time step k
ys output vector of subnetwork s
us control input vector for subnetwork s

Fs
general constraint function on the states, outputs, and control inputs
for subnetwork s over the prediction period

Snb
s set of all the indices for the neighbors of subnetwork s

N nb
s number of the neighbors of subnetwork s

D in
s external uncontrollable input vector for subnetwork s

E in
s

interconnecting input vector (w.r.t. agent s) for subnetwork s from all
neighbors
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E in
j ,s

interconnecting input vector (w.r.t. agent s) for subnetwork s from
neighboring subnetwork j

E out
s, j

interconnecting output vector (w.r.t. agent j ) from neighboring
subnetwork j to subnetwork s

Ks, j interconnecting output selection matrix from j to s
L augmented Lagrangian function
e a positive constant
λin

j ,s Lagrange multiplier vector corresponding to E in
j ,s

Λin vector comprises of λin
j ,s for s = 1, . . . , Nsub and j = js,1, . . . , js,N nb

s

J inter
s function handling the interconnecting variables determined by agent s
λout

j ,s Lagrange multiplier vector corresponding to E out
j ,s

Scenario-Based DMPC with Global Uncertainties

g index for the scenarios for global uncertainties
xs,g state vector of subnetwork s for the case with global uncertainties
ys,g output vector of subnetwork s for the case with global uncertainties

Js,g
local control objective function of subnetwork s for the case with global
uncertainties

fs,g
dynamic function of subnetwork s for the case with global
uncertainties

Fs,g

general constraint function on the states, outputs, and control inputs
for subnetwork s over the prediction period for the case with global
uncertainties

J inter
s,g

function handling the interconnecting variables determined by agent s
for the case with global uncertainties

Γ
relatively high weight for the penalty term of the joint constraint on
states, outputs, and control inputs w.r.t. the weights for Js,g and J inter

s,g

D in
s,g

external uncontrollable input vector for subnetwork s for the case with
global uncertainties

E in
s,g

interconnecting input vector (w.r.t. agent s) for subnetwork s from all
neighbors for the case with global uncertainties

E in
j ,s,g

interconnecting input vector (w.r.t. agent s) for subnetwork s from
neighboring subnetwork j for the case with global uncertainties

E out
s, j ,g

interconnecting output vector (w.r.t. agent j ) from neighboring
subnetwork j to subnetwork s for the case with global uncertainties

λin
j ,s,g Lagrange multiplier vector corresponding to E in

j ,s,g

λout
j ,s,g Lagrange multiplier vector corresponding to E out

j ,s,g

Λin
g vector comprises of λin

j ,s,g for s = 1, . . . , Nsub and j = js,1, . . . , js,N nb
s

pg probability of global uncertainty scenario g
ωg scenario g for global uncertainties
Lg augmented Lagrangian function for the case with global uncertainties

J tot
s,g

total objective function for subnetwork s in global uncertainty scenario
g
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Scenario-Based DMPC on the Basis of a Reduced Scenario Tree of Global and Local
Uncertainties

l index for the local scenarios for a subnetwork

xs,g ,l
state vector of subnetwork s for the case with global uncertainties and
local uncertainties

ys,g ,l
output vector of subnetwork s for the case with global uncertainties
and local uncertainties

Js,g ,l
local control objective function of subnetwork s for the case with global
uncertainties and local uncertainties

fs,g ,l
dynamic function of subnetwork s for the case with global
uncertainties and local uncertainties

Fs,g ,l

general constraint function on the states, outputs, and control inputs
for subnetwork s over the prediction period for the case with global
uncertainties and local uncertainties

D in
s,g ,l

external uncontrollable input vector for subnetwork s for the case with
global uncertainties and local uncertainties

E out
j ,s,g ,l

interconnecting output vector (w.r.t. agent s) from subnetwork s to
neighboring subnetwork j for the case with global uncertainties and
local uncertainties

Ncom
number of all the combinations of local uncertainty scenarios for all
subnetworks for a given global uncertainty scenario

ps,l probability of local uncertainty scenario l for subnetwork s
ωs,l scenario l for the local uncertainties for subnetwork s

Alternating Direction Method of Multipliers for Scenario-Based DMPC

Ngv
number of global variables for a specific combination of global
scenario and local scenario

Gg overall global variable for global scenario g

G j ,s,g
global variable corresponding to the interconnecting variable from
subnetwork j to subnetwork s for global scenario g

P j ,s
matrix for selecting the global variable corresponding to the
interconnecting variable from subnetwork j to subnetwork s

σ negotiation iteration number
Λout

g vector comprises of λout
j ,s,g for s = 1, . . . , Nsub and j = js,1, . . . , js,N nb

s

ϵ a small positive value



Summary

Modeling, Robust and Distributed Control for Freeway
Networks

In Model Predictive Control (MPC) for traffic networks, traffic models are crucial since they
are used as prediction models for determining the optimal control actions. In order to
reduce the computational complexity of MPC for traffic networks, macroscopic traffic
models are often used instead of microscopic traffic models. These macroscopic traffic
models can be divided into homogeneous, single-class models and heterogeneous,
multi-class models. In general, multi-class models are more accurate than single-class
models, without increasing the computational complexity significantly. In MPC a more
accurate model in general implies a better prediction of the controlled system, providing
the controller more accurate information for determining the control actions. Therefore,
developing and using multi-class traffic models is one way to improve the effectiveness of
MPC. Apart from the above characteristics of traffic models, other factors such as
uncertainties in external inputs and model parameters can also affect the accuracy of
predictions. Thus another way for improving the effectiveness of MPC is to take into
account the effects of these uncertainties and to develop robust MPC approaches for
handling these uncertainties. Apart from improving the effectiveness of MPC, making MPC
feasible for large-scale traffic networks is also important, due to the rapid increase of the
computational complexity of the MPC optimization problem with the size of the controlled
system. For large-scale systems, Distributed Model Predictive Control (DMPC) is often
considered for making the control approach computationally feasible. Moreover, robust
DMPC can be developed for ensuring both feasibility and robustness. In this context, the
following three topics are studied in this thesis:

• Several multi-class macroscopic traffic flow models and traffic emission models are
extended.

• A scenario-based Receding-Horizon Parameterized Control (RHPC) approach is
proposed.

• A scenario-based DMPC approach with global uncertainties and local uncertainties
distinguished is developed.

First, we propose new multi-class macroscopic traffic flow and emission models
including a new multi-class METANET model, and two new multi-class emissions models:
multi-class VT-macro and multi-class VERSIT+. To allow comparison with the new
multi-class METANET model, we also extend the first-order multi-class traffic flow model
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FASTLANE with variable speed limits and ramp metering. These new multi-class
macroscopic traffic flow and emission models are used as prediction models in MPC for
freeway networks. In addition, end-point penalties are included to account for the behavior
of traffic flows beyond the prediction period. Through numerical experiments we show that
the new multi-class METANET model combined with the extended emission models can
reduce the total time spent and the total emissions in a balanced way w.r.t. the non-control
case. The experiments also show that the new multi-class METANET model captures the
maximum queue length dynamics better than FASTLANE although they are both based on
the same queue model. Moreover, the experiments indicate that including end-point
penalties can further improve the performance for the MPC approaches based on the new
multi-class METANET model, but not for the MPC approaches based on FASTLANE.

Next, we propose a scenario-based Receding-Horizon Parameterized Control (RHPC)
approach. In this approach, we use a scenario-based scheme to deal with the robust control
problem for traffic networks, considering a limited set of scenarios for the uncertainties.
The worst case of the considered scenarios is actually optimized in a min-max setting. In
contrast to MPC, in RHPC only the parameters of control laws are optimized, instead of all
the control inputs. As a result, the number of variables in the optimization problem can be
decreased w.r.t. conventional MPC, allowing us to reduce the computational burden.
Several RHPC laws are developed based on multi-class traffic flow models. We illustrate
through simulation experiments that nominal RHPC approaches ignoring uncertainties
may lead to high queue length constraint violations, and that scenario-based RHPC
performs best as it is capable of improving the control performance without resulting in
high queue length constraint violations.

At last, we develop a scenario-based DMPC approach with global uncertainties and
local uncertainties distinguished. For a large-scale traffic network consisting of multiple
subnetworks, two types of uncertainties can be distinguished: global uncertainties and
local uncertainties. We assume that all these uncertainties are described through finite sets
of scenarios. Thus, a tree based on the considered uncertainty scenarios can be built. An
intuitive way of combining the local scenarios for different subnetworks is to consider all
the combinations of the local scenarios (i.e. to construct a complete scenario tree).
However, the computational burden will be very large in this case. Therefore, we propose to
construct a reduced scenario tree for combining the local scenarios for different
subnetworks, in which the interconnecting outputs of one subnetwork are combined for all
the local scenarios for that subnetwork. Furthermore, two settings are considered for the
new approach, i.e. an expected-value setting and a min-max setting. The numerical
experiments show that the new scenario-based DMPC approach based on the reduced
scenario tree is effective in improving the control performance while at the same time
satisfying the constraints in the presence of uncertainties, with a relatively low
computational burden compared to the case with the complete scenario tree.

Shuai Liu



Samenvatting

Modellering en Robuuste en Gedistribueerde Regeling voor
Snelwegnetwerken

Verkeersmodellen zijn cruciaal voor modelgebaseerde voorspellende regeling (in het
Engels: Model Predictive Control (MPC)) in verkeersnetwerken: zij worden gebruikt als
voorspellende modellen om de optimale regelacties te bepalen. Om de rekencomplexiteit
van MPC voor verkeersnetwerken te reduceren worden vaak macroscopische in plaats van
microscopische modellen gebruikt. Deze macroscopische verkeersmodellen kunnen
worden opgedeeld in homogene, eenklassige modellen en heterogene, meerklassige
modellen. In het algemeen zijn meerklassige modellen nauwkeuriger dan eenklassige
modellen, zonder dat zij significant meer rekencomplexiteit vereisen. Een nauwkeuriger
model in MPC betekent in het algemeen een betere voorspelling van het te regelen systeem:
de regelaar krijgt dan immers meer nauwkeurige informatie om regelacties te bepalen.
Daarom is het ontwikkelen en gebruiken van meerklassige modellen een van de methodes
om MPC-regelaars effectiever te laten functioneren. Naast de bovengenoemde
eigenschappen van verkeersmodellen spelen andere factoren, zoals onzekerheden in
externe ingangen en modelparameters, een rol in de nauwkeurigheid van de
voorspellingen. Daarom bestaat een andere methode om de effectiviteit van MPC te
verhogen erin de gevolgen van deze onzekerheden mee te nemen en robuuste
MPC-methodes te ontwikkelen die met deze onzekerheden om kunnen gaan. Naast het
verbeteren van de effectiviteit van MPC moet MPC ook geschikt gemaakt worden voor
grootschalige verkeersnetwerken, dit vanwege de snelle toename van de rekencomplexiteit
door de groei van de omvang van het aan te sturen systeem. Voor grote systemen wordt
vaak overwogen gebruik te maken van gedistribueerde MPC (in het Engels: Distributed
Model Predictive Control (DMPC)), omdat dat de regelaanpak qua rekentijd beheersbaar
maakt. Daarnaast kan voor het garanderen van zowel haalbaarheid als robuustheid
robuuste DMPC worden ontwikkeld. Vanuit deze overwegingen worden in dit proefschrift
de volgende drie onderwerpen behandeld:

• het uitbreiden van diverse meerklassige macroscopische verkeersstroom- en
verkeersuitstootmodellen,

• het voorstellen van een scenario-gebaseerde, verschuivende-horizon,
geparametriseerde regelmethode,

• het ontwikkelen van een scenario-gebaseerde DMPC-methode met zowel algemene
onzekerheden als plaatselijke onzekerheden.
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Wij stellen ten eerste nieuwe meerklassige macroscopische verkeersmodellen voor
waaronder een nieuw meerklassig METANET-model en twee meerklassige
uitstootmodellen, nl. meerklassig VT-macro en meerklassig VERSIT+. Om de vergelijking
met het nieuwe meerklassige METANET-model mogelijk te maken, breiden we ook het
eerste-orde meerklassige verkeerstroommodel FASTLANE uit met variabele
snelheidslimieten en toeritdosering. Deze nieuwe meerklassige macroscopische
verkeersstroom- en uitstootmodellen worden gebruikt als voorspellingsmodel in MPC voor
snelwegnetwerken. Daarnaast worden eindpunttermen toegevoegd aan de doelfunctie om
rekening te houden met het gedrag van de verkeersstromen na de voorspeltijd. We laten
met behulp van numerieke experimenten zien dat het meerklassige METANET-model
gecombineerd met de uitgebreide uitstootmodellen de tijd die voertuigen in het netwerk
doorbrengen en de totale uitstoot op een evenwichtige manier kunnen verminderen in
vergelijking met de niet-geregelde situatie. Ook laten de experimenten zien dat het nieuwe
meerklassige METANET-model de dynamiek van de maximale wachtrijlengte beter aankan
dan FASTLANE, hoewel beide gebaseerd zijn op hetzelfde wachtrijmodel. Verder tonen de
experimenten aan dat het toevoegen van eindpunttermen de prestaties van MPC met het
nieuwe meerklassige METANET-model verder kan verbeteren, dit in tegenstelling tot
methodes die met FASTLANE werken.

Verder stellen we een scenario-gebaseerde, verschuivende-horizon, geparametriseerde
regelmethode (in het Engels: Receding Horizon Parameterized Control (RHPC)) voor. Voor
deze methode maken we gebruik van een scenario-gebaseerde benadering om het robuuste
regelprobleem aan te pakken. Het slechtste geval van de beschouwde scenario’s wordt nu
geoptimaliseerd in een min-max kader. In tegensteling tot MPC worden in RHPC alleen de
parameters van de regelwetten geoptimaliseerd en niet alle regelingangen. Daardoor kan
het aantal variabelen in het optimalisatieprobleem worden verminderd ten opzichte van
conventionele MPC, wat de rekentijd verkort. Diverse RHPC-wetten worden ontworpen op
basis van meerklassige verkeersstroommodellen. Door middel van simulatie-experimenten
tonen we aan dat nominale RHPC-methodes, die onzekerheden negeren, kunnen leiden tot
schending van de randvoorwaarden voor de wachtrijlengte, en dat scenario-gebaseerde
RHPC het best functioneert en in staat is om de regelkwaliteit te verbeteren zonder de
randvoorwaarde voor de wachtrijlengte te schenden.

Ten slotte ontwerpen we een scenario-gebaseerde DMPC-methode met aparte
algemene onzekerheden en plaatselijke onzekerheden. Twee soorten onzekerheden voor
grootschalige verkeersnetwerken bestaande uit verscheidene subnetwerken kunnen
worden onderscheiden: algemene onzekerheden voor het hele netwerk en plaatselijke
onzekerheden voor de individuele subnetwerken. We nemen aan dat al deze onzekerheden
kunnen worden beschreven door eindige verzamelingen scenario’s. Daardoor kan een
boom die gebaseerd is op de betreffende onzekerheden, worden gebouwd. Een intuïtieve
manier waarop de plaatselijke scenario’s voor diverse subnetwerken kunnen worden
onderscheiden, is door alle combinaties van de plaatselijke scenario’s te beschouwen
(d.w.z. door een complete scenarioboom op te stellen). De rekentijd in dit geval zal echter
zeer lang zijn. Daarom stellen we voor om een gereduceerde scenarioboom op te stellen
voor het combineren van plaatselijke scenario’s voor diverse subnetwerken, waarin de
verbindende uitgangen van een subnetwerk gecombineerd worden voor alle plaatselijke
scenario’s voor dat subnetwerk. Verder worden twee varianten voor de nieuwe aanpak
beschouwd, nl. een verwachte-waarde variant en een min-max variant. De numerieke
experimenten tonen aan dat de nieuwe scenario-gebaseerde DMPC-methode, die gebruik
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maakt van de gereduceerde scenarioboom, effectief de regelkwaliteit verbetert en ondanks
de aanwezigheid van onzekerheden tegelijkertijd voldoet aan de randvoorwaarden, met
een relatief lage rekentijd in vergelijking tot de methode gebaseerd op de complete
scenarioboom.

Shuai Liu
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