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Abstract

Body weight support (BWS) systems are widely used in gait rehabilitation. These systems allow patients to
gradually increase training intensity and promote independent walking. Currently, there is no standardized
method to assess the performance of BWS systems. This work proposes methods and metrics that can be
used to assess and compare any overground, force controlled BWS systems. The RYSEN, a novel, cable-driven,
three-dimensional overground BWS system, developed by Motek Medical B.V., Delft University of Technology,
GTX Medical and École Polytechnique Fédérale de Lausanne, is used as a case study throughout this work.

Analytical methods are proposed that allow to (1) define the non-linearity bounds of static spring systems
and (2) select the most important configurations for performance evaluation using sensitivity analyses on
weighted stiffness matrices. These analytical methods resulted in testing the system in one direction at a
time for a limited number of configurations. Furthermore, experiments are proposed based on three modes
of operation: static force tracking, sinusoidal force tracking and disturbance rejection. The input signals for
these experiments are based on human walking and support strategies. A test setup, equipped with an exter-
nal sensor and reciprocal mechanism, was used to objectively obtain the frequency response, tracking and
estimation error of the RYSEN. The experiments were successful in characterizing the RYSEN in the chosen
configurations. This showed that currently the force estimation is the main limitation of performance. The
experiments will be repeated with minor adjustments to the test setup and using improved hardware in the
RYSEN.
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Symbols

Symbol Description First occurrence
x, y, z Position or direction Ch. 1
f (x) Function with general input x Sec. 2.2.1
εl Model linearization error Sec. 2.2.1
J Jacobian matrix Sec. 2.2.1
C Configuration Sec. 2.2.2
P∗ Desired position vector Sec. 2.2.2
xr , yr , zr Desired position Sec. 2.2.2
F∗ Desired unloading force Sec. 2.2.2
V Position disturbance vector Sec. 2.2.2
i Direction of force/position Sec. 2.2.2
δi Position disturbance Sec. 2.2.2
Fi Force at endpoint Sec. 2.2.2
Yi Output/cost function Sec. 2.4.1
ηi Linearization error bounds Sec. 2.4.1
k Stiffness (spring) Sec. 2.4.2
w Width of the Rysen Sec. 2.4.2
L0 Spring zero rest length Sec. 2.5.2
θ Angle in models Sec. 2.5.3
L Length Sec. 2.5.3
εt Tracking error Sec. 3.2.1
X Position vector Sec. 3.2.1
k Stiffness matrix Sec. 3.2.1
ki , j Element of stiffness matrix Sec. 3.2.1
M0 Moment around base Sec. 3.2.3
Wn Weight factor stiffness matrix Sec. 3.2.3
∆ Difference in input parameter Sec. 3.3.1
Sp First-order indices Sec. 3.3.3
Sp,q Higher-order indices Sec. 3.3.3
ST,p Total-effect indices Sec. 3.3.3
m Mass (CPS) Sec. 3.5.4
ẏ , ÿ Velocity/acceleration (CPS) Sec. 3.5.4
H Transfer function Sec. 3.5.4
εest Estimation error Sec. 4.2.2
f Frequency step Sec. 4.4
O Force offset Sec. 4.7
φ Phase shift Sec. 4.7
G Gain Sec. 4.7
FR Force estimation Rysen Sec. 5.3
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Abbreviations

Abbreviation Definition First occurence
BWS Body weight support Ch. 1
SCI Spinal cord injury Ch. 1
CoP Centre of pressure Ch. 1
CDPM Cable-driven parallel mechanism Ch. 1
IMU Inertial measurement unit Ch. 1
CPS Central point of suspension Ch. 1
VR Variable-radius Ch. 1
CoM Centre of mass Ch. 1
OAT One (direction) at a time Ch. 1
BWU Body weight unloading Sec. 2.2.2
DoF Degree of freedom Sec. 2.5.4
SA Sensitivity analysis Sec. 3.1
BoS Base of support Sec. 3.2.3
LSA Local sensitivity analysis Sec. 3.3.1
LS Local sensitivity Sec. 3.3.1
GSA Global sensitivity analysis Sec. 3.3.2
EET Elementary effect size Sec. 3.3.2
VBSA Variance-based sensitivity analysis Sec. 3.3.2
FAST Fourier amplitude sensitivity test Sec. 3.3.2
RMS Root mean square Sec. 4.2.2
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1
Introduction

Body weight support (BWS) systems are useful in the rehabilitation of severe gait impairments such as stroke
[1, 2] and spinal cord injury [3, 4]. BWS systems carry part of the subject’s body weight and help to gradually
increase training intensity. With BWS systems, the subject is still being able to move independently. The re-
quired physical assistance by a therapist is minimized. BWS systems can be categorized as treadmill-based
and overground systems. Treadmill-based systems generally have a one-dimensional attachment point above
a treadmill, either passive or actively modulated. The major disadvantage of treadmill-based systems is that
the muscle activation patterns, joint moments and powers are different from overground walking [5, 6]. This
can arguably result in changes of locomotion strategy and gives the training environment a lower fidelity with
respect to actual walking. For overground BWS systems the point of support moves along with the subject,
while walking on a stationary surface, resembling a normal walking environment.

Recently, Mignardot et al. [4] showed that a combination of vertical and horizontal support forces may im-
prove the recovery of spinal cord injury (SCI) patients using an overground BWS system. When applying
vertical forces, the centre of pressure (CoP) of the patient shifts toward the heels. This can result in abnormal
gait in patients, which in turn can result in learning an incorrect gait. The change of CoP location can be
counteracted by simultaneously applying horizontal forces to the patient. The RYSEN is a novel body weight
support system that follows a patient and can provide this combination of vertical and horizontal support
forces during walking.

The RYSEN (Fig. 1.1) is a cable-driven, multi-directional overground body weight support system is devel-
oped by Motek Medical B.V., in collaboration with Delft University of Technology, GTX Medical and the Cen-
tre for Neuroprosthetics at École Polytechnique Fédérale de Lausanne [7]. Unlike most BWS systems, RYSEN
allows free motion and support forces in three-dimensions over a large workspace. This way, various exer-
cises such as stair climbing and interactive games can be facilitated. The use of cables also allow for a low
inertia, reconfigurability and dynamic manoeuvrability, while retaining simplicity, as applicable to the class
of cable-driven parallel mechanisms (CDPM) [8, 9]. The main actuated components of the RYSEN are two
winches, a single variable-radius winch and two pairs of trolleys to provide the vertical, lateral and forward
motions respectively. The device is connected at the central point of suspension (CPS) to the subject through
the slingbar and harness. The location of the CPS is estimated based on motor positions and acceleration
(IMU) data from the slingbar. Cable forces are measured through one-dimensional force sensors. The com-
bination of CPS location and cable forces give an estimate of the forces at the CPS, thus the support forces of
the device on the subject.

Performance evaluation is an essential step in system development. The results are important to various
stakeholders such as subjects, clients, researchers and insurance companies. Performance evaluation also
allows objective comparison of system characteristics with other BWS systems. Currently, there is no such
standardized performance evaluation protocol for BWS systems. Therefore, this work is about the perfor-
mance evaluation of the RYSEN and other BWS systems.
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2 1. Introduction

Figure 1.1: (a) RYSEN in action. The identifiers represent the rails (1), cable force sensing (2), central point of suspension (CPS) (3),
slingbar and harness (4) and pair of trolleys (5). Used with permission from Motek Medical B.V. (b) Schematic overview of the working
principle of the RYSEN [7]. Used with permission from the authors.
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A companion report summarises published work on metrics, analysis and experimental methods used in the
performance evaluation of CDPM and BWS systems [10]. This report identified the most commonly used
metrics: transparency or task distortion, force bandwidth, disturbance (rejection) bandwidth and displace-
ment capabilities. A large number of studies also analytically determined the workspace and the optimiza-
tion thereof. The wrench-feasible workspace [11, 12] was identified as the most frequently used metric for
determining the analytical workspace. In validation experiments, less consistency was observed in the per-
formance evaluation of CDPM and BWS systems. Published experiments are mostly for demonstrative pur-
poses, showing the performance for one condition and one task. This makes it difficult to objectively compare
devices that perform slightly different tasks. Furthermore, most studies make use of the device’s own sensors
to determine the tracking capabilities of either force or position. To remove bias in performance evaluation,
experimental test setups need to be designed to systematically assess the selected metrics and parameters.

The most notable systematic validation studies of cable-driven BWS validation are those of Hidler et al. [13]
for the ZeroG, and Bannwart et al. [14] for the FLOAT. Hidler et al. used a range of loads and disturbing
frequencies to check the constant force tracking performance i.e. transparency. However, their study made
use of ZeroG’s own force sensors for tracking, introducing a bias when this force is being modulated by the
system. Bannwart et al. used an external force sensor and linear actuator to systematically validate system
performance in static and dynamic cases. However, their study did not evaluate performance for the small,
fast perturbations induced by the motion of the center of mass (CoM) of a human [15, 16]. Moreover, the
influence of workspace location was not addressed in the study of Bannwart et al. Workspace location can
possibly change the characteristics and performance of the device, as is the case in CDPM with fixed actuator
locations [17].

This work determines the relevant experiments for BWS systems and its validity to describe the system’s
complete performance. Standardized methods and metrics are introduced to test the performance of BWS
systems for relevant parameters and disturbances. The selected experiments are performed and the results
are visualized and evaluated for the RYSEN as a case study. Three main challenges have to be addressed
when designing experiments for systematic performance evaluation and mimicking realistic perturbations
of a subject:

1. excitation of the endpoint

2. selecting possible configurations

3. visualization of results

First, when using an external test setup, the system is usually perturbed in one direction at a time (OAT). This
is not a problem for linear systems, as the principle of superposition allows for system outputs to be added
to give an estimate of the total performance. However, when dealing with non-linear systems such as the
RYSEN, it must be determined if superposition holds to a reasonable degree for the sum of perturbations. If
not, a more complex device is needed to mimic the simultaneous perturbations given by a subject. Secondly,
there are many configurations that can influence performance, such as unloading force, workspace location,
amplitude and frequency of perturbation. It is useful to limit the number of configurations and combinations
beforehand. Sensitivity analysis is used to identify the configurations that influence system performance. Fi-
nally, the visualization of performance metrics and parameter influence is limited in current literature. Novel
ways of visualizing the metrics are needed to more clearly showcase system performance. This will likely pro-
mote acceptance of novel systems by stakeholders.

In Chapter 2, the linearity of static spring systems, representing BWS systems, will be examined over the
range of configurations. This will determine if a one-dimensional test setup can be used for the complete
performance evaluation of the RYSEN. Chapter 3 will select the most important configurations, based on
sensitivity analysis of system characteristics. This will select the configurations that will be tested in the ex-
periments. In Chapter 4, the required experiments and test setup are introduced, which are recommended to
evaluate any BWS system. The remaining chapters will evaluate the results, identify limitations and possible
improvements for the RYSEN and reflect on the chosen methods.





2
Methods I - Linearity of body weight

support systems

2.1. Overview
During gait, subjects give oscillatory perturbations in three directions to the endpoint of body weight support
(BWS) systems. Most notable are the vertical and lateral perturbations. Ideally, for objective performance
evaluation, an external test setup would mimic the disturbance of a subject on the system and measure the
resulting interaction forces (i.e. transparency) [10, 18]. However, an expensive and bulky test setup would be
required to mimic these perturbations simultaneously.

Linear systems can be tested for one direction at a time (OAT), with the output responses to be added based
on the principle of superposition. When testing non-linear systems for OAT, the degree of non-linearity will
induce an estimation error of total performance when examining tracking errors of separate tests. See Figure
2.1 on how the linearization error adds to the uncertainty of the tracking error or interaction forces.

In this chapter, metrics are proposed to estimate the linearization error of non-linear systems. The goal is
to determine whether BWS systems can be tested in one direction at a time and what the linearization error
could be if these separate responses are added. Several simplified spring models representing BWS systems
are analyzed for the configuration space and perturbations of human walking.

First an introduction to model approximation and linearization will be given. Then a set of proposed metrics
and analyses are introduced. Three models, representing BWS systems, will be assessed for the error between
the linearized and actual system. Results will show the degree of non-linearity for small perturbations on
static spring systems. The limits of this linearization error are task and system dependent. It is speculated
that these errors are low enough to use a simplified test setup that evaluates in OAT within a range of uncer-
tainty. Finally, it is discussed how actuated systems and the quality thereof will influence the linearization
error for larger perturbations, such as overground walking or forward movement in the RYSEN.

2.2. Linear approximation
2.2.1. General equations
Non-linear systems can be approximated using system linearization. In this case, the linearization error is
determined as the error that could occur when testing a system in one direction at a time (OAT) and adding
the separate responses.

In general, the system output can be described as the linear approximation
(

fl
)

and the accompanying lin-
earization error (εl ). The linear approximation in configuration point C is described as follows:

f (x) = fl (x)+εl

fl (x) = f (C )+∇ f |C · (x −C ) (2.1)

5



6 2. Methods I - Linearity of body weight support systems

ϵlin

δz

δy

ϵt

δz

δy

Figure 2.1: Overview of the linearization error (εl ) with respect to the tracking error (εt ): the uncertainty of perturbing a non-linear
system in one direction at a time (OAT) is shown in yellow. This is a (conservative) measure of non-linearity, introduced in this chapter.

where ∇ f |C is the gradient of f in configuration point C for general input variables x. In the case of multiple
inputs, the gradient of the variables on the output is often shown using the Jacobian matrix J:

f l (x) = f (C )+ J(C )(x −C ) (2.2)

with

J =


∂ f1
∂x1

. . . ∂ f1
∂xn

...
. . .

...
∂ fm
∂x1

. . . ∂ fm
∂xn


2.2.2. Disturbance-in, force-out systems
This chapter evaluates models with input position disturbances and output force. These models represent
static BWS systems subjected to disturbances. The axes are chosen such that they correspond with the axes
of the RYSEN (Fig. 1.1). The configuration C and disturbance V are chosen as input values of the system, for
which the system is linearized. For the case of a 2D system:

C = [
P∗,F∗]T

P∗ = [
yr , zr

]T

F∗ =
[

F∗
y ,F∗

z

]T

V = [
δy ,δz

]T

where yr , zr represent the configuration rest positions, F∗
y ,F∗

z the required body weight unloading (BWU)
vector and δy ,δz the disturbance in y-and z directions respectively. The system can then be described as a
linear system and its linearization error (εl ):

Fi (C ,V ) = Fi (C ,0)+ ∂Fi (C ,0)

∂y
δy + ∂Fi (C ,0)

∂z
δz +εl ,i (2.3)

where Fi is the force in direction i and (C ,0) the rest configuration. The partial derivatives are simply the
elements of the stiffness matrix that can be encompassed again by the Jacobian matrix (J(C ,0)).

F (C ,V ) = F (C ,0)+ J(C ,0)V +εl (2.4)
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with

F =
[

Fy

Fz

]

J =
 ∂Fy

∂y
∂Fy

∂z

∂Fz
∂y

∂Fz
∂z



2.3. Metrics
Metrics are needed to assess the non-linearity of a system and the error induced when testing in one direction
at a time (OAT). The assessment allows estimating the total possible error when adding outputs for a set of
disturbances in a certain location. This error can be regarded as an absolute error (N) or a relative error (-).

The absolute linearization error:

εl ,i = Fi (C ,V )−Fl ,i (C ,V ) (2.5)

|εtot| = i
√
ε2

l ,1 +·· ·+ε2
l ,i (2.6)

The relative- or normalized linearization error:

(εl

F

)
i
= εl ,i

Fi (C ,V )
(2.7)∣∣∣ ε

F

∣∣∣
tot

= |εtot|
i
√

F 2
1 +·· ·+F 2

i

(2.8)

2.4. Linearization criteria

2.4.1. Bounds of non-linearity

The absolute and relative linearization error can be mapped with respect to the configuration: the desired
position and unloading force. To determine if the bounds of non-linearity are acceptable, only the maximum
values are determined and chosen as the metric of evaluation:

Y1 = max(|εtot|) = max
(

f (C ,V )
)≤ η1 (2.9)

Y2 = max

(∣∣∣ ε
F

∣∣∣
tot

)
= max

(
f (C ,V )

)≤ η2 (2.10)

where ηi is a self-defined bound on the absolute or relative linearization error. This means that every con-
figuration gives a maximum uncertainty of ηi when adding two disturbances and assuming superposition
on the output. The configuration and disturbance parameters should be bounded in order to find the max-
imum values of the linearization error. Finding this maximum value gives a conservative measure for the
non-linearity in the system. This report does not address acceptance of ηi i.e. when the value of ηi is "too
high".

2.4.2. Selected disturbances and parameters

Configuration and disturbance parameters are selected based on real BWS systems [13, 19], common BWU
configurations [20] and CoM motion in human walking [15, 16]. The body weight of a subject is assumed to
be 75 kg [21]. The results of Yi are ultimately shown for each configuration, such that they give the bounds ηi

for each configuration point.
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Table 2.1: System parameters, disturbance- and configuration ranges used to determine the maximum linearization errors.

Parameter Min. value Max. value Nominal value Units
k - - 5000 N/m
w - - 3 m
δy ± 0.015 ± 0.035 - m
δz ± 0.0138 ± 0.0245 - m
yr 0.5 2.5 1.5 m
zr -1 -3 -2 m
F∗

z 15 60 30 %

2.5. Selected non-linear models
2.5.1. Types of models
The disturbance-in, force-out models are selected based on increasing complexity and resemble existing BWS
systems. Figure 2.2 gives an overview of the n-dimensional non-linear models.

2.5.2. 1D non-linear model
The 1D spring system, Fig. 2.2a, consists of a single non-linear spring. Its rest length is determined by the
unloading force (F∗) and rest position (zr ).

L0 =−zr −
√

F∗

k
(2.11)

F (z) = k(−z −L0)2 = k

(
−z + zr +

√
F∗

k

)2

(2.12)

where k is the spring stiffness constant, L0 the rest length and z the actual position. For a perturbation (δ)
from the rest position the force is:

F (zr +δ) = k

(
−δ+

√
F∗

k

)2

In this representation, δ= 0 gives F = F∗. The linearized system, from the rest position, is given as:

Fl (δ) = F∗+ ∂F

∂z

∣∣∣∣
zr

δ= F∗−2kδ

√
F∗

k
(2.13)

The absolute and relative linearization errors are then calculated as:

ε= F (zr +δ)−Fl (δ)

ε= kδ2 (2.14)(
ε

F (zr +δ)

)
= δ2(

−δ+
√

F∗
k

)2 (2.15)

This shows that the absolute error of this model is proportional to the spring stiffness and quadratic to
the magnitude of perturbation. This indicates that the largest linearization error is found at the maximum
bounded disturbance. The unloading force only influences the relative error.

2.5.3. 2D non-linear model
The 2D spring system incorporates a linear spring and two directions of disturbance, as shown in Figure 2.2b.
This means that the combination of y/z-position is non-linear. This model can be regarded as a simplified
version of the Zero-G [13], which has a single point of suspension. The angle and length are determined using
the geometry of the system:

θ = tan−1
( y

−z

)
L = y

sin(θ)
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F

k(δ),L0

z

0

(a) 1D non-linear spring

k,L0

0

z

y

Fz

Fy

θ

F

(b) 2D linear spring

d0

z

y

k,L01 k,L02

1 2

Fz

Fy

F1 F2

(c) Parallel springs

Figure 2.2: Spring models used in non-linearity analysis: (a) 1D spring system consisting of a single non-linear spring. (b) 2D spring
system including a linear spring, resembling a simplified version of the Zero-G [13], neglecting the forward motion. (c) 2D parallel
spring system, containing linear springs, resembling a simplified version of the RYSEN [7], neglecting the forward motion.
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The rest length and force of the spring are then determined by position, stiffness (k), the rest position (zr )
and unloading force (F∗).

L0 =−zr − F∗

k
(2.16)

F = k(L−L0) (2.17)

The decomposition of forces can be derived from the geometry of the system.

Fy =−F sin(θ)

Fz = F cos(θ)

The linearized forces can then be determined with 2.3, resulting in:

Fl ,y =
F∗δy

zr
(2.18)

Fl ,z = F∗−δz k (2.19)

The absolute- and relative linearization error from the y- and z-direction are then derived from Equations 2.6
and 2.8 respectively.

2.5.4. Parallel model
Figure 2.2c shows a simplified model representing the RYSEN. In this model, the motion in x-direction is
neglected. This degree of freedom (DoF) is accounted for by the trolley movement in the real system. This
x-location also does not change the stiffness characteristics of the system. Finally, the stiffness in x-direction
is lower for small disturbances due to the passive pulleys connected to he CPS.

The model consists of two springs in parallel connected at the endpoint. The springs are separated by width
w on the other end. The endpoint can be configured (C ) for position (yr , zr ) and unloading force (F∗

y ,F∗
z ).

First, the geometry is used to determine the directional forces on the endpoint.

θ1 = tan−1
( y

−z

)
, θ2 = tan−1

( w − y

−z

)
which also determine the total lengths of the springs.

L1 = y

sin(θ1)
, L2 = w − y

sin(θ2)

The forces in the cables are calculated as follows:

F1 = k(L1 −L0,1), F2 = k(L2 −L0,2)

The projected forces in y- and z-direction are:

Fy = F1,y +F2,y =−F1 sin(θ1)+F2 sin(θ2)

Fz = F1,z +F2,z = F1 cos(θ1)+F2 cos(θ2)

The zero-force lengths L0,i of the springs are symbolically solved based on the initial configuration C with the
following known conditions:

Fy = F∗
y , Fz = F∗

z

y = yr , z = zr

giving:

L0,1 =−

√
y2

r

z2
r
+1

(
F∗

z w −F∗
z yr +F∗

y zr +wkzr

)
kw

(2.20)

L0,2 =−

√
(w−yr )2

z2
r

+1
(
F∗

z yr −F∗
y zr +wkzr

)
kw

(2.21)
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This shows that the rest lengths of the springs are a function of all configuration parameters.

The system of Figure 2.2c is linearized in configuration (C ) using the partial derivatives, as explained in Sec-
tion 2.2, equation 2.3. The absolute- and relative linearization error can then be derived using equation 2.6
and 2.8. The symbolic derivation of the errors is too lengthy to be shown without making additional assump-
tions. However, the linearization error is still a function of all configuration parameters.

2.6. Results
2.6.1. 1D non-linear model results
The (maximum) linearization errors, Y1 = |εtot| ,Y2 = ∣∣ εtot

F

∣∣, due to disturbance (V ) will be determined for all
configurations (C ) for the three models.

Equation 2.14 shows that the configuration height (zr ) has no effect on the absolute linearization error. Only
the system parameter (k) and the disturbance (δ) affect this error. This effect is also shown in Figure 2.3a with
respect to the magnitude of disturbance, with different values for k. An increase in unloading force (F∗) only
affects the relative linearization error, as shown in Figure 2.3b. For its range of perturbation and unloading
force, the error values stay below an absolute linearization error of 3 N and a relative linearization error of 4
% for the nominal value of k. This simple model indicates the effect of spring stiffness, unloading force and
disturbance for non-linear systems.

(a) Absolute linearization error (b) Relative linearization error

Figure 2.3: Absolute- and relative linearization errors for a 1D non-linear spring model, with respect to the disturbance (δ), stiffness (k)
and unloading force (F∗).

2.6.2. 2D non-linear model results
Figure 2.4 shows the maximum linearization errors (Yi ) with respect to the configuration parameters (zr ,F∗)
for a fixed spring stiffness k. It is shown that the location of zr , or configuration height of the subject, has
a large influence on the linearization error. Also, it shows that the unloading force has a small influence on
the absolute linearization error (Fig. 2.4a) compared to the configuration height zr , but a large influence
on the relative linearization error (Fig. 2.4b). However, for the range of unloading forces and configuration
height, the error values stay below a maximum absolute linearization error of 9 N and a maximum relative
linearization error of 3 %.

2.6.3. Parallel model results
Figure 2.5 shows the maximum linearization errors (Yi ) with respect to the configuration space (yr , zr ) as
contour plots for a fixed spring stiffness k and nominal unloading force (F∗

y = 0, F∗
z = 30%). The unloading

force has a limited influence on the maximum absolute linearization error compared to the configuration lo-
cation of the endpoint. Therefore, this influence is not shown these figures. It does have an influence on the
relative linearization error, as was demonstrated in Figure 2.4b. However, for this model, these linearization
errors were still bound to a maximum of 11 N and 3 % for the absolute- and relative error respectively, using
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the lowest BWU of 15 %.

The results of Figure 2.5a show that the top corners of the workspace have a higher absolute linearization
errors compared to the nominal configuration. The lower regions of the workspace tend to have lower lin-
earization errors. This is expected because the stiffness in y-direction decreases and more pendulum-like
behaviour is approached. The relative linearization error, shown in Figure 2.5b, has a similar patterns as the
absolute error. For this range of perturbations, rest configuration and unloading force, the error values stay
below an absolute linearization error of 11 N and a relative linearization error of 3 %. These maximum error
bounds can be taken into account when adding the different error sources for the tracking error (Fig. 2.1).

(a) Maximum absolute linearization error (Y1) (b) Maximum relative linearization error (Y2)

Figure 2.4: Maximum absolute- and relative linearization errors (Yi ) for a 2D linear spring model, with respect to the configuration
(zr ,F∗).

(a) Maximum absolute linearization error (Y1) (b) Maximum relative linearization error (Y2)

Figure 2.5: Maximum absolute- and relative linearization errors (Yi ) for a parallel spring model, representing the RYSEN, with respect to
the configuration (yr , zr ). The unloading force (F∗) is depicted only for the nominal linearization errors, as there is little influence on
the absolute linearization error and only puts a scalar on the relative linearization error.

2.7. Discussion
2.7.1. Threshold of non-linearity
This chapter describes the non-linearity of models with respect to the configurations and perturbations. The
thresholds for maximum errors could be determined based on the application of the device that needs to
be evaluated. Also, certain directions or linearization errors can be more important than others, depending
on the influence to human walking. This work does not address acceptance of these maximum linearization
errors.
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However, the metrics introduced in this chapter are conservative measures to give an uncertainty range of
non-linearity. The error boundaries are determined to be ≤ 11 N and 3 %, for the absolute and relative lin-
earization error. The actual experiments, using a one-dimensional test setup, will determine the performance
with this uncertainty range in mind.

2.7.2. The influence of force modulation on linearity
The linearization errors were determined for static models. In reality, the position of the endpoint of the
RYSEN will be tracked by decoupled actuators [7]. This will lower the linearization errors as the relative dis-
turbance (V ) will be lower and the forces remain closer to the desired values. The quality of sensing, control
and actuators will therefore not only influence the force tracking error, but also the linearization error. This
notion is especially important for larger perturbations, such as walking in the forward direction, which is not
discussed in this chapter.

2.8. Conclusion
Disturbing a BWS system in one direction at a time seems reasonable for the systematic performance eval-
uation of the RYSEN. This conclusion is supported by calculations for the linearization errors with respect
to the perturbation size and configuration, determined for static spring systems, representing BWS systems.
These errors stay within threshold 11 N and 3 % for the simplified RYSEN model. In addition, discussions are
presented for threshold of non-linearity and influence of force modulation.





3
Methods II - Configuration selection for

RYSEN evaluation

3.1. Overview
Many different combinations of configurations can be subject to performance evaluation: the three-dimensional
workspace location and body weight unloading (BWU) force. Sensitivity analysis can help to limit the num-
ber of configurations by determining the configuration parameters that influence system characteristics the
most. This chapter gives an introduction to sensitivity analysis (SA) and determines Sobol’s indices based on
a simplified static parallel spring model of the RYSEN, which was introduced in Chapter 2. This is used to
qualitatively decide on a sampling strategy.

First the metrics for the sensitivity analysis are derived. These metrics are based on a weighted stiffness ma-
trix, as the stiffness matrix is directly related to the system characteristics subjected to a set of perturbations.
Then the changes in the stiffness matrix with respect to the nominal configuration will be determined, using
variance-based sensitivity analysis. This will indicate if a certain configuration parameter needs to be sam-
pled most thoroughly. Finally, recommendations are made for the minimally required test configurations.

3.2. Selected metrics and weight factors
3.2.1. Metrics
The parallel spring model representing the RYSEN is evaluated, which was introduced in Section 2.5.4. The
transparency or tracking error (εt ,i ) is defined as the difference between configuration force (F∗

i ) and the
actual force (Fi ) under disturbance V and configuration C :

εt ,i = Fi −F∗
i = f (C ,V ) (3.1)

For static systems with small disturbances, Fi is directly related to the stiffness matrix (k), as the size of dis-
turbance and stiffness matrix determines the deviation from F∗

i .[
Fy

Fz

]
= kX (3.2)

with

X =
[

y
z

]
, k =

[
ky,y ky,z

kz,y kz,z

]
The elements of the stiffness matrix are determined using the partial derivatives in configuration C :

ki , j = ∂Fi

∂X j
= f (C ) (3.3)

15
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3.2.2. Stiffness ellipsoids
Stiffness ellipsoids can visualize the stiffness matrix with respect to the configuration. The axes of the ellipsoid
represent the direction and magnitude of the eigenvectors and eigenvalues respectively. This approach is
used for example by Verhoeven [12] for cable-driven parallel mechanisms. Figure 3.1 shows the stiffness
ellipsoids of the simplified RYSEN model (Chapter 2), with respect to the workspace location.

Figure 3.1: Stiffness ellipsoid over the workspace of the simplified RYSEN model from the nominal location in the centre (xr = 1.5m, yr =
−2m). This gives a visual representation of the eigen-values and -vectors of the stiffness matrix. It shows a strong relation between the
location and the shape of the stiffness ellipsoid.

This shows that the lower half of the workspace has the highest stiffness in z-direction. For the top half and
more specifically, when the cables make an angle (θi ) of 45°, the stiffness in y-direction becomes dominant.
Also, when the y-configuration is moving away from its nominal position (asymmetry in cable configuration),
the stiffness ellipsoid tends to change and rotate. This indicates that the workspace location can strongly
influence the performance of the static system.

3.2.3. Assessing the elements of the stiffness matrix
Changes in the elements of the stiffness matrix are shown visually in Figure 3.1 for the y-and z-configuration.
However, it is also possible examine these changes using a sensitivity analysis. This allows for an indication
of how thoroughly the configuration parameter should be sampled during actual performance evaluation.
To use sensitivity analyses, it is convenient to combine the elements of the stiffness matrix to a single metric.
There are multiple options to combine the elements of the stiffness matrix to a single metric, such as using
eigenvalues, condition number, average, sum and weight factors for the respective stiffness matrix elements.

All elements of the stiffness matrix contribute to the changes in the force for a set of disturbances. However,
not all forces are equally important when considering human walking. The disturbing moment around the
base of support (BoS) can be taken as a criteria for the relative importance of disturbing forces. This indicates
that using a weighted sum of the stiffness matrix elements could be a good choice to assess the change in
stiffness matrix with respect to the configuration.

The entries of the stiffness matrix can be weighted such that they reflect the influence of disturbing moments
around the base of support of human walking. Therefore, the human is modelled as an inverted pendulum



3.2. Selected metrics and weight factors 17

𝛿y

𝛿z

L

BoS

ϴ

Fz

Fy

k

Figure 3.2: Inverted pendulum model to represent the subject connected to the stiffness matrix of the RYSEN model, shown in the frontal
plane. This will determine weight factors for the sum of the stiffness matrix.

with zero mass and length L. The model is shown in Figure 3.2 in the frontal plane. It shows the base of
support, CoM movement (δi ) and resulting forces from the RYSEN. Zero mass is chosen as a simplification
because the spring forces that disturb walking are important and not the influence of body weight. Also, the
base of support is assumed to be fixed as the movements of the CoM are also derived from a fixed position
[16].

The forces can be rewritten from Equation 3.2 as:[
Fy

Fz

]
=

[
ky,yδy +ky,zδz

kz,yδy +kz,zδz +F∗
]

Then, the disturbing moments around the base are calculated using the moment arms as a result of δi :[
M0,y

M0,z

]
=

[
cos(θ) (L−δz )(ky,yδy +ky,zδz )

sin(θ) (L−δz )(kz,yδy +kz,zδz +F∗)

]
(3.4)

where the angle is determined by length L and disturbance δi :

θ = tan−1
(

δy

L−δz

)
This is rewritten in terms of weight factor Wi :[

M0,y

M0,z

]
=

[
W1ky,y +W2ky,z

W3kz,y +W4kz,z +W5F∗
]

where the weight factors are a function of the disturbance and geometry.

W 1 = cos(θ) (L−δz )δy , W 2 = cos(θ) (L−δz )δz

W 3 = sin(θ) (L−δz )δy , W 4 = sin(θ) (L−δz )δz

W 5 = sin(θ) (L−δz )

The disturbances δi are based on the motion of the center of mass (CoM) during walking [15, 16]. The un-
loading force (F∗) is selected at 30% BWU for a mass of 75 kg, based on common unloading forces [20]. The
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weight factors are normalized to Wmax, which in this case is W1. The introduction of weight factors makes the
stiffness matrix less useful to be interpreted numerically, but more useful for the sensitivity analysis. Length
L = 1 m is based on the distance from the ground to the CoM from anthropomorphic data of the DINED
database [21]. This value is selected as the force application point of the simplified human model.

An alternative is to assign weight factors based only on the size of perturbation. This means that if:

δz < δy

W1 =W3 = 1

W2 =W4 = δz

δy

Regardless of the choice of Wi , the output function Y will be used for the sensitivity analysis that determines
the influence of configuration on the sum of the stiffness matrix elements:

Y = f (C ) = (
W1|ky,y |+W2|ky,z |+W3|kz,y |+W4|kz,z |

)−∑ |knom| (3.5)

where the term between brackets represents the absolute sum of the weighted stiffness matrix in an arbitrary
configuration and

∑ |knom| is the weighted stiffness matrix in the nominal position, with yr = w
2 = 1.5 m,

zr =−2 m and F∗ = 0.30 ·75 ·9.81 ≈ 220 N.

3.3. Sensitivity analysis
Sensitivity analysis studies show that uncertainty in the output of a model can be apportioned to input un-
certainty for each parameter [22], hence finding the most interesting input parameters. SA is a widely used
method, for example for factor prioritization and model emulator design [23]. The methods are generally
categorized into local and global SA.

3.3.1. Local sensitivity analysis
Local sensitivity analysis (LSA) determines the influence of small input perturbations on the output with
respect to a selected set of input parameters. This is commonly done using the partial derivatives of the
output function.

LSp = ∂Y

∂Cp

∣∣∣∣
C0

(3.6)

Equation 3.6 shows the local sensitivity (LS) for output function Y , with respect to configuration Cp , for input
parameter p, with C0 being the selected initial configuration. This sensitivity can be interpreted such that a
relative difference ∆ of input parameter p, creates a relative difference LSp ·∆ on output Y from the nominal
configuration.

Figure 3.3 shows the change in the sum of the weighted stiffness matrix (Y ) by changing one configuration
parameter at a time, while keeping the other parameters in the nominal configuration. The LSp can be in-
terpreted as the gradient of the slopes from the nominal position. This allows for an easy interpretation in
that the weighted stiffness matrix is more sensitive to changes in zr and that F∗ has a very small influence on
changes in the stiffness matrix compared to the other parameters. However, this gradient is not constant over
the entire range and requires further definition.

The advantage of using LSA is its ease of use. Also, the results give a directional and quantified influence
of input parameters. However, LSA has quite some disadvantages. Firstly, the method assumes linearity at
its nominal point, as the sensitivity is based on the gradient of its input parameters. This means that for
non-linear systems the local sensitivity should be sampled at different points, making it more difficult to in-
terpret. Also, LSA does not allow determination of interaction between input parameters. Because of these
shortcomings, a more common approach is to consider global sensitivity analysis of multi-input systems.
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Figure 3.3: Changes in the sum of the weighted stiffness matrix, while changing one configuration parameter at a time. The gradient of
the slopes gives a measure for the local sensitivity.

3.3.2. Global sensitivity analysis
Global sensitivity analysis (GSA) takes the uncertainty range of input parameters and determines how it af-
fects variance on the output of the system [23]. In general, the sensitivity is integrated over the input param-
eter space, often numerically.

Several methods are commonly used for global sensitivity analysis, particularly screening, elementary ef-
fect size (EET), variance-based sensitivity analysis (VBSA) and Fourier amplitude sensitivity test (FAST) [23].
In this chapter, VBSA is used to determine the global sensitivity indices, as this method is considered robust
[22].

3.3.3. Variance-based sensitivity analysis
VBSA allows identification of which system configurations have the largest influence on the stiffness matrix.
VBSA determines the sensitivity indices for single and coupled parameters:

• First-order indices Sp measure the effect of varying Cp alone, but averaged over variations in other
input parameters [24]. This metric ranges between 0 and 1.

• Higher-order indices Spq... measure only the coupled variances due to the interaction of the input pa-
rameters [25]. For example S12 is the uncertainty not described by S1 and S2. This metric ranges be-
tween 0 and 1.

• Total-effect indices ST,p measures the contribution to the output variance of Cp , including all variance
caused by its interactions, of any order, with any other input variables [26]. This metric can be greater
than 1.

In this chapter, input p represents the configuration parameters (C ). The sensitivity indices can be inter-
preted in terms of expected reduction in variance if input p is fixed compared to the case for which all inputs
are varied simultaneously. This also means that VBSA can give a single estimate of sensitivity while examining
the entire input space. A more thorough explanation of the indices can be found in Appendix A.

Numerical toolboxes are often used to determine the sensitivity. Here, the results of two different toolboxes
[27, 28] were used and the results found to be similar. These results were also verified with a self-coded script
for the 1D non-linear spring system of Chapter 2. These toolboxes allow for multi-input, multi-output sys-
tems and use numerical estimators (see Appendix A) to determine the indices [24, 26]. The toolboxes rely
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on (quasi-)Monte Carlo, or (quasi-)random, sampling within the configuration space. The Fourier Ampli-
tude Sensitivity Test (FAST) can be implemented with the same toolboxes, allowing for a confirmation of the
results of the first-order indices.

3.3.4. VBSA sampling approach
The sampling ranges are chosen as described in Chapter 2, Table 2.1. The toolbox of Cannavo [27] was found
to be most efficient for this application.

The number of samples was selected to be 10,000 and the sensitivity analysis was run for 5 times, based
on the recommendations of Iooss and Lemaître [23]. This resulted in a low standard deviation for the result-
ing sensitivity indices (< 10−3(−)). For this system, the trade-off between accuracy and computation time is
not that important as a simplified model is used. Monte Carlo sampling of quasi-random Sobol variables was
used. This tends to improve efficiency in covering the configuration space [22].

3.4. Results
Table 3.1 shows results of the first-order (Sp ) and total-effect indices (ST,p ) on the stiffness matrix for different
types of weight-factors for configuration p.

Table 3.1: Sobol’s sensitivity indices on the weighted stiffness matrix, over the entire range of configurations. Three different weight-
factors are used: none, disturbance-based and disturbing-moment-based, the latter given in bold

Syr ST,yr Szr ST,zr SF z∗ ST,F z∗

Total sum 0.6943 0.9902 0.0044 0.3005 0.0050 0.0058
Weighted sum (δi ) 0.4024 0.5780 0.4182 0.5938 0.0034 0.0041
Weighted sum (M0) 0.0426 0.0708 0.9268 0.9551 0.0022 0.0024

It is also possible to only take the top range or bottom range for the z-configuration. Table 3.2 shows range-
dependent results for the weight-factors based on M0.

Table 3.2: Sobol’s sensitivity indices on the weighted stiffness matrix, over different ranges of the z-location, for the M0 weight-factor
(disturbing-moment-based).

Syr ST,yr Szr ST,zr SF z∗ ST,F z∗

’Top’ range 0.0409 0.0863 0.9037 0.9489 0.0099 0.0104
’Bottom’ range 0.2020 0.2147 0.7692 0.7819 0.0160 0.0162
Complete range 0.0426 0.0708 0.9268 0.9551 0.0022 0.0024

The results show that both the selected weight factors and the location-range has a large influence on the
sensitivity of the configuration parameters. When assuming a weighted sum based on M0 and the complete
range of configuration, it is clear that zr has the largest influence on changes in the stiffness matrix. The total
effect index indicates coupling between xr and zr . This means that grid sampling throughout the workspace
might be necessary for thorough performance evaluation. Moreover, it is seen that the unloading force (F∗)
has a very low sensitivity to changes in the stiffness matrix. This means that the influence of unloading force
can be tested at one location of the workspace and not at all locations. However, it is still important to de-
termine the effect of F∗ on εt ,i , but the effect is expected to be the same in every position for this static model.

This approach of sensitivity analysis gives an indication of the most important configuration parameters that
should be sampled such that the performance of the system can be adequately evaluated. This approach is
discussed in the next section.

3.5. Discussion
3.5.1. Level of complexity
It is assessed that the combination of stiffness ellipsoids, LSA and GSA gives a clear indication of the sensitiv-
ity in the configuration space. Inevitably, this represents a trade-off of complexity:
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Multiple metrics are difficult to interpret and compare. This is why the multidimensional model was trans-
formed into a single metric: the sum of a weighted stiffness matrix. In return, converting the problem into
a single metric, combined with GSA, gives a ’black box’ approach. However, the approach has been deemed
useful for the goal of selecting the most important configurations.

3.5.2. From VBSA results to experiments
With the measure of sensitivity, it is possible to determine the relative amount of sampling points that are
required for a configuration parameter. This is still merely an indication on how much to sample, not where
to sample. Two more challenges arise when planning for experimental evaluation, regardless of the stiffness
matrix: the chosen grid and the available time.

VBSA does not show ’how’ the performance changes. For example, Figure 3.1 shows that the y-configuration
has a predictable way of ’rotating’ the stiffness ellipsoid. Therefore, it may not be needed to test the config-
uration space as a grid, based on relative sensitivity, to show this influence. The provided method does not
give a recommendation on where to sample, other than a distributed grid. Finally, the actual performance
experiments will be subjected to the available time with the RYSEN. Future work will determine which con-
figurations are most interesting to test thoroughly. It might be sufficient to show that the device performs
adequately on the bounds of the configuration space.

3.5.3. Model simplification
Actuation, sensing, control, backlash, friction and other characteristics are present in the RYSEN, but not in
this static model. Particularly, it is expected that the quality of sensing and actuation will have a large effect
on the force tracking error, but little effect on the stiffness matrix.

The use of a complete dynamic model can confirm how the configuration changes the performance of the
system. This could be done with the dynamic model of the RYSEN, created by Motek. However, 10,000+
model evaluations for a single sensitivity index would have been an inefficient way to determine the influ-
ence of configuration on the performance, as the computation time of each iteration is around 20 to 30 s. For
complex, higher dimensional models, it is suggested to start with a simplified model and use that information
for more complex emulators. For example, the presented static models could be expanded with first-order
models representing the actuators with limitations in speed and acceleration.

3.5.4. Connection to harness
The presented model considers the stiffness matrix at the central point of suspension (CPS) of the RYSEN. In
reality, the subject is connected to the RYSEN through a harness. A simplified dynamic model of this connec-
tion is introduced in Figure 3.4. The transfer function between the perturbation and motion of the CPS helps
to understand the influence of unloading force and lateral stiffness on the motion. It is expected that these
dynamics will influence the performance of the system.

The equations of motion are as follows:

mÿ +k y = F∗ sin(θ) ≈ F∗
(

y ′− y

L

)
(3.7)

which gives the Laplace transfer function between the motion of the disturbance and endpoint:

H(s) = Y (s)

Y ′(s)
= F∗

mLs2 +kL+F∗ (3.8)

with CPS mass m = 2 kg, disturbing motion y ′, CPS motion y , angle of harness θ, strap length L = 0.40 m,
lateral stiffness k and unloading force F∗. The accompanying bode plots are shown in Figure 3.5. Figure 3.5a
shows that for higher initial unloading forces the static gain increases and the bandwidth is higher. In Figure
3.5b, the higher lateral stiffness shows a lower static gain. This means that both the unloading force and the
lateral stiffness have an influence on the transfer function. This concludes that, although the unloading force
has little influence on the stiffness matrix, the effects of unloading force have to be shown in at least one
location of the workspace.
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Figure 3.4: RYSEN model simplification to determine the influence of strap length, stiffness and unloading force on the dynamics in the
lateral directions. The lateral stiffness is based on Section 3.2.2. The strap length (L = 0.5m) is chosen to be constant.
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Figure 3.5: Bode plots for the simplified lateral perturbation model, representing the connection between the RYSEN and the subject
through a harness. This can show the influence of unloading force (F∗), stiffness (k) and strap length (not depicted).

3.6. Conclusion
Sensitivity indices show how large the influence of configuration is to the change of the weighted stiffness
matrix. The vertical location in the workspace tends to have the highest influence to change, whereas the
unloading force has negligible effect on the stiffness matrix. However, the unloading force does have an
influence on the strap connection to a subject. These notions helps to indicate the configuration parameters
that need to be tested most thoroughly.
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Methods III - Experimental evaluation of

body weight support systems

4.1. Overview
This chapter introduces a systematic performance evaluation for the RYSEN and other active body weight
support systems. First, the experiments and performance metrics of BWS systems are listed, based on ear-
lier work [10]. Secondly, the configuration parameters are chosen based on the results of Chapter 3. Then,
the experimental protocol is discussed along with methods of limiting the number of tests. These findings
are summarized as the selected experiments. Finally, a test setup is introduced that can give sinusoidal per-
turbations to the endpoint of the BWS systems for the range of magnitudes and frequencies, simulating the
perturbations a subject can give during walking.

4.2. Experiments, metrics and configurations
4.2.1. Experiments
Three experiments can evaluate the force tracking performance of active BWS systems [10]. Similar experi-
ments are suggested in the study of Parietti et al. [29] for a haptic interface.

1. Static force tracking

2. Force output tracking

3. Disturbance rejection or ’zero-impedance mode’

The ’static force’ experiment determines the difference between the force at the endpoint and the constant
desired force. This can be measured before starting the other two experiments.

The ’force output’ experiment consists of determining the bandwidth of the output force of the device. In
this case, the endpoint of the test setup is fixed and a force signal is commanded with a selected frequency
and magnitude. It is important that the product of the frequency and amplitude of the signal remains con-
stant to create a frequency response.

For the ’disturbance rejection’ experiment, a constant unloading force is tracked while a position disturbance
is given to the device at the endpoint. These perturbations are within a range of amplitudes and frequencies
related to human walking.

4.2.2. Metrics
The performance metrics will give a measure of transparency, or how well the required forces can be tracked.
This is determined as the estimation error and the tracking error; for the static force tracking, force output
and disturbance rejection case:

23
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• Estimation error (εest) - N

Peak and root mean square (RMS) errors

• Tracking error (εt) - N

Peak and RMS errors

• Force and disturbance rejection bandwidth - Hz

Useful frequency range

Half-power bandwidth

Estimation error: This is the difference the force estimation of the RYSEN and the actual measured forces. It is
useful to have a measure of force estimation error with an external sensor, because the RYSEN force sensors
are non-collocated with the CPS.

Tracking error: This is the difference between the desired force and measured force, either by the RYSEN
or the external test setup. This is the a common performance metric to measure transparency.

The standard deviation can be determined when multiple cycles are performed in a single configuration.
This gives a measure of variability. The bandwidth will give the range of frequencies for which the device can
still produce or track the required forces. The limits are often depicted as the half-power (-3 dB) bandwidth.
However, it is also possible to determine the useful frequency range: the range of frequencies where the gain
stays constant.

The goal is to check these metrics over the range of configurations, frequencies and disturbances relevant
for the device and human walking.

4.2.3. Configurations
An overview of the configurations of the experiments can be found in Table 4.1. This shows that the number
of configurations are reduced based on the results of Chapters 2 and 3.

Table 4.1: Overview of the configurations of the performed experiments. The bold values indicate the nominal configuration.

Configuration Symbol Values Metric Based on
Body weight unloading BWU [30, 15] % weight of subject Common BWU force [20]
Bias force B [0, 3] % weight of subject Novel assistive force [4]
y-location yr [0, 1] relative from centre Normalized location [17]
z-location zr [0, -1] relative from centre Normalized location [17]
Strap length - [0.40, 0.60] m Regular strap length

First of all, the directions of disturbances are separated, based on the results in Chapter 2. The principle of
superposition is assumed, which indicates that there is no need to disturb the system in two directions at
the same time to fully determine the performance. Furthermore, two configurations of BWU are chosen, for
which 30% is the nominal case, based on common BWU forces [20]. Note that the available sensor only allows
forces up to 300 N. The influence of the x-location is assumed to be negligible, due to the degree of freedom
introduced by the trolleys of the RYSEN. Therefore, only the centre of the x-range is chosen. The influence of
the y-location is assumed to be symmetrical, as was seen in Chapter 3. Therefore, only one edge location of
the workspace is tested. For the z-location, a lower location is tested. A higher location cannot be reached
with the available means of the laboratory. Therefore, the case of increased strap lengths was introduced.
This case introduces the effect of a higher z-location and increased strap length simultaneously. This case
will not allow to make a direct conclusion about the influence of location or strap length on performance,
but will give an indication. Having a higher platform for the test setup would allow to test the high location,
without increasing the strap length.
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4.3. Static force tracking
The static force is set and measured at selected locations, for all the configurations. The results will show
how accurate the system can unload in a static case and how this unloading is influenced by the estimation
error. This is similar to experiments done in [17]. Static force tracking is done with the same setup as the force
output and disturbance rejection tests.

4.4. Force output performance
For this experiment, the endpoint of the test setup is fixed. The output force is commanded by RYSEN for
the three directions separately and measured at this endpoint. To determine the force bandwidth, a range of
frequencies and accompanying force amplitudes are being commanded.

In order to design the input signals over the range of frequencies, a ’base signal’ needs to be determined.
In this case the base signal is the frequency times the force amplitude. The maximum force amplitude is
based on F∗ of 30% BWU for a 75 kg person, to make sure that the straps will not go slack. That force is ex-
erted at the lowest chosen frequency of 0.2 Hz. The highest frequency is 3 Hz, based on the frequency content
of normal gait [30, 31]. The signal (amplitude × frequency) remains constant for different average unloading
forces. This means that the lowest BWU of 15% can only be measured from 0.4 Hz in z-direction, to prevent
the straps from going slack. For the x- and y-directions, a force amplitude of 10% BWU is exerted for the low-
est frequency of 0.2 Hz. This is based on a maximum horizontal force assistance of around 10% BWU that
was found useful for rehabilitation purposes with a similar BWS system [4, 19]. A constant bias force of 3% is
chosen as a non-zero mean case for the horizontal directions of this experiment. This test is additional to the
nominal configuration.

To summarize the signals, the required vertical force is BWU · 75 · 9.81± [220−15] N and the lateral forces
are B±[74−5] N from 0.2 to 3 Hz, with BWU and B the unloading- and bias forces respectively. The frequency
sweep is performed using a step-wise increase over the range of f , using steps of 0.2 Hz, going from 0.2 Hz to
3 Hz. Every frequency step is measured for at least 12 cycles to determine the standard deviation or variabil-
ity. For the force performance test, the non-nominal cases are not tested in combination, due to the available
time with the system.

4.5. Disturbance rejection performance or ’zero-impedance mode’
For this experiment, a position disturbance is given while tracking a constant unloading force. The distur-
bances are set from 0.01 to 0.05 m and physically adjusted by changing the location on the crank, as will
be explained in Section 4.6. The ’base signal’ (amplitude × frequency) must remain constant over the input
disturbance range. The signal is based on human walking at 1 ms−1 or 1.5 Hz, with an amplitude of 0.018 m
[15, 16]. This means that the range of disturbances are tested from 0.45 to 2.25 Hz in order to keep the product
of the signal constant. Each point is measured for 15 cycles to determine the standard deviation or variability.
The non-nominal cases are tested for only one magnitude of disturbance (δ=0.025 m).

4.6. Test setup
Figure 4.1 shows a test setup that measures forces and delivers position perturbations. It consist of a recip-
rocal sliding mechanism, similar to a piston, with an external 6D force-torque sensor (ATI Mini45-SI-145-5)
that measures resulting forces on the endpoint. This external sensor is needed to determine the force esti-
mation performance of the RYSEN, as its force sensors are not located near the CPS. The external sensor is
calibrated by ATI and confirmed by means of a spring scale. The forces (and torques) are directly measured
using an analog interface connected to the RYSEN. The forces and motor position are measured at 1000 Hz.
The setup can be configured such that it can disturb the device in all three directions. For the z-direction, a
spring assists the motor to deliver the required torque to move the endpoint. The endpoint is connected to
the test setup using a rod and straps. This simulates the connection of a subject to the RYSEN with a harness.
The test setup uses sand bags as a counterweight to the unloading forces of the RYSEN. The ’piston rod’ can
be attached to the ’crank’ at nine different locations that result in different magnitudes of perturbation. For
the oscillation frequency of the perturbation, a (velocity) control module (Beckhoff AX5201) is applied to the
motor (Beckhoff AM8022-LP070S-MF1-7). This mechanism results in the following reciprocal motion of the
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endpoint:

x = rcr cos(θ)+ l cos(γ) (4.1)

γ= sin

(
rcr sin(θ)

l

)−1

(4.2)

with x being the endpoint location, rcr the radius of the crank, θ the motor angle and l the rod length to the
slider. Using a reciprocal mechanism is an approximation of a perfect sinusoid. When l approaches infinity,
a perfect sinusoid of s = r cos(θ)+ l is achieved. However, Figure 4.2 suggests that the test setup is still a good
approximation of a sine-wave for r = 0.05 m, l = 0.3 m and f = 2 Hz for the worst-case scenario of perturba-
tion.

Figure 4.1: Test setup for the systematic performance evaluation of the RYSEN in three directions, shown in the vertical and horizontal
configurations. The identifiers represent the endpoint and sensor (1), straps (2), rod and bearing (3), slider and cart (4), piston rod (5),
crank (6) and motor (7).

4.7. Data processing
The input and output signals are collected by the RYSEN. The measured forces are filtered using a 4th order
low-pass Butterworth filter at 50 Hz. For each measurement point, the first three cycles are removed to allow
that steady-state is reached. The RMS and peak errors of the estimation and tracking errors are determined
over all cycles of a frequency point. The cycles are isolated to determine the frequency response. Each isolated
cycle will be fit to a sine response (time domain) using least squares. The mean and standard deviation of
the isolated cycles of a frequency point are used to show the frequency response (gain, phase, offset) and
variability. The sine response is fitted as follows:

C0 sin( f t −φ)+O =C1 sin( f t )−C2 cos( f t )+O (4.3)

C0 =
√

C 2
1 +C 2

2

φ= atan2(C2,C1)

with known frequency point f , time t , the four-quadrant arctangent atan2 and parameters Ci and O. The
parameters will give the values of the gain (C0/max(Sin)), phase (φ) and offset (O), where Sin represents the
input signal. The linearized matrix equation that needs to be solved through least squares is:
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Figure 4.2: Approximation of a sine wave using the reciprocal mechanism of the test setup. The approximation is shown for the worst-
case scenario of δ= 0.05 m and f = 2 Hz.

Ax = b (4.4)

A =

sin( f t1) −cos( f t1) 1
...

...
...

sin( f tn) −cos( f tn) 1

 , x =
C1

C2

O


with b the output data that need to be fit to a sine response, solving for parameters Ci and O. The results of
the isolated sine responses are visualized using the mean and standard deviation at a frequency point.

4.8. Conclusion
This chapter introduced the experiments, metrics, configuration reduction and input signals for the perfor-
mance evaluation of 3D active BWS systems. The configuration reduction was based on the qualitative results
of Chapter 3 and the available time with the RYSEN. The proposed experiments and input signals were based
on human walking and support strategies. Furthermore, a test setup was introduced that can disturb a BWS
system in arbitrary direction while measuring the resulting interaction forces. This allows to objectively mea-
sure the frequency response, tracking and estimation error. Finally, a protocol was given for data processing
to retrieve the desired metrics.





5
Results - Performance of RYSEN

5.1. Overview
This chapter shows the results of the experiments introduced in Chapter 4. First, initial observations are given
on the experiments. Then the different types of experiments are examined for the nominal and non-nominal
cases. Finally, remarks and improvements on the chosen methods are given in the discussion.

5.2. Initial observations
In the current setup, a disturbance in y-direction induced unstable behaviour. Also, the force estimation
errors tended to increase when the frequency increased and instabilities occurred. Furthermore, in some
instances drift was observed in both lateral directions, meaning that force control would account for the dis-
turbance, but with a force bias drifting around the desired force.

Two non-nominal cases were not performed: First, the non-nominal disturbance rejection cases in y-direction
were not performed due to the observed instabilities. Second, the x-direction, force output experiment for
low BWU (15 %) was not performed. This was because when trying to render large lateral forces with a low
BWU, a large angle and fast motion was required to create the lateral force, which made the system unstable.

In figure 5.1, two examples of ’raw’ data show the sensor/estimated forces in the force output test and sen-
sor/desired forces in the disturbance rejection test.
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Figure 5.1: Examples of data in time-domain, showing the (a) sensor/estimated forces in the force-output test and (b) sensor/desired
forces in the disturbance-rejection test. This data is already filtered using a 4th order, 50 Hz, low-pass Butterworth filter.
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5.3. Static force estimate performance
Table 5.1 shows the results for the static tracking error using the measured and estimated forces. It also shows
the estimation error, which indicates that part of the tracking error can be explained by this estimation error.
The RYSEN has trouble rendering an accurate static force in y- and z-direction. For the y-direction this is
almost completely explained by the estimation error. For the z-direction, a known force bias of around 10-30
N is observed when rendering a static force.

Non-nominal cases:
In these sections of the chapter, the anomalies found for the non-nominal cases will be qualitatively pre-
sented. The uncertainty in force estimation makes it difficult to make strong conclusions about the influence
of configuration on performance. Also, these cases could sometimes only performed once or twice.

Table 5.2 shows the estimated static error for the non-nominal cases. It shows that a lower BWU tends to
give a lower static tracking and estimation errors in z-direction. Also, introducing a bias increases the track-
ing error in the direction of that force. The higher and edge location did not seem to affect the tracking error
or estimation error. Interestingly, the lower location seemed to give a lower estimation error in z-direction
(not shown), but its tracking error is still within the range of 30 N.

Table 5.1: Static force tracking results for the nominal location and unloading force, taken over 20 samples. It shows that the tracking
error for the lateral directions can be explained by the estimation error, especially in y-direction. The tracking error in z-direction can be
explained partly by the estimation error.

Type of static error εx ± stdx (N) εy ± stdy (N) εz ± stdz (N)
Static tracking error - estimated (FR −Fdes) 0.70 ± 0.70 1.13 ± 0.82 16.51 ± 11.28
Static tracking error - measured (F −Fdes) 0.81 ± 0.66 6.77 ± 2.37 30.59 ± 11.78
Static estimation error (F −FR ) 0.47 ± 0.34 8.10 ± 1.23 14.66 ± 7.19

Table 5.2: Static force tracking results, using the estimated forces (FR −Fdes), for the non-nominal configurations. The number of trials
are given between brackets (#). This shows that a lower unloading force gives lower tracking errors. It also shows that a force bias
increases the tracking error in that direction. Increased strap length seems to slightly increase the tracking error in y-direction.

Non-nominal cases
Static tracking error (#)

εx ± stdx (N) εy ± stdy (N) εz ± stdz (N)

Low BWU (5) 0.94 ± 0.92 1.20 ± 0.95 14.46 ± 7.28
Bias force - x (2) 2.64 ± 2.31 0.54 ± 0.48 25.96 ± 19.38
Bias force - y (1) 0.13 ± - 6.97 ± - 36.96 ± -
Edge location (5) 0.56 ± 0.92 0.68 ± 0.71 34.50 ± 9.31
Low location (5) 0.66 ± 0.66 1.08 ± 1.14 32.66 ± 11.37
Straps length (5) 0.26 ± 0.31 2.15 ± 1.25 31.10 ± 14.64

5.4. Output force performance
5.4.1. Notes on the ’dynamic’ experiments
In the following sections, the frequency response, tracking error and estimation error are shown for the
two ’dynamic’ experiments in the three separate directions. For these results, the tracking error is given as
εt = FR − Fdes. This is the tracking error that the RYSEN ’knows’ about. In Appendix C, the frequency re-
sponses of the non-nominal cases will be presented.

For the frequency response, the dashed lines indicate the gain, phase and offset with the estimated forces
of the RYSEN. For the tracking and estimation results, the dashed lines show the cross-talk in the directions
that are not disturbed in the experiment.

5.4.2. Output force performance: x-direction
The frequency response (Fig. 5.2a) for the output force experiment in x-direction shows that the estimated
and measured response coincide quite well. For the estimated response there is accurate force rendering up
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until 0.4 Hz – i.e. the useful frequency range. There is an overshoot in force rendering at 1.6 Hz. The band-
width is either 0.4 or 2.3 Hz, depending if the useful-frequency-range or half-power bandwidth is specified
[32]. For the measured frequency response, the same bandwidth metrics are 0.4 or 2.4 Hz. The offset or un-
wanted force bias remains around zero up to 1.6 Hz. For higher frequencies, instabilities occur and offsets
can go up as high as 10 N for the measured frequency response.

The RMS tracking error (Fig. 5.2b) in x-direction is around 10 N until the oscillation/overshoot occurs. Peak
tracking errors in x-direction go up to 30 N during overshoot. Both y-errors remains constant and below 5 N.
The peak tracking error in z-direction decreases with the amplitude of the force tracking from 90 to 50 N. The
RMS error stays around 30 N over the range of frequencies.

The estimation error (Fig. 5.2c) in x-direction is around 7-20 N for the RMS and peak error respectively.
However, for higher frequencies these estimation errors in x-direction go up to 20-50 N. The estimation error
in y-direction stays 10 N for both the RMS and peak error. The estimation error in z-direction stays constant
and around 20-50 N for the RMS and peak error respectively.

Non-nominal cases:
Figure C.1 shows the non-nominal frequency responses. The lower BWU case was not performed because the
RYSEN had to make large and fast movement to render the lateral forces, which made the system unstable.
The introduction of a bias force or the edge location does not notably change the performance. Increased
strap length causes a slightly larger overshoot, which could be incidental. A lower position has a smaller
overshoot. This case also shows smaller tracking and estimation errors (not shown).

5.4.3. Output force performance: y-direction
The frequency response (Fig. 5.3a) for the output force experiment in y-direction shows a large difference
between the estimated and measured results. The measured frequency response shows a higher gain and
instabilities and does not indicate a useful frequency range. It shows high standard deviations in the gain
from 1 Hz onward, indicating oscillatory or unstable behaviour. It also shows unwanted force bias, as can be
observed with the offset, up to 15 N. The estimated frequency response shows a useful frequency range up to
0.6 Hz and a half-power bandwidth of 1.3 Hz. The instabilities are also observed for the estimated frequency.
The offset however stays around zero, which is not the case for the measured frequency response. This indi-
cates that the bias in force estimation can be responsible for the differences between the frequency plots.

The tracking error (Fig. 5.3b) in y-direction remains constant up till 1.2 Hz, with RMS errors around 10 N
and peak errors of 40 N. The tracking error in x-direction remains below 10 N for both the RMS and peak
errors. The z-error is similar in magnitude as in the x-direction experiment, up until the point of unstable
behaviour.

The estimation error (Fig. 5.3c) in y-direction is high, even up to 1.2 Hz, with RMS errors of 25 N and peak
errors of 50 N. The estimation error in x-direction is around 10-15 N for the RMS and peak error respectively.
The estimation in z-direction is around 20-40 N for the RMS and peak error respectively.

Non-nominal cases:
Figure C.2 shows the non-nominal frequency responses. A lower BWU seems to have a steady gain, instead
of an increasing one. Drift at higher frequencies is still observed. The force estimation error is lower (not
shown), but this could be coincidental. The bias force case seems to be similar in performance. Increasing
the strap lengths shows a lower overshoot around 1.6 Hz. The edge location looks to have similar perfor-
mance. Only for the first frequency point, the virtual wall is reached, due to the angle that needed to be made
to produce the lateral forces. The lower location seems more unstable. Especially for higher frequencies the
standard deviations and offset become large. Also, the estimation errors in y-direction seem to be worsened
for the lower position. This could be incidental due to the instabilities.

5.4.4. Output force performance: z-direction
The frequency response (Fig. 5.4a) for the output force experiment in z-direction shows that for the estimated
response, the useful frequency range is 0.4 Hz and the half-power bandwidth is around 1.2 Hz. However, for
the measured response the half-power bandwidth is lower with 0.7 Hz. The offset between the estimated and
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Figure 5.2: Results for the force output experiment, x-direction. (a) shows the frequency response of the measured and estimated forces.
The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force offset of the
sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the direction
not perturbed.

measured frequency response differs up to 20 N. It is expected that this is due to the friction in the system, as
20 N is often observed as the estimation error for the z-direction.

The tracking error (Fig. 5.4b) for the x- and y-direction are below 5 N for the RMS and peak errors. The
tracking error in z-direction is 30-50 N for the RMS and peak error respectively.

The estimation error (Fig. 5.4c) for the x-direction is below 2 N. However, for the y-direction the estima-
tion error is high, with 15-20 N for the RMS and peak error respectively. The estimation error in z-direction
decreases with the decrease in force amplitude from 25-40 N to 10-12 N for the RMS and peak error respec-
tively.

Non-nominal cases:
Figure C.3 shows the non-nominal frequency responses. A lower BWU has a higher bandwidth and steady
offset. The estimation errors are also lower (not shown). Increasing the strap lengths seem to give similar
performance. However, the estimation error in y-direction is lower, but this could be coincidental. The edge
location gives a slightly higher bandwidth. The estimation in y-direction is also better. Both of these findings
can be coincidental, as the force estimation errors still dominates performance.
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Figure 5.3: Results for the force output experiment, y-direction. (a) shows the frequency response of the measured and estimated forces.
The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force offset of the
sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the direction
not perturbed.

5.5. Disturbance rejection performance
5.5.1. Disturbance rejection performance: x-direction
The frequency response of the disturbance rejection experiment in x-direction (Fig. 5.5a) shows that up to
0.6 Hz the RYSEN controls for the disturbance to a fairly constant gain. Then, after 0.6 Hz, the gain drops due
to the decrease of the amplitude and the passive motion in the pulley. The RYSEN does little to control any
more for these smaller disturbances. There is a difference between the measured and estimated frequency
response, due to a slight overestimation of the forces in x-direction. For the measured frequency response,
there is a slight increase in gain for the highest frequency of 2.25 Hz, which could be caused by oscillatory
behaviour. The offset of both frequency responses stay below 2 N.

Overall, the tracking- and estimation errors in the disturbance rejection experiments are lower compared
to the force output experiment. This is most likely because the motions that are made by the RYSEN are
smaller and slower.

The tracking error (Fig. 5.5b) in x- and y-direction remain constant and below 7 N for the RMS and peak
errors. The tracking error in z-direction is peculiar, as the results have a saw-tooth shape over the different
frequency points. This could be explained by the fact that the experiment was performed in intermittent
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Figure 5.4: Results for the force output experiment, z-direction. (a) shows the frequency response of the measured and estimated forces.
The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force offset of the
sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the direction
not perturbed.

steps and not with a single frequency sweep. However, no conclusive reason is found yet why this pattern
emerges.

The estimation error (Fig. 5.5c) in x-direction stays below 3-6 N for the RMS and peak error respectively.
In y-direction, both errors stay around 10 N, caused by a force estimation bias. The estimation error in z-
direction stays below 16-20 N for the RMS and peak error respectively.

Non-nominal cases: Figure C.4 shows the non-nominal responses for a single frequency point. A lower BWU
shows a lower gain and lower estimation errors in all directions. The introduction of a force bias in x-direction
shows a slightly higher gain. Increasing the strap length shows lower y-estimation errors (not shown), which
could be coincidental. The edge location shows similar performance. The low location shows a lower gain.
Also, the estimation and tracking error in z-direction are lower, which could be coincidental.

5.5.2. Disturbance rejection performance: y-direction
The frequency response of the disturbance rejection experiment in y-direction (Fig. 5.6a) shows a difference
between the measured and estimated responses. Also, large standard deviations are observed, most likely
due to the observed instabilities during this experiment. For the estimated frequency response, the gain stays
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Figure 5.5: Results for the disturbance rejection experiment, x-direction. (a) shows the frequency response of the measured and esti-
mated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force
offset of the sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the
direction not perturbed.

around the same value for the entire frequency range and does not drop. For the measured frequency re-
sponse, the gain is slightly higher. Also, the offset is around 5 N, whereas the estimated response shows an
offset close to zero.

The tracking error (Fig. 5.6b) in y-direction is constant for the range of frequencies, with 5-10 N for RMS
and peak error respectively. The tracking error in x-direction stays below 2-6 N for these errors. For the z-
direction, the tracking errors increase when instabilities occur. These errors are of similar magnitudes as the
observed tracking errors in the disturbance rejection experiment in x-direction.

The estimation error (Fig. 5.6c) in y-direction increases dramatically over the range of frequencies: from
10-20 N to 15-50 N, for RMS and peak error respectively. This is most likely due to the observed instabilities at
higher frequencies. The estimation error in x-direction remains constant over the range of frequencies, with
6-10 N for the respective errors. The estimation error in z-direction also remains quite constant, with 15-22
N for the respective errors.
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Non-nominal case:
Figure C.5 shows the non-nominal response for a single frequency point. Here, only the lower BWU case was
performed, as the other cases showed unstable behaviour. The lower BWU case shows a lower gain and lower
estimation errors, similar to what was observed in the x-direction, low BWU case.
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Figure 5.6: Results for the disturbance rejection experiment, y-direction. (a) shows the frequency response of the measured and esti-
mated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force
offset of the sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the
direction not perturbed.

5.5.3. Disturbance rejection performance: z-direction
The frequency response of the disturbance rejection experiment in z-direction (Fig. 5.7a) shows that the gain
remains relatively constant over the range of frequencies. Again, there is a notable difference between the
estimated and measured frequency response. The offset shows that there is a constant bias of 20 N that the
RYSEN measures and another 10 N offset between the estimated and measured responses. The standard de-
viation is low, meaning that the behaviour to vertical disturbances has a low variability.

For the tracking errors (Fig. 5.7b) it shows that errors in z-direction go up to 40-80 N for the RMS and peak
error respectively. The tracking error in x- and y-direction are of similar magnitude and constant with 2-5 N
for the RMS and peak error respectively.

For the estimation errors (Fig. 5.7c), the peak errors in z-direction increases slightly with the frequency from
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30-43 N, whereas the RMS error stays constant over the range of frequencies with 20 N. The estimation error
in y-direction is 10-15 N for the RMS and peak error respectively, whereas x-directions these errors are only
2-5 N.

Non-nominal cases: Figure C.6 shows the non-nominal responses for a single frequency point. The low
BWU and edge location have no notable influence on the performance. Increasing the strap length slightly
decreases the gain, whereas the lower location increases the gain. This seems to agree with the assumption
that changes in the stiffness matrix change the performance, introduced in 3. However, more experiments
are needed to prove this.
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Figure 5.7: Results for the disturbance rejection experiment, z-direction. (a) shows the frequency response of the measured and esti-
mated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset shows the force
offset of the sine-fit. (b)/(c) show the tracking and estimation errors (RMS and peak) in all three directions. The dashed lines indicate the
direction not perturbed.

5.6. Nominal cases: overview
Table 5.3 shows the main findings of the nominal dynamic experiments. Note that for the tracking and es-
timation error, the mean and maximum RMS errors, over the range of frequencies, are shown. The results
show, for both experiments, RMS tracking errors up to 10-20 N for the x- and y-direction and up to 40 N for
the z-direction. These are errors that the RYSEN measures. For the estimation errors, taking the maximum
RMS error over the frequency range, errors go up to 20, 25 and 25 N for the x-, y- and z-direction respectively.
This estimation error is an additional uncertainty on the output force.
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For the force output experiment, the half-power bandwidth is 2.3-1.3 Hz for the x- and y direction and 1.2
Hz for the z-direction. The maximum offset, given with the measured forces, goes up to 10, 15, 40 N for the x-,
y- and z-direction respectively. For the disturbance rejection experiment, the half-power bandwidth was only
observed in x-direction with 0.9 Hz. The maximum offset is below 5 N for the x- and y direction and below 35
N for the z-direction.

Table 5.3: Result overview of the force output experiment (F-i) and disturbance rejection experiment (D-i), for direction i. The tracking
error, bandwidth and offset uses the forces estimated by the RYSEN. Please note that the offset(*) is given with the measured forces and
not the estimated forces.

Overview of experiments: F-x F-y F-z D-x D-y D-z

εt - RMS - x (N)
Mean 10.35 2.96 0.52 3.42 1.41 1.73
Max 17.62 5.26 1.24 4.51 1.61 2.03

εt - RMS - y (N)
Mean 0.92 8.09 1.60 1.60 5.08 1.71
Max 2.02 10.41 1.93 1.77 5.69 2.37

εt - RMS - z (N)
Mean 29.92 20.53 27.13 21.92 9.12 38.82
Max 37.13 37.13 31.93 37.20 25.28 40.48

εest - RMS - x (N)
Mean 6.65 4.43 0.44 1.86 5.56 1.70
Max 19.65 7.48 0.93 13.11 22.49 2.72

εest - RMS - y (N)
Mean 1.49 13.58 11.11 8.42 6.73 7.09
Max 3.56 25.29 13.11 9.96 14.21 9.59

εest - RMS - z (N)
Mean 16.82 15.11 13.96 14.33 13.50 18.13
Max 20.19 18.26 22.49 16.51 15.02 18.86

Bandwidth (Hz)
Useful freq. 0.4 0.6 0.4 - - -
Half-power 2.3 1.3 1.2 0.9 - -

Offset (N)*
Mean abs. 2.28 5.34 32.80 0.40 2.70 31.50
Max abs. 10.62 15.41 38.61 1.10 3.71 32.91

5.7. Non-nominal cases: overview
The limited number of non-nominal tests and the presence of estimation errors make it difficult to have
strong conclusions on the influence of configuration on performance. Initial hypotheses are given: First, a
lower BWU seems to lower the estimation and tracking errors. Also for the disturbance rejection experiments
it seems to lower the gain. This could be explained by the observations made in Section 3.5.4.

Second, the edge location and introduction of force bias does not seem to notably change performance.
Chapter 3 showed that the unloading force and horizontal location indeed have a smaller influence on the
stiffness matrix. Finally, the described influences of vertical location could also be explained by Section 3.2.2.
The influence of the high (straps) and low location on the stiffness matrix seems to be present, but any con-
clusions on it might be premature.

5.8. Discussion
5.8.1. Dominant behaviour
The results indicate that the estimation error was dominant to the performance limitations of the RYSEN. The
analyses used in previous chapters assumed a static model, rather than a model with sensing and actuation.
These analyses gave an indication on configurations that could affect the performance. However, the effect
of the configuration tends to be smaller than the uncertainty of the force estimation. Depending on the num-
ber of possible configurations, it might have been easier to perform pilot studies rather than doing similar
analyses.

5.8.2. Test improvements
Future tests could be improved with several alterations. First, introducing damping to the endpoint of the
test setup might imitate the conditions of human testing more and alleviate the instability problems that oc-
curred. With human testing the instabilities in y-direction are also observed, but smaller than when using
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this stiff test setup. Also, the ball-joint and rod will be replaced by a square tube with a fixed endpoint, as it
more closely resembles the connection to the body.

Finally, the force output tests seem to be useful to capture the behaviour of the RYSEN. However, it is sug-
gested that the disturbance rejection tests could be designed for faster walking subjects (1.6 ms−1), meaning
higher frequencies. Increasing the BWU can also amplify the effect of disturbances, which allows the RYSEN
to demonstrate how it will mitigate those larger disturbances.

5.9. Conclusion
The force bandwidth was determined and lower than expected by the developers, which was 5 Hz for the
lateral directions and 2 Hz for the vertical direction. However, these bandwidth requirements were chosen as
best-possible-outcomes. Using the estimated frequency responses, the force output half-power bandwidth
is 2.3-1.3 Hz for the x- and y direction and 1.2 Hz for the z-direction. Disturbance rejection seems sufficient
in x-direction, but not in y-direction (unstable) and z-direction (too low control gains).

The force estimation error is expected to be the main limitation of the performance. Simply said, the RY-
SEN ‘thinks’ it performs better than the measured results indicate. The force estimations of y- and z-direction
seem the most problematic.

The tracking error in z-direction is not completely explained by the estimation error. It is assumed that the
force tracking in z-direction can be improved by increasing the control gains.

Unstable behaviour was observed for the tests in y-direction, which can be partly explained with the use of a
stiff test setup, instead of a human subject with lower stiffness and higher damping characteristics. Methods
of improving the tests were given in the discussion.
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Summary of discussions

6.1. Overview
This chapter summarizes the discussions presented in the previous chapters. Here, the limitations and im-
provements of the analytical and experimental methods are discussed. It also states the contribution of this
work to the field of performance evaluation of BWS systems.

6.2. Analytical methods
Limitations and improvements on the analytical methods from Chapter 2 and 3 are given: First, a static model
representing the RYSEN was used for the analyses. This approach allows for a simplified, yet thorough evalu-
ation. However, the results from Chapter 5 show that the influence of force estimation in the RYSEN is high,
which was not included in the chosen model. The model could be extended to include motor dynamics,
sensing limitations and other non-linear characteristics. However, such extensions would increase the com-
plexity of the model and results. It is unsure if this additional complexity would add to the conclusions that
were derived with the simplified model.

The presented analytical methods from Chapters 2 and 3 are a useful tool that derived the experimental
methods in Chapter 4. However, the current performance did not allow to prove that the conclusions from
the analyses are valid for actuated systems. For this version of the RYSEN, the influence of configuration is
less present than the sensing and control errors. In other words: You can show the performance of the RYSEN
with these experiments, but you cannot prove the methods of non-linearity and configuration sensitivity with
these experiments yet. However, initial results of the non-nominal cases do indicate the expected influence
of the location and unloading force, based on the stiffness matrix (Sec. 3.2.2) and connection to the harness
(Sec. 3.5.4).

The maximum absolute and relative linearization errors (Chapter 2) are chosen as the uncertainty range of
testing for one direction at a time and adding responses. This is valid for static systems, but also a conservative
measure. This is conservative because the maximum combination of disturbances are used, for a static model
without any presence of force modulation. Furthermore, the relative linearization error increases when lower
forces are reached. This makes it a difficult metric to interpret without the absolute linearization error and
vice versa. Therefore the combination of both metrics gave a proper overview of the linearization error.

The sensitivity analysis (Chapter 3) was shown to be a useful tool for determining the most important con-
figurations. The results depend on the chosen method (LSA versus GSA), range (top, bottom, complete) and
weight factors on the stiffness matrix. Variance-based sensitivity analysis allowed for a complete overview
of sensitivity and interaction between configuration parameters. However, this ’black-box’ approach might
require prior knowledge to be interpreted correctly.

41
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6.3. Experimental methods
In general, the experimental methods were deemed well-chosen and showcased the performance and limi-
tations of the RYSEN for a set of realistic forces and disturbances. The influence of BWU (in the centre) and
z-location (along the workspace) are the most interesting configurations to test more thoroughly. This was
also suggested by the analyses of Chapter 3.

Future tests can be improved based on the results and observations, as described in Section 5.8.2. These
improvements include adding damping to the endpoint and increasing the frequency of perturbation based
on normal walking, instead of slower walking speeds.

Other tests could be added to show performance characteristics. First, for the disturbance rejection test, a
fixed disturbance amplitude and continuously increasing frequency can show when the system becomes un-
stable or when its errors would be unacceptable. This additional test does not allow for conventional system
identification, but does show the limits of performance. Similar tests were done by Hidler et al. [13] with the
ZeroG. Second, the evaluation can be performed with subjects, similar to Vallery et al. [19] for the FLOAT.
However, only forces estimated by the RYSEN can be measured. The current version of the RYSEN shows
substantial force estimation errors, making the results of subject testing less accurate.

6.4. Contributions to the field of performance evaluation
This work provided the following contributions to the field of performance evaluation of body weight support
systems or, more generally, of suspended cable-driven parallel mechanisms implementing force control.

First, analytical methods and metrics were derived to determine the required directions and configurations
for performance evaluation. Other systems can use the same methods and metrics to derive similar sug-
gestions for experimental design. The analyses give a conservative metric for non-linearity, based on static
spring systems subjected to realistic disturbances based on human walking. The analyses also give a metric
for sensitivity of configurations on system characteristics.

Second, the experimental methods can directly be implemented for other cable-driven BWS systems. The
types of experiments, metrics, input signals, test setup and visualization of results are derived based on hu-
man walking and support strategies. Only the chosen configurations are typical for 3D overground BWS sys-
tems and based on the results of Chapter 3. The experiments are based on three modes of operation: static
force tracking, dynamic force tracking and disturbance rejection or zero-impedance mode.

Finally, the reconfigurable test setup that was developed allows for objective performance evaluation and
system identification. The setup makes use of an external sensor and has the option to give a sinusoidal dis-
turbance with an amplitude range of 0.01 to 0.05 m. This setup requires no costly linear actuators, as was
observed in other studies [13, 14]. Other human-machine interfaces using force control can use this setup for
systematic performance evaluation.
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Conclusions

The following potential challenges were identified for the performance evaluation of body weight support
systems: (1) exciting the system in one direction at a time, (2) configuration selection and (3) visualization of
results.

First, a metric of non-linearity was proposed and applied for non-linear static spring models, representing
body weight support systems. This showed that a 2D simplified RYSEN model has a maximum absolute lin-
earization error of 11 N and a maximum relative linearization error of 3 % for the range of configurations and
disturbances. These metrics can be taken as uncertainty ranges when adding system responses from testing
in one direction at a time.

Second, methods were proposed to derive the most important configurations for performance evaluation.
Variance-based sensitivity analysis was applied to a weighted stiffness matrix where the weight factors are
based on the disturbing moment around the base of support. This method indicates that the vertical location
changes the behaviour of the simplified RYSEN model more than the horizontal location. It also showed that
the influence of unloading force changed the output behaviour, but this only needs to be assessed in one
location of the workspace.

Experimental methods are proposed to assess the performance of the RYSEN. These methods are based on
human walking and support strategies and can be applied to any overground BWS system. Three experiments
and their respective input signals were derived: static force tracking, force output tracking and disturbance
rejection. The frequency response (gain, phase, offset), tracking and estimation errors were chosen as output
metrics. A test setup was developed to objectively obtain these metrics for relevant input signals. The pro-
posed experiments and test setup were able to characterize the RYSEN.

The performance of the RYSEN shows that the force output bandwidth is 2.3-1.3 Hz for the x- and y-direction
and 1.2 Hz for the z-direction, using the estimated forces of the RYSEN. For the disturbance rejection exper-
iment it showed better performance in x-direction than in z-direction. Disturbing the system in y-direction
often resulted in unstable behaviour when using this test setup. The force estimation is seen as the main
limitation of performance. Taking the maximum RMS error over the frequency range gave estimation errors
up to 20, 25 and 25 N for the x-, y- and z-direction respectively.

The results of the RYSEN did not allow to prove the influence of (1) system non-linearity and (2) configuration
selection yet, as the force estimation error was dominant in output behaviour. The influence of non-nominal
configurations did seem to agree with prior analyses, but more testing is required with future versions of the
RYSEN.

Future work includes improving the experimental methods by increasing the speed of disturbance and mak-
ing minor physical alterations to the test setup. These improvements will be implemented and tested with a
new version of the RYSEN that has improved sensing and control performance.
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A
Appendix: Variance-based sensitivity

analysis

The sensitivity indices from Chapter 3 are calculated as follows [25]: Given an output model Y = f (X1, X2, ..., Xk )
with generic factor Xi has a first-order sensitivity index.

Si =
VXi (EX ∼i (Y |Xi ))

V (Y )
(A.1)

V (Y ) =VXi (EX ∼i (Y |Xi ))+EXi (VX ∼i (Y |Xi )) (A.2)

where VXi (·) takes the variances of argument (·) over Xi , EXi (·) takes the mean of argument (·) over Xi , X ∼i

denotes the matrix containing all factors except for Xi , finally (Y |Xi ) denotes the output function for which
Xi is kept constant. For this denotation, the numerator contains the first order variance, ranging from 0 to
V (Y ). This can be interpreted as the ’expected reduction that would be obtained if Xi would be fixed.’ In the
denominator you have the first order variance and the so-called residual. This shows the total variance when
all factors Xi are varied over their respective range.

The total effect index is calculated as follows:

STi =
EX ∼i (VXi )(Y |X ∼i )

V (Y )
= 1− VX ∼i (EXi (Y |X ∼i ))

V (Y )
(A.3)

here the numerator VX ∼i (EXi (Y |X ∼i )) gives the first order variance of all factors except for Xi , which is sub-
tracted from the total possible variance. Numerical estimators are used to calculate the expressions in equa-
tion A.1 and A.3 based on best case practices for efficiency and accuracy. In the toolbox of Cannavo [27] the
estimators of Saltelli et al. [25] are used:

VXi (EX ∼i (Y |Xi )) ≈ 1

N

N∑
j=1

f (B) j ( f (A(i )
B ) j − f (A) j ) (A.4)

EX ∼i (VXi )(Y |X ∼i ) ≈ 1

2N

N∑
j=1

( f (A) j − f (A(i )
B ) j )2 (A.5)

This consist of two sets of matrices (A,B) with N quasi-random samples of i = 1. . .k parameters. Matrix A(i )
B

consist of matrix A where column i is replaced by column i of matrix B.
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B
Appendix: Test protocol

B.1. Protocol and safety during the experiments
B.1.1. Protocol

• Put setup in desired configuration

Position the RYSEN to fit the straps to the test setup

Select desired unloading force - force control mode

Check location of RYSEN again

If needed, winch the spring to its desired length, such that it counteracts the unloading force

• Safety check

Device in position

Force control mode on

Correct experiment selected

Ready to capture data

• Start capturing sensor and RYSEN data

• Wait 5 seconds for static force measurement

• Start step-wise perturbation protocol

• End protocol or hit emergency button

• Stop capturing RYSEN data

• Save captured data

• Repeat in new configuration, direction or disturbance set

B.1.2. Checks in-between tests
• Check if setup moved

• Check the strap length

• Check for slip in motor coupling

• Check if all data is collected
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Appendix: Additional figures

C.1. Force output experiment: non-nominal cases
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Figure C.1: Results for the force output experiment, x-direction non-nominal cases. The figures show the frequency responses of the
measured and estimated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.
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y-direction:

(a) Low body weight unloading
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Figure C.2: Results for the force output experiment, y-direction non-nominal cases. The figures show the frequency responses of the
measured and estimated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.
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z-direction:

(a) Low body weight unloading
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Figure C.3: Results for the force output experiment, z-direction non-nominal cases. The figures show the frequency responses of the
measured and estimated forces. The markers indicate the measurement points. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.



54 C. Appendix: Additional figures

C.2. Disturbance rejection experiment: non-nominal cases
x-direction:
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Figure C.4: Results for the disturbance rejection experiment in x-direction with non-nominal cases. The figures show the nominal
frequency response together with the non-nominal cases measured in a single point. The dot markers indicate the measurement points
of the nominal cases. The stars indicate the respective non-nominal cases. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.
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y-direction:
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Figure C.5: Results for the disturbance rejection experiment in y-direction with non-nominal cases. The figures show the nominal
frequency response together with the non-nominal cases measured in a single point. The dot markers indicate the measurement points
of the nominal cases. The stars indicate the respective non-nominal cases. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.
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z-direction:
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Figure C.6: Results for the disturbance rejection experiment in z-direction with non-nominal cases. The figures show the nominal
frequency response together with the non-nominal cases measured in a single point. The dot markers indicate the measurement points
of the nominal cases. The stars indicate the respective non-nominal cases. The black lines indicate the half-power limit. The offset
shows the force offset of the sine-fit.
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