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ARTICLE INFO ABSTRACT

Keywords: Vegetation meadows in coastal waters are a key constituent of a future green defense package due to the
Wave-vegetation interaction ecosystem services they provide and the potential to attenuate wave energy. To numerically describe the
Vegetation dynamics vegetation dynamics under wave action, this paper presents a novel application of a numerical coupling for

Fluid—elastic structure interaction
SPH-FEA coupling

DualSPHysics

ProjectChrono

solving fluid-elastic structure interactions (FSI) problems involving ultra-thin elements in a 3-D environment.
The extended two-way coupling employed in this work combines the mesh-free Smoothed Particle Hydro-
dynamics (SPH) method in the DualSPHysics code to solve the fluid flow, and the Finite Element Analysis
(FEA) structural solver in Project Chrono to solve the structural dynamics. To represent the vegetation, a
flexible structure based on the Euler-Bernoulli beam model is used. The beam element is embedded into the
SPH domain using an envelope subdomain that is discretized using dummy boundary particles. As such, this
dummy envelope serves as a decoupling interface for the geometrical properties of the structure, allowing for
ultra-thin structures smaller than the initial inter-particle distance (dp). The numerical approach is validated
against an experimental setup including a flexible blade swaying under the action of an oscillatory flow. The
results demonstrate that the numerical model is able to resolve the wave-vegetation interaction problem.
Furthermore, additional insights into the blade dynamics reveal that the swaying velocity increases linearly
along the length, with the upper part swaying at a speed comparable to the fluid velocity while the stem
remains relatively stationary. Additionally, the findings indicate that rigid vegetation experiences higher forces
per unit length, and in systems with substantial swaying motion, energy dissipation predominantly occurs
around the lower base of the vegetation.

1. Introduction shallow waters in the littoral zone where light is abundant (Ralph et al.,
2007). They form meadows that can occupy large areas of seabed, ex-

Coastal hazards caused by increased storm frequency and intensity, clusively in sandy or muddy sediments (Hemminga and Duarte, 2000).
along with accelerating sea level rise and urban development pose Seagrasses reduce erosion and limit sediment resuspension through the
a threat to coastal communities and property worldwide (Glavovic roots and rhizomes that grow beneath the sediment layer (Koch et al.,
et al., 2022). To counterbalance the increased risk, a diverse adaptation 2006). In the water column, the vegetation stems interact with the
strategy consisting of conventional, hard infrastructure, combined with oscillatory flow through a swaying motion (Luhar et al., 2010, 2013).

nature-based coastal defense systems, is able to offer a reliable and . L . .
. . . This wave-vegetation interaction reduces the wave height through
cost-effective solution (Narayan et al., 2016; Vuik et al., 2016). Coastal

ecosystems such as seagrass meadows are an example of a green solu-
tion that can substitute (or complement) artificial structures for coastal
defense systems (Ondiviela et al., 2014). Seagrasses naturally occur in

the generated drag that attenuates wave energy (Nepf, 1999). The
reduction in wave heights has been documented in data collected
from field measurements (e.g., Zostera noltii Paul and Amos, 2011, and
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Zostera marina Reidenbach and Thomas, 2018) and laboratory studies
(e.g., experiments using mimic vegetation Stratigaki et al., 2011; Hu
et al., 2014).

To scale up the utilization of vegetation meadows in future coastal
defense systems, an explicit quantification of its effectiveness in sup-
pressing wave energy under different flow conditions is required. Field
measurements and physical experimental campaigns do offer insights
into the characteristics of the flow. Nevertheless, on the downside, they
require a lot of effort and resources. Numerical models, on the other
hand, are a good alternative that can test a wide range of parame-
ters within controlled environments and offer an in-depth view over
the kinematics and dynamics. Numerical methods used in simulating
wave-vegetation interaction can be classified into four main categories,
characterized by: (i) using a porous medium (Hadadpour et al., 2019;
Zinke, 2012); (ii) tuning the bed roughness factor (Chen et al., 2007;
Augustin et al., 2009); (iii) using the drag force approach (Suzuki et al.,
2019; Dalrymple et al., 1984); and (iv) modeling the flexibility using
a structural solver (Paquier et al., 2021; Chen and Zou, 2019; Mattis
et al., 2019; Yin et al., 2021; Zhu et al., 2020).

In the porous medium approach, the vegetation patch is modeled
by fitting a porosity value equivalent to the proportion of pore space
to total volume. The porosity value varies according to the vegetation
patch characteristics and is determined through a fitting parameter.
For instance, (i) (Hadadpour et al., 2019) calibrated the porosity value
based on the leaf area index: a dimensionless parameter that accounts
for vegetation length, leaf width and density; and (ii) (Zinke, 2012)
used specific surface area and specific permeability terms. Another
method is to model the energy dissipation through modifying the drag
component in the bottom shear stress equations (Chen et al., 2007).
There are several formulations used to calculate the modified drag
coefficient term, such as the analytical solution presented in Kobayashi
(1993) and further extended in Mendez et al. (1999) and Mendez and
Losada (2004), and the modified drag coefficient equation presented
in Nepf (1999) . All these formulations can successfully model the en-
ergy dissipation, but they remain limited in accuracy and applicability
to a range of parameters such as flow features (e.g., Reynolds number)
and vegetation characteristics.

A more explicit method involving the drag coefficient is the cylin-
der approach (Dalrymple et al., 1984) in which vegetation stems are
represented using rigid cylinders. Subsequently, the energy dissipation
is computed through the drag force expressed by the Morison equa-
tion (Morison et al., 1950). Suzuki et al. (2019) implemented this
method into the non-hydro-static wave resolving code (SWASH, Zijlema
et al.,, 2011), further extending it to account for inertial forces and
porosity. The accuracy of this method remains sensitive to the drag
coefficient (Cp) and the added mass coefficient (C,,) values that are
determined either experimentally, or by using semi-empirical formu-
lations (Keulegan and Carpenter, 1958; Sarpkaya and O’Keefe, 1996).
Deriving the energy dissipation term in the fluid domain based on the
assumption of rigid vegetation overestimates the wave attenuation by
up to 70% (van Veelen et al., 2020).

Therefore, it is necessary to take flexibility into account by em-
ploying coupled fluid-structure interaction models. Kutija and Hong
(1996) were among the first researchers to represent flexible vegetation
using the cantilever beam theory. Several other papers have applied
a similar principle to capture the vegetation flexibility by resolving
the motion using structural solvers (Marjoribanks and Paul, 2022;
Marjoribanks et al., 2014; Mattis et al., 2019; Brzenski and Davis, 2021;
Mullarney and Henderson, 2010; Luhar and Nepf, 2016; Zeller et al.,
2014; Paquier et al., 2021; Zhu et al., 2020; Yin et al., 2021). These
models provide an accurate method to account for energy dissipation
(e.g., simulating flexible vegetation with SWAN Yin et al., 2021), and
they can also be applied to study the dynamics of a single blade under
waves (e.g., Luhar and Nepf, 2016; Zhu et al., 2020) and combined
wave-current systems (e.g., Zhu et al., 2020; Zeller et al., 2014).
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To accurately capture the wave—vegetation interaction using numer-
ical models, coupled fluid-structural solvers should avoid the use of
any fitted parameters such as drag coefficient (C;) and beam mechani-
cal properties. This implies increased complexity, adaptive re-meshing
tools, and numerically expensive simulations given the disparity be-
tween dimensions of the fluid domain and the very thin structural
elements. The nature of the fluid—structure interaction problem in
coastal environments involves violent flows and large structural de-
formations. It is in such conditions that Lagrangian solvers become
advantageous over conventional mesh-based approaches. In fact, the
Smoothed Particle Hydrodynamics (SPH) method (Monaghan, 1992)
has been recently developed into well-established solvers for fluid—
elastic structure interactions (FSI) dealing with violent flows impacting
structures (e.g., flexible vegetation Paquier et al., 2021, hydro elastic
slamming Khayyer et al., 2018). By definition, such models exclusively
employ the SPH method to resolve the fluid flow, whereas the kinemat-
ics of the solid particles are solved by either using an SPH formulation
or a mesh-based approach.

Unified framework models that employ the SPH method to solve the
structural dynamics (O’Connor and Rogers, 2021; Khayyer et al., 2018,
2021) are easier to integrate into SPH codes and require no special
treatment for the boundary interface (Khayyer et al., 2018). Partitioned
models, which resort to separate solvers for the structural dynamics
do have their advantages in terms of robustness and maturity (Fourey
et al., 2017; Capasso et al., 2022; Yang et al., 2012). Additionally, they
can be advantageous in terms of accuracy since they are configured us-
ing a structural resolution that is independent (larger or finer) from the
SPH resolution. The first instance of successfully using a coupled SPH
model to simulate the wave-vegetation interaction has been recently
published in the work of Paquier et al. (2021). The coupled model
uses a partitioned approach, which relies on the slender rod theory
to reproduce the swaying motion of the vegetation while the fluid is
resolved using the SPH method. This is achieved through applying a
scaling law to accommodate the thin vegetation elements. Otherwise,
these thin elements would be out of the computational range of the
model due to difficulties with resolving the small thickness in the
numerical discretization.

In view of the characteristics of the fluid-elastic structure interac-
tion problems confronted in resolving vegetation dynamics, the objec-
tive of this work is to introduce a novel embedded method which is
able to capture the transfer of forces and vegetation dynamics using
the SPH method. The embedded approach presented utilizes the two-
way coupling framework introduced in Martinez-Estévez et al. (2023b)
and extends its applications to allow for the modeling of flexible
elements in 3-D.The model aims to simulate ultra-thin beam elements
with a thickness smaller than the initial inter-particle distance (dp)
by introducing the beam into the fluid domain through a coupling
interface known as the dummy envelope. The two-way coupling scheme
is introduced into DualSPHysics, an open-source software based on
the SPH method (Dominguez et al., 2022) and released under the
GNU Lesser General Public License (LGPL). DualSPHysics supports
numerical wave paddles and is able to generate a wide range of
wave conditions (Altomare et al., 2017; Dominguez et al., 2019).
Moreover, it has been successfully utilized as an engineering tool for
modeling coastal processes such as wave impacts on coastal structures
and overtopping (Altomare et al., 2020; Suzuki et al., 2022; Gruwez
et al., 2020; Zhang et al., 2018). For resolving multiphysics problems,
DualSPHysics is also coupled to Project Chrono library (Tasora et al.,
2016) to accommodate complex mechanical systems and multi-body
conditions (Martinez-Estévez et al., 2023a). In addition, a coupling
between DualSPHysics and the multiphysics library to solve FSI was
presented in Martinez-Estévez et al. (2023b).

This paper addresses the need for a numerical tool able to solve
fluid-elastic structure interactions to investigate the vegetation dynam-
ics and response to oscillatory flow. The numerical model is based on an
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embedded approach which utilizes a dummy envelope to include ultra-
thin structural elements into a large-scale fluid domain. The structural
element is based on the Euler-Bernoulli beam and requires minimal
computational effort regardless of the global SPH resolution (dp) used.
In the following sections, the coupling is described with more details
(Section 2) and then validated against 3-D experiments in Section 3.
The blade dynamics and interpretation of the results are presented in
Section 4, followed by limitations and future directions in Section 5,
with conclusions to follow in the last section.

2. Methods
2.1. SPH formulation

In the SPH method, the governing equations are discretized in space
using particles referring to data points where physical quantities such
as velocity, pressure, position, and density are defined. The dynamics
of the particles are computed based on the physical quantities of the
neighboring particles. A distance function controls the list of neighbor-
ing particles. To solve the motion of the particles, the neighbor list is
computed and the physical quantities are updated at each time step.

In fluid mechanics, the differential form of the Navier-Stokes (NS)
equations can be rearranged into an equivalent form suitable for the
SPH method using a continuous integral function, termed “kernel func-
tion, W”. The kernel can be used to represent any function f(r) in a
domain £ by:

f(r)= / f(’l)W(r - r,,h)dr’ 'e))

For a set of particles, N, Eq. (1) can be solved for a particle a, with
the summation including all neighboring particles, b, that fall within
the influence radius defined by the smoothing length h (Eq. (2)):

fra=Y f(rb)?vv(r,, —rh) @
j b

where the physical quantities mass and density of the particles are de-
noted by m and p, respectively. In this study, the fifth order Wendland
kernel (Wendland, 1995) given by Eq. (3) is used:

4
(1—3’) (2g+1) 0<q<2,
0 2<q

W(r,h) = ap 3)

where q is equal to the ratio between the distance (r,,) separating the
two particles a and b and the smoothing length h. The value of « is
7/4z in 2-D and 21/16x in 3-D.

The mass and momentum conservation equations for fluid mechan-
ics in a continuum are expressed using the Lagrangian form of the
Navier-Stokes equations in continuum, expressed as:

dp

L= V. 4
T pV.v ()]
ﬂ:—1VP+g+F+D %)
dt p

where v, g, and P, are the velocity vector, gravity, and pressure,
respectively; the dissipation terms are denoted by I', and the numerical
density diffusion term by D. The Laminar viscosity (Lo and Shao, 2002)
and Sub-Particle Scale (SPS) Turbulence (Gotoh et al., 2001; Dalrymple
and Rogers, 2006) are the dissipative models utilized in this study. For
brevity, these models are denoted as laminar + SPS in the following
sections of the paper. The laminar viscosity term can be expressed as:

4voray - VW,
WV2v, = Z m, 0“”—2““172 n (6)
b (pp + Py, +11°)

where v, is the kinematic viscosity of the fluid (10-® m? s~! for water)
and the parameter # = 0.001h2, used to avoid zero values when the
distance (r,,) is very small. By defining the dissipative term in the
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momentum equation using Eq. (6) and adding the SPS stress tensor r,
Eq. (5) can be rewritten as:

dv
dt
The work of Dalrymple and Rogers (2006) describes the implementa-
tion of the SPS stress tensor in DualSPHysics using Einstein notation
over directions i and j:

= lvpigayviv, + s %)
p p

ij . L .
T = 2ugpe(ST - %S’/(S”) - %CIAZSij|S” ©)]
p

‘2
where 4 is the initial inter-particle distance (dp), and C; is set to
0.00066 (following Blin et al., 2003 and as mentioned in Dalrymple
and Rogers, 2006). The eddy viscosity term is defined as vgpg =
[CsA]Z‘S"f ‘2, with C; = 0.12 being the Smagorinsky constant (Smagorin-
sky, 1963). The local strain rate |S¥ | = 1/2(2587S)!/2 with S¥ being
the strain tensor computed using the i and j components of the ve-
locity field. By replacing the laminar and SPS dissipation terms, the
momentum equation (Eq. (9)) is expanded into:

dv P, + P,
dla:;mb< a>vaVVab+g

PpPa

4vorap - VW,
+Zmb( 0"ab a"’ab >Vab (9)
b

(pp + P2, +1%)

b e
1 1
+2m,,<p—; + p_;>ViWab+D
b a

DualSPHysics is implemented using the weakly compressible form
of SPH (WCSPH) (Monaghan, 1994) for fluids. This formulation couples
the density and pressure fields by using Tait’s equation of state (Batch-
elor, 2000) to determine the fluid pressure, P; all while allowing for
small fluctuations in the density field. The pressure equation is shown
in Eq. (13):

2
po P [(ﬁ)y_l] (10)
Y Po

where p, is the reference fluid density (1000 kg m~3), y is the polytropic
constant (default value of 7 is used), and c, is the speed of sound.
Abrupt non-physical fluctuations of the density field might arise due
to this formulation. To counteract this, DualSPHysics includes an addi-
tional diffusion term in the continuity equation. The density diffusion
term (D) acts as a low-pass filter for upper-bound noise with low
amplitude (Fourtakas et al., 2019).

2.2. FEA solver

Project Chrono is a C++ library that supports multiphysics simula-
tions and operates under a BSD-3 license. Its core module includes a
Finite Element Analysis (FEA) structural solver that enables the simu-
lation of flexible structures (Tasora et al., 2016). This solver enables
the simulation of flexible structures and implements a non-linear FEA
through a co-rotational (CR) approach, as described in Felippa and
Haugen (2005). Using this method, the deformable elements in the
simulation can undergo significant deformations and rotations. The
library also employs corotated 3-D Euler-Bernoulli to solve the flexible
elements, which draws on the formulation introduced in Rankin and
Nour-Omid (1988).

To model 3-D beams in simulations, they are divided into segments
attached through nodes. The number of segments is denoted by N|,
while the number of nodes is N, + 1. Each segment is represented as
a 3-D Euler-Bernoulli beam, while the beam nodes are finite elements
with six degrees of freedom (DOF). However, it should be noted that
this approach works best when the shear effects are not significant.
Users can define various section material properties such as density
(p,), damping (C,), Young’s Modulus (E), and Poisson’s ratio (v,) to
model the structure according to their specific requirements. By varying
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Embedded ©® Dummy envelope
beim ® Fluid particles

Fig. 1. Artist impression depicting the embedded beam inside the dummy envelope.

Table 1
Physical parameters of the numerical setup.

Hydrodynamic conditions

Wave amplitude (a,) [+0.10 cm] 3.90
Wave period [+0.10 s] 2.00
Water depth [m] 0.30
Wavelength [m] 3.25

Blade properties

Length [m]
Thickness [+0.00004 m]
Width [+0.0005 m]

Young’s modulus [+0.08 GPa]

Density [+10 kg m~3]
Poisson ratio [m s7!]
Damping [C;]

0.05, 0.10, 0.20
0.0004

0.02

0.93

950

0.46

0.0075

these parameters, users can control the behavior of the beam elements
in the simulation. For instance, adjusting the density will affect the
mass of the beam and its response to external forces, while the Young’s
modulus determines its stiffness. The Poisson’s ratio, on the other hand,
affects the lateral deformation of the beam when it is subjected to
axial loads. In summary, by defining these properties, users can create
accurate simulations of 3-D beams using finite elements.

2.3. Coupling procedure

The numerical communication protocol between the two solvers
is built over the novel implementation of the two-way coupling be-
tween DualSPHysics and the FEA module of Project Chrono presented
in Martinez-Estévez et al. (2023b). In this study, the coupling is ex-
tended to provide support for 3-D simulations, thereby expanding the
capabilities towards engineering applications. The flexible structure
is introduced into the fluid domain through a dummy envelope dis-
cretized using boundary particles. While the height and width of the
dummy envelope are identical to the dimensions of the embedded
beam; the thickness is not restricted by any measurement, under the
condition that a minimum value necessary for accurate fluid-force
computations is used. A visual layout of the coupling is shown in Fig. 1.
The pathway to solve the FSI in a single SPH time step (4tgpj) is shown
in Fig. 2. First DualSPHysics computes the forces F exerted by the fluid
on the structure. This is obtained by summing up the contribution of all
neighboring fluid particles by applying Egs. (11) and (12) (Dominguez
et al., 2022):

dv _ duab
ek = 2 Mg, an
beF
dv
F= a 12
2 ", a2

where v is the velocity, a € K refers to dummy boundary particles and
b € F refers to the fluid particles.
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The computed forces are communicated to Project Chrono and
applied to the nodes. The structural deformations of the beam element
are solved during a Atgpy by iterating multiple internal time steps
(Ateg). Afterwards, Project Chrono transfers back the updated node
positions (R) to DualSPHysics. The positions of the dummy particles
are reshuffled accordingly to represent the deflected shape of the
structure in the SPH domain. This pattern is repeated for every time
step (Atgpy) until the maximum time of the simulation is reached. The
work presented by Martinez-Estévez et al. (2023b) provides a detailed
description of the coupling framework.

In the framework of this coupling, vegetation dynamics is addressed
by resolving the balance between external excitation forces and internal
resistance forces. In this case the external forces are made up of
gravity, buoyancy, and the hydrodynamic forces applied by the waves.
These are computed within the SPH environment using the standard
SPH kernel. The internal resistance is calculated by assuming that the
vegetation behaves like a cantilever beam of uniform stiffness (Euler—
Bernoulli beam). As such the deflection along the beam is calculated
using the following equation:

4(0) = —$(x) (El @) a3)
X

where ¢(x) and ¢(x) represent the transverse load at position x and
the displacement at position x respectively; E represents the Young’s
Modulus, and I represents the second moment of inertia of the cross-
section. The product of E and I is referred to as the flexural rigidity.
When solving the system, the mass, damping, and stiffness matrices are
incorporated.

3. Results: numerical model validation

The numerical model is applied and validated using experimental
results of a flexible blade swaying under the forcing of a wave-induced
oscillatory flow. The experimental setup is described in Luhar and Nepf
(2016) and consists of a flexible plastic polymer blade fixed on top of
a trapezoidal measurement box situated in the center of a 24 m-long,
38 cm-wide, and 60-cm-deep wave flume fitted with a paddle wave
maker. Regular waves are generated until a periodic blade motion is
achieved, and the blade-tip excursions, horizontal water velocity, and
horizontal force component are measured.

The wave conditions and blade geometric and mechanical proper-
ties are shown in Table 1. Three sets of experiments with identical
wave conditions and different blade lengths: (i) I = 0.05 m, (ii) I =
0.10 m, and (iii) I = 0.20 m; are used for validation. To optimize
the numerical runtime, the wave tank is scaled down, maintaining a
distance of approximately one wavelength (L) between the paddle and
the blade, and half a wavelength (1/2 L) between the blade position and
the absorption beach. In the y-direction, a clearance of two blade width
(b) is maintained to minimize interference from the lateral boundaries.
The schematic of the numerical wave flume is shown in Fig. 3.

3.1. Hydrodynamic conditions

Prior to comparing the transfer of forces and blade excursions, the
numerical tank setup is tested without the flexible blade to ensure
proper wave propagation and accurate velocity fields. The numeri-
cal wave tank is created using an inter particle spacing, being dp =
0.004 m. On one side of the tank, the wave paddle is placed at an
adequate distance from the blade location to ensure proper wave prop-
agation. On the other side, a numerical beach with velocity damping
is created to absorb the incident waves and limit reflection. The lateral
boundaries are configured using periodic conditions, with a total lateral
clearance of 12 cm, equivalent to 6 plate widths. The setup adds up
to 3.6 million particles and takes approximately 1.15 h toruna 1 s
simulation on a GPU NVIDIA A100-SXM4 80 GB. To achieve a fully
developed wave field and attain a periodic steady state, the simulation
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Fig. 2. Coupling scheme between DualSPHysics and Project Chrono.
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Fig. 3. Definition sketch of the numerical wave tank used to validate the experimental setup.

time is set to 25 s, allowing for an initial ramp-up period and 6 wave
cycles.

Second order wave generation theory is used and the surface eleva-
tion is recorded using a numerical wave gauge placed at the location
of the flexible blade. The horizontal velocity component is recorded
15 cm upstream of the flexible blade, starting from a minimum vertical
position of 0.04 m (corresponds to the base of the blade). The locations
chosen for measuring surface elevation and velocity follow the experi-
mental setup, ensuring minimal interference between the blade and the
measurements.

The measured surface elevations and horizontal wave velocities
are shown in Fig. 4. The data acquired during the ramp-up period is

plotted using light blue, while bold blue is used for the fully developed
fields. To confirm that the paddle displacements are generating the
target wave field, the plot also includes the theoretical surface elevation
calculated using Stokes theory and displayed using a dashed navy blue
line. The wave amplitude (a,,) is calculated for 6 wave cycles (bold blue
line in upper plot) and equals to 3.99 cm with a reflection coefficient of
0.05; a perfect agreement with the experimental data (3.90 + 0.10 cm).
The horizontal velocity component, u,,, is plotted in the lower panel of
Fig. 4, and has an average positive maximum magnitude of 0.202 m/s.
This is in agreement with the maximum positive horizontal velocity
measured in the experiments and equals to 0.206 m/s (displayed using
the dotted black line in the lower panel of Fig. 4). For a detailed
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Fig. 4. Numerical results for the validation of the hydrodynamics (DualSPHysics): top
panel shows the surface elevations, and lower panel shows the horizontal velocity
component(u,,). The light color refers to data acquired during the ramp-up period, and
the bold color refers to fully developed wave cycles. (No blade in position).
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Fig. 5. Horizontal wave velocity component (u,,) computed using DualSPHysics plotted
against experimental data obtained using PIV optical measurement technique (Luhar
and Nepf, 2016). Measurements are plotted for a total duration of 6 s and refer to 3
cycles of fully developed waves. (No blade in position).

comparison of the horizontal velocity signal, the numerical results (red
color) are plotted against the experimentally measured horizontal com-
ponent (black dashed line) for 3 wave cycles in Fig. 5. As shown in the
plot, the peaks and period of the numerically computed velocity match
with the experimental measurements. The numerical model accurately
reproduces a velocity signal with a dominant positive amplitude that
is 60% larger than the minimum (negative) velocity. This lack of
symmetry around the zero velocity axis (y = 0) is a characteristic of
second order waves and expectedly creates velocity signals with large
peaks and smaller troughs. Nonetheless, there is a small inconsistency
in the shape of the troughs and in the minimum (negative) velocities.
This disagreement is partly associated with the wave transformations
present in the experimental flume. Altogether, the numerical results
accurately reproduce the experimental flow conditions including the
wave amplitude and period, and the velocity signal with acceptable
deviations that have minimal affects on the fluid—structure interaction
to be presented in the following sections.
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Fig. 6. Observed (left panels) (Luhar and Nepf, 2016) and simulated (right panels)
beam (I = 5 cm) postures at different time instants, t. The experimentally and
numerically computed horizontal force components (F,) are shown in the lower panel.
Visual comparison of blade posture is not to scale.

The numerical setup described in this section, including all param-
eters such as boundary conditions, inter-particle distance and wave
generation settings, is used for validating the forces and dynamics of
the flexible blade in the following sections.

3.2. Fluid—elastic structure interaction

3.2.1. Flexible blade with length 1 = 5 cm

The experimental setup using a flexible blade with length [ = 5 cm
is used as a first validation case to evaluate the proposed model. The
numerical wave tank described in Section 3.1 (Hydrodynamic conditions)
is used with the identical paddle displacements and inter-particle dis-
tance (dp = 0.004 m) of the first run to guarantee good agreement in
terms of wave kinematics with the experiments. To model the flexible
blade, an embedded Euler-Bernoulli beam element with a thickness of
0.000404 m is simulated using a dummy envelope which is identical in
length and width, but with a thickness of 3 x dp (0.012 m). By using
this configuration, the embedment ratio (R,,,,) expressed as the ratio
between the thickness of the dummy envelope (W,) and the thickness
of the embedded structural element (W,) is equal to 29.7 (Eq. (14)).

W
emb — 7%

s

R

14)
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Fig. 7. Observed (left panels) (Luhar and Nepf, 2016) and simulated (right panels)
beam (I = 10 cm) postures at different time instants, t. The experimentally and
numerically computed horizontal force components (F,) are shown in the lower panel.
Visual comparison of blade posture is not to scale.

The nonconformity created by the difference in thickness leads to
nonphysical lateral bending along the x-axis. Therefore, the laterally
transferred forces along the y-axis between the fluid particles and
the dummy particles are blocked. Regarding the structural solver,
the beam element is constructed using five segments and configured
using the physical and mechanical properties as reported in the ex-
periments (Luhar and Nepf, 2016). Even though the authors in Luhar
and Nepf (2016) remark a small degree of curvature in the neutral
posture of the beam, which may lead to an increase in flexural rigid-
ity, no corrections for the modulus of elasticity (E) or calibration of
the damping ratio were performed. From a structural standpoint, the
determination of the flexural rigidity of the beam directly influences
both the maximum deflection and the period of oscillations. However,
the present study did not explore the sensitivity of blade swaying to
variations in the modulus of elasticity (E).

The numerical simulation is launched for a physical time of 25
s to accommodate the initial ramp-up period and achieve periodic
steady state in terms of wave propagation, velocity fields, and fluid—
structure interaction. Fig. 6 shows the blade posture (i) captured in the
experiments in the left panels and (ii) simulated in the numerical model
in the right panels. Each row corresponds to a different time instant (t),
with the three rows overlaying most of the wave cycle starting from t
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=0 s tot = 1.85 s. The blade, highlighted with bold black, maintains
a vertical posture during the entire wave cycle in the experiments (left
panels) and in the numerical model (right panels).

The lower panel of Fig. 6 shows the horizontal component of the
forces (F,) as recorded in the experiments (gray color) and as computed
by DualSPHysics (red color). The 10% accuracy of the load cell used
in the experiments is highlighted using a gray shade. To get a more
representative value, the DualSPHysics forces shown are averaged over
6 wave cycles. Referring to the lower panel of Fig. 6, the numerical
model accurately captures the maximum forces att =0sandt =2s.
Additionally, the initial decrease in the force as well as the minimum
(negative) force are well reproduced. Nevertheless, the time instant of
minimum (negative) force is not accurately captured. The experimental
force signal has a double trough, while the numerical force is quasi
symmetric around the minimum; strictly decreasing during the initial
half (1/2) cycle and then strictly increasing afterwards.

The results of this first test case with a flexible blade (I = 5 cm)
portray the capacity of the numerical approach in capturing the trans-
fer of forces and properly modeling the flexural rigidity and blade
response in an environment of low hydrodynamic forcing. As the forces
exerted by the fluid are not large enough to initiate swaying, the blade
maintained a neutral posture over the wave cycle. More importantly,
the results confirm the validity of the embedment approach used. The
contrast in dimensions between the dummy envelope in the numerical
domain and the blade in the experiments (dummy envelope larger than
the structure, R,,, = 29.7) did not affect the transfer of forces. This
proves that the embedment approach is valid for solving thin-structural
elements in fluid environments where the forces are dominant along the
face of the structure normal to the incident wave direction.

3.2.2. Flexible blade with length 1 = 10 cm

Considering the capability of the numerical method presented in
resolving the fluid-elastic structure problem in a low hydrodynamic
forcing environment, the next case investigates a blade with a lower
flexural rigidity, more susceptible to wave-induced dynamics. The case
setup is identical to the numerical setup previously described but with
a flexible blade with a length I = 10 cm discretized using 10 segments.
The increase in length by a factor of two reduces the bending stiffness of
the beam and subjects the beam to greater forces due to the increase in
surface area. Combined, these two factors will induce blade deflections
in the form of a swaying motion under the action of the regular waves.
The dimensions, physical and mechanical properties of the beam, as
reported in Luhar and Nepf (2016), are once again used to configure the
Euler beam. Additionally, the same thickness of the dummy envelope
and the embedment ratio (R,,;, = 29.7) reported in the previous test
case (flexible blade with length [ = 5 cm) are used. The simulation
is executed for a total physical duration of 25 s, and the results are
obtained after achieving a periodic steady state for the hydrodynamics
and fluid-structure interaction. Fig. 7 displays a visual comparison of
the blade posture and shows the horizontal force component (F,) as
(i) reported in the experiments and (ii) calculated by the model. The
numerical model tends to accurately capture the swaying motion of
the experimental blade and the horizontal force component with slight
variations. For a more detailed understanding, three instants of the
simulation and the forces obtained from the fluid are further discussed
in what follows. The top left panel of Fig. 7 corresponds to instant t =
0.37 s (for a wave cycle of T = 2.00 s); during this instant the plot of
the exerted forces has a negative slope, and the beam is experiencing
a decrease in force following the maximum at instant t = O s. The
second time instant, t = 0.54 s, shows the beam posture at a neutral
position with comparably identical postures between the experimental
and numerical model. Last, at t = 0.71 s, the beam excursion is similar
for the experimental and numerical outputs, but a slight deviation in
posture is evident. The deviation in the visual comparison is backed
up by the forces shown in the lower panel. Once again, the numerical
output is plotted with red and the experimental forces are shown in
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gray, with a 10% margin of error highlighted using a light gray shading.
The magnitude of the maximum and minimum (negative) forces are
properly captured but not synchronized. The numerical model repro-
duces the decreasing slope of the force from instant t = 0 s till t =
0.75 s, to increase afterwards with a constant slope (compared to a
variable slope in the experimental) until reaching the maximum force.
In comparison, the experimental force (light gray) reaches a bottom
plateau from time instant t = 0.75 s till t = 1.35 s.

Overall, the results demonstrate the ability of the numerical model
to capture the swaying motion of the flexible blade. With the hy-
drodynamic forcing exceeding the structural bending resistance of the
structure, the flexible blade sways under the action of waves. The exhib-
ited swaying motion is verified by the experimental results visually and
supported by the plots of the horizontally transferred forces. Following
this verification of the numerical method, the next section investigates
the blade dynamics and looks into the tip excursions for longer blades
undergoing large deflections.

3.2.3. Flexible blade with length | = 20 cm

The hydrodynamic results, the transfer of forces, and blade deflec-
tions shown in the previous section demonstrate that the employed
numerical coupling is able to resolve the fluid-elastic structure prob-
lem using the embedded beam approach. To further investigate the
performance of the numerical model, a third test case with a flexible
blade with length [ = 20 cm is presented. With this configuration, the
flexural rigidity of the blade is minimal and insufficient to guarantee
structural stability in a dry environment. This implies that the fluid
forces exerted on the blade are necessary for structural stability, and
the hydrodynamic forcing will induce large deformations in the blade.

In what follows, the numerical results of the blade posture and the
transferred forces are compared to the experimental results. In addition
to that, the blade configuration over one wave cycle is presented along-
side the velocity and range of the swaying motion. The numerical setup
is identical to the configuration described in Section 3.2.1 (Flexible
blade with length | = 5 cm) consisting of a numerical wave tank with a
flexible blade placed at approximately 1 wavelength (L) from the wave
paddle. The flexible blade is configured using the Euler-Bernoulli beam
configuration with 20 segments and with a thickness of 0.000404 m
embedded into an envelope with a thickness of 0.012 m; resulting
in an embedment ratio (R,,,,) equals to 29.7. Regular waves with an
amplitude (a,,) equals to 3.9 cm and a period (T) of 2 s are generated
for a duration of 25 s; and the transferred forces, blade swaying motion,
and velocities are recorded.

The evolution of the blade posture over the wave cycle is presented
in Fig. 8. The left panels show the images captured during the ex-
periments, while the right panels display the numerical blade posture
visualized using particles. At the first-time instant t = 0 s, shown in the
first row, the blade in the numerical model stands at an upright position
with a slight deformation into the direction of the wave action. Simi-
larly, the blade posture captured in the experiments reveals a vertical
posture but with a larger misalignment with the neutral vertical axis.
For the second time instant, t = 0.67 s, the experimental and numerical
blades sway in the same direction and show a similar deformed shape,
but with the experimental blade undergoing a larger deformation. Last,
at t = 1.68 s, the numerical model accurately reproduces the recoil
of the blade into a backward leaning posture. The performance of
the numerical model is further supported by the agreement shown in
the computed horizontal force component (F,). Referring to the forces
plotted in the graph shown in Fig. 8, the numerical model accurately
captures the instant and magnitude of maximum force. Following the
maximum force at t = 0 s, the numerical model accurately reproduces
the decrease in force for the first 0.5 s, to later maintain the same
negative slope until reaching the minimum (negative) force at t = 1 s.
The magnitude of the minimum (negative) force is properly captured
but is out of phase. The experimentally recorded force flattens out
after the first 0.5 s to further drop afterwards reaching the minimum
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Fig. 8. Observed (left panels) (Luhar and Nepf, 2016) and simulated (right panels)
beam (I = 20 cm) postures at different time instants, t. The experimentally and
numerically computed horizontal force components (F,) are shown in the lower panel.
Visual comparison of blade posture is not to scale.

Table 2

Numerical model performance in terms of horizontal force component (F,) across the
three validation cases. Metrics presented are: RMSE, root mean square error;and MAE,
mean absolute error.

Case RMSE MAE

I=5 cm 0.006 —0.002
=10 cm 0.006 —-0.002
=20 cm 0.020 -0.002

(negative) force at t = 1.35 s. For the second half of the wave cycle,
the numerical force increases at a comparatively similar slope to the
experimental force and reaches the maximum force once again at t =
2 s. Overall, the numerical model properly characterizes the flexible
blade swaying motion and accurately captures the magnitude of the
horizontal force component. Yet, the constant decreasing trend of the
numerical force component remains inconsistent with the experimental
data. This may be attributed to the discrepancy in the trough velocity
signal shown in Fig. 5 (Section 3.1. Hydrodynamic conditions) and to
the effect of the curvature in the neutral posture of the beam.

To quantify the model’s performance across the three presented
validation cases, a tabulated representation of the errors is presented in
Table 2. This information serves as a valuable tool for comprehending
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Fig. 9. Comparison of the horizontal (X) and vertical (Z) tip excursions of the blade
over a wave period between the numerical coupling and experiments.

the model’s effectiveness concerning the transferred forces (F,), which
exert a direct influence on the resolved blade dynamics. Furthermore,
it promotes transparency and enables other studies to compare their
metrics with those of the model presented here. For the three validation
cases with increasing blade length (I = 5, 10, and 20 cm) the root mean
square error (RMSE), and the mean absolute error (MAE) are shown.
The RMSE reveals a good model performance with 0.006 N for the
I =5cm and [ = 10 cm blades. The error increases to 0.020 N for
the [ = 20 cm blade. In the second column of the table, the negative
MAE values show that the model is systematically overpredicting the
computed horizontal force component (F,) across all three cases. The
consistently negative MAE values observed align with the expectation
derived from the previously presented results, wherein the numerically
computed force consistently exceeded the experimental force during
the second half of the wave cycle (refer to the lower panels of Figs. 6,
7, and 8). Lastly, the RMSE indicates that the model more accurately
captures the dynamics of the shorter blades, which exhibit a smaller
range of swaying.

An additional marker for the performance of the numerical model
is the range of swaying at the crown of the blade, or the extreme
tip. The range of swaying is defined as the largest horizontal distance
between the points of extreme deflection at the crown of the blade.
The swaying motion described by the numerical model is shown in
Fig. 9. The position of the crown over one wave period is plotted using
the red circles and the blade posture is depicted with the light red
lines. For comparison, the location of the crown in the experiments is
marked using the light gray cross hairs “x”. The flexible blade in the
numerical model shows a forward leaning dominated cycle, with the
maximum deflection in the forward (positive) direction being 10.2 cm,
around 43% larger than the backward (negative) deflection that stands
at 7.1 cm. This tendency to deflect more in the positive direction is
supported by the experimental data and can be attributed to the nature
of the hydrodynamic forcing generated by the waves. As previously
shown in Section 3.1 (Hydrodynamic conditions), the second order
waves generated create a velocity field that is not symmetric around the
zero-velocity axis and characterized by a larger positive velocity. While
the numerical model underestimates the forward swaying motion and
overestimates the recoil of the blade, the range of swaying is accurate at
17.4 cm compared to an experimental value of approximately 17.5 cm.
The similarity in the range of swaying along with the plots of the
transferred forces (F,), refer to Fig. 8, indicate that there is a shift
between the numerical and experimental blades. Probably this again
can be attributed to the definition of the blade properties, and the
inadequacy of the structural parameters to properly describe the effect
of the curvature in the neutral posture of the blade.
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Fig. 10. Blade velocities during the two cycles: (A) shows the forward swing and
(B) shows the recoil swing. The x-axis and y-axis make reference to the normalized
deflection (X) and the normalized blade length (Z) respectively. A jet colormap is used
for the horizontal blade velocity.

4. Blade dynamics

To project the results of the numerical model on the wave-
vegetation interaction problem it is important to look into the blade
dynamics. The oscillation velocity and the induced forces are directly
linked, and interchangeably influence one another. Notice how an
increase in the surface area by a factor of 4 between the 5 cm and
20 cm flexible blades only brought up a increase of 0.03 N; from
a maximum horizontal force of 0.08 N (I = 5 cm) to 0.11 N (I =
20 cm). Also recall how the largest flexible blade with [ = 20 cm
experienced a similar minimum (negative) force, equals to —0.09 N,
just like the 10 cm flexible blade. As for the maximum positive force,
the difference between these two blades was only 0.01 N. Altogether,
this demonstrates that a large range of swaying suppresses the increase
in force. This is further verified by the oscillation velocity over the wave
cycle shown in Fig. 10.

The swaying motion of the blade during a single cycle is divided into
two distinct phases: (i) the forward swing shown in the top plot (plot
A, Fig. 10), and (ii) the recoil swing shown in the bottom plot (plot
B, Fig. 10). The forward swing describes the forward motion of the
blade from the minimum to the maximum horizontal location, being
“X =1” where “X” is the normalized deflection calculated by dividing
the deflection at any point by the maximum deflection measured. In
contrast, the recoil swing describes the opposite cycle going from the
maximum to the minimum horizontal location. For both cycles shown
in Fig. 10, the vertical position of the blade is non-dimensionalized
by dividing it by the blade length, I, shown as Z. Furthermore, to
differentiate between the two cycles, the horizontal blade velocity is
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visualized through the utilization of a color palette. By examining the
distribution of colors, it becomes possible to distinguish between the
cycles, as each cycle is characterized by either exclusively positive or
exclusively negative velocities.

Three main characteristics of the swaying motion can be identified
from the two plots; first, in the region from Z = 0 to Z = 0.3, which
corresponds to the base of the blade, there is a consistent maintenance
of negligible blade velocity in close proximity to zero throughout the
entire cycle. This negligible velocity is accompanied by a steady upright
position of the blade up to Z = 0.05, with a slight increase in the range
of motion observed thereafter. Second, the increase in blade velocity
starts at Z = 0.3 and intensifies at Z = 0.7. Within this zone, the
blade’s horizontal velocity ranges from approximately + 0.2 to 0.3 m/s,
which is comparable to the horizontal fluid velocity induced by the
oscillatory flow. Notably, the absolute peak occurs at X = 0 for both
cycles. Third, during the forward and recoil swings, a retention zone
bounds the area of high velocity at both ends. Within this transitional
zone, where the velocity vector undergoes a change in orientation (from
positive to negative and vice versa), the blade remains stationary for a
brief period.

The magnitude of the transferred forces is determined by the dis-
parity between the blade and fluid velocity. The characteristics of
the swaying motion described earlier suggest that a significant force
transfer occurs primarily in the lower base of the blade. As the upper
sections of the blade swing at higher velocities, there is a diminish-
ing gradient between the blade and fluid velocity. Consequently, the
force transfer becomes less pronounced with these increased swinging
velocities. These findings suggest that the hydrodynamic drag primarily
originates from the base of the blade. This justifies the weak correlation
between the blade’s surface area and force transfer presented earlier in
this section. Since the increase in surface area leads to higher swaying
velocities, resulting in a reduced magnitude of force transfer along the
passively swaying section of the blade.

5. Limitations and future directions

In this section, we examine the limitations that have emerged
during the course of our investigation and directions for future ad-
vancements. First, the effectiveness of the presented numerical coupling
has been validated for a single case where the numerical resolution
used here provides acceptable results at a reasonable computational
runtime. However, the applicability of the numerical tool to other wave
conditions or stem dimensions needs to be extended in the future.

Second, one of the grand challenges in the SPH field is the lack of
support for variable resolution (Grand Challenge 3 in Vacondio et al.,
2021).The resolution of the simulations continues to pose limitations
on the execution of the code. In the present research, to ensure the
minimum possible thickness of the dummy envelope and a reason-
able computational time, we make a compromise by discretizing the
blade using 3 particles. This effectively prevents cross-boundary fluid
interactions between fluid particles at both blade ends; however, it is
important to note that the same boundary particles are neighboring
fluid volumes from both ends at the same time. Despite the satisfactory
results, it might be important to investigate this in future studies.

Third, conducting a convergence study is valuable for future re-
search that explores flexible vegetation in SPH and seeks to expand
upon the numerical coupling. The convergence and sensitivity analysis
could address aspects such as SPH resolution to investigate the effects
of using finer resolution on both the hydrodynamics and fluid—structure
interaction. Additionally, the embedment ratio (R,,,,) proposed in this
work was selected to ensure the smallest possible thickness of the
dummy envelope. However, with improved computational resources, it
becomes important to explore smaller embedment ratios and establish
guidelines for selecting appropriate values.

Last, the present study employs a two-way coupling with a highly
efficient structural solver that resolves the swaying motion at a very
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low computational cost. This is supported by the findings presented
in Martinez-Estévez et al. (2023b) and Capasso et al. (2022). Both
studies demonstrate convergence in the solution when compared to
benchmark cases with a limited number of segments. By extrapolating
this approach to vegetation patches, the clear advantage of employing
such a structural solver becomes evident.

6. Conclusion

Setting up a diversified portfolio for coastal defense systems that
relies not only on hard coastal structures but also includes nature-based
solutions such as vegetation meadows, is essential for mitigating fu-
ture coastal hazards without disturbing the local ecosystems (Glavovic
et al., 2022). From an engineering perspective, multiple challenges
remain in the quantification of wave energy dissipation and the proper
description of the vegetation dynamics.

In this paper, a novel numerical method for addressing the wave—
vegetation interaction problem on the scale of the single vegetation
blade was presented. The numerical method described in this paper re-
lies on a partitioned approach where the flow and structural equations
are solved separately. DualSPHysics, the fluid SPH solver, is coupled
with an external structural library, Project Chrono, to include flexi-
ble Euler-Bernoulli beam elements. This approach benefits from the
inherent strengths of the mesh-free codes in handling fluid dynamics
and efficiency of mesh-based codes in solving structural deformations.
This approach is able to handle ultra-thin structural elements with
thicknesses smaller than the initial inter-particle distance (dp). This
feature is realized through introducing a dummy envelope which serves
as a decoupling interface for the geometric properties of the beam.

Experiments from Luhar and Nepf (2016) involving a thin flexible
blade have been used as a reference for validation. The numerical
model captured, with good agreement, the transfer of forces and de-
flections of the thin blade with a thickness ten times smaller than
the fluid resolution (inter-particle distance, dp). More importantly,
through comparing the blade velocities and range of swaying com-
puted by the numerical model over multiple blades with increasing
lengths; the model output characterized the wave attenuation potential
of vegetation.

By projecting the results of the flexible blade on vegetation, the
following conclusions can be made. First, the structural solver replicates
the swaying motion of vegetation while effectively capturing the trans-
fer of forces and the range of swaying. Second, the swaying velocity
increases linearly along the length, reaching a maximum at the tip of
the vegetation. While the upper part of the vegetation sways passively
at a speed comparable to the fluid velocity, the stem is quasi-stationary
and exhibits little swaying at negligible velocities. These characteristics
of the swaying motion suggest that the hydrodynamic drag is primarily
generated around the base of the vegetation. Third, the numerical
simulations, which validate the experimental results, reinforce the
notion that stiff vegetation experiences a greater horizontal force per
unit length. That in turn (i) indicates a larger energy dissipation due
to drag, and (ii) could potentially lead to a more pronounced wave
height attenuation when extrapolated to cases with larger patches
of vegetation. This latter point would need further investigation to
confirm.

In the numerical model presented, no tuning or fitting parame-
ters were employed neither in the fluid nor in the structural solvers.
The results expose the sensitivity of the numerical coupling on the
proper characterization of the structural parameters. While the bend-
ing stiffness and the forces are properly reproduced numerically, the
oscillations tend to become non-synchronized with large deflections. As
an improvement for future applications, defining the flexural stiffness
based on dry tests could drastically improve the results.

Finally, this work will extend the range of applications of the
mesh-free SPH method, allowing to include ultra-thin flexible struc-
tures in large domains. It offers a robust and efficient engineering
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tool, which can simulate flexible vegetation dynamics in 3-D environ-
ments. It establishes the potential of the SPH method in addressing
the wave-vegetation interaction problem and creates a framework,
through the embedded approach, to maintain an acceptable compu-
tational cost. While the blade dynamics in this study were limited
to oscillatory flows in intermediate water depths, future applications
should benefit from the capability of the mesh-free method in handling
violent flows and large deformations to look into the blade dynamics
in the post-breaking inter-tidal areas. Future developments in code
optimization, such as utilizing parallel processing with multiple GPUs
and incorporating variable resolution techniques, hold the potential
to significantly improve runtime efficiency for modeling large vege-
tation patches. Furthermore, these advancements could enable more
accurate representation of complex interactions within the vegetation
ecosystem.
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