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ABSTRACT: In supercritical CO, pipeline transport, the
operation of pumps and valves often causes the pipeline to enter
a transient state. Accurately describing the dynamic response in
this state is crucial for making safety control decisions. This paper
proposes a nonisothermal one-dimensional transient flow model
for supercritical CO, pipelines based on one-dimensional transient
flow equations and equipment characteristic equations. By
comparison with experimental data, the GERG-2008 equation,
known for its high accuracy, is chosen to calculate the physical
property parameters of CO,. By comparing with several sets of
literature data, the results show that the errors are all within the
acceptable range, which verifies the high accuracy of the model.
The study investigates the hydraulic and thermal changes in the
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pipeline under transient operating conditions, including valve closure, slow startup, and sudden shutdown of the centrifugal pump.
The results showed that the water-strike intensity of a supercritical CO, pipeline is one-third that of a water pipeline but 12 times
that of a methane pipeline, which requires sufficient attention. The effect of impurity composition on water strike is significant,
particularly when the N, content reaches 5%, at which point the maximum pressure decreases by 15.1%. In addition, the timing and
method of valve shutoff significantly impact water strikes. It is recommended to prioritize the calculation of piping cycles, determine
the maximum valve closing time in conjunction with industry standards, and use a linear valve closing method to reduce the water
strike pressure. Studies have shown that the startup or sudden shutdown of centrifugal pumps at the inlet can cause sharp
fluctuations in the pressure and flow rate, but the new equilibrium state will be established quickly. In addition, doping reduces the
magnitude and rate of pressure changes in the pipeline. This study provides an essential foundation for the safe and stable operation

of supercritical CO, pipelines.

1. INTRODUCTION

Currently, global economic and social development is heavily
reliant on fossil energy sources such as coal, crude oil, and
natural gas, with the associated energy infrastructure continuing
to emit large quantities of greenhouse gases, primarily CO,,
which have severe implications for the climate, environment,
and human health." To address global climate change, reduce
CO, emissions, ensure energy security, and achieve sustainable
industrial development, the vigorous promotion of carbon
capture, utilization, and storage (CCUS) technology has
become essential.” CCUS effectively reduces CO, emissions
to achieve carbon neutrality while supporting high-quality
economic and social development.” Due to the spatial
distribution of CO, sources and sinks, pipeline transport will
become a critical link connecting the upstream and downstream
segments of the CCUS industry chain.”” Pipeline transport of
CO, differs significantly from natural gas transport as CO, is
typically in a supercritical or dense phase state.’ Supercritical
CO, combines the low viscosity and high fluidity of a gas with
the high density of a liquid.” This characteristic makes
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supercritical CO, economical for pipeline transport; however,
the safety hazards associated with high pressure and high
temperature require special attention.” Numerical simulation is
a cost-effective tool for assessing pipeline operations, particularly
useful for countries with limited CO, pipeline infrastructure.’
Developing numerical simulation models for CO, pipeline
transport is essential for designing and operating CO, pipelines
safely and economically.

The field of steady-state flow simulation in CO, pipelines is
now well established. Notable studies in this field include Zhan
(2006),° McCoy and Rubin (2008),"" Nimtz (2010),"" Liu
(2013),"* Liu (2016),"* and most recently Lu (2021)."*
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Table 1. Density Experiment Data Sources

year Mixture temperature/K pressure/MPa source

1971 CO0,-N,, CO,—CH, 253-288 2-15 Arai™*

1988 C0,, CO,—CH, 225—400 2-35 Magee™

1997 CO,-N, 225-450 1-70 Brugge®®

2001 Co, 240—470 0.5-30 Klimeck®”

2005 Co, 233-293 0.1-5.7 Saleh™®

2012 C0,-0, 273-293 1-20 Mazzoccoli*®

2012 CO,—-N, 250—400 2-20 Mondéjar*

Relatively few studies have been conducted on transient flow
simulation in CO, pipelines. Mahgerefteh et al."> developed a
one-dimensional computational model for CO, pipeline rupture
and leakage using the eigenline method. The model accounts for
friction between the pipe wall and fluid, heat transfer in the flow,
and the effect of pipe diameter on the propagation velocity of the
decompression wave after rupture. Munkejord et al.'’
investigated the transport and buckling parameters of a two-
phase CO,—CH, mixture and numerically solved the drift flux
model using the multistage center (MUSTA) format. The
results indicate that the composition of the mix affects its sound
velocity and buckling cooling rate. Brown et al.'” modeled a two-
fluid transient flow to simulate the outflow from a high-pressure
CO, pipeline after failure, where thermal and mechanical
nonequilibrium effects during depressurization are explained by
a simple ontological relationship describing the transfer of mass,
heat, and momentum between phases, ie., relaxation to
equilibrium. Quinn et al.'® provide an in-depth study of the
rapid depressurization behavior of CO, using diffuse spot
imaging and high-speed photography. Experiments were
conducted in specially designed expansion tubes covering a
wide range of initial pressure and temperature conditions.

Visualization and velocity analysis of decompression and
evaporation waves revealed fluctuation characteristics under
varying initial conditions. Clausen et al.'” used OLGA software
to simulate the results of a real 50 km, 24-in.-diameter buried
CO, pipeline venting under initial supercritical conditions. They
found that the impurity content significantly impacts venting
behavior, even below 1%. Shang™® systematically analyzed the
hazards of CO, leakage and the physical processes involved,
including pipeline depressurization, near-field injection, and far-
field diffusion. It was concluded that the homogeneous
relaxation model and delay homogeneous equilibrium model
have significant advantages in terms of prediction accuracy
compared to the conventional homogeneous equilibrium
model. Chen et al.”' conducted rupture experiments on an
API XS2 full-size CO, pipeline, tracing in detail the pressure
evolution, temperature changes in axial and vertical directions,
the micromorphology of the cracks, and the entire process from
gas leakage to rupture. The experimental pipeline, designed
based on the improved Battelle hyperbolic method (BTCM),
validated the developed pressure relief wave prediction model,
showing high agreement with experimental data.

Most of the studies mentioned above focus on abnormal
operating conditions, such as leakage, depressurization, and
blockage, in the CO, transport process. However, little research
on the CO, pipeline transmission under regular operating
conditions involves everyday transient events, such as pump
station startups and shutdowns, sudden valve closures, and other
behaviors resulting from dynamic responses. Chaczykowski and
Osiadacz™ investigated the effects of impurities on pipeline
hydraulics during the operation of a supercritical CO, pipeline
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under valve closure and flow rate changes. This study was based
on one-dimensional Euler equations, the REFPROP 8.0
database to calculate CO, physical properties and relevant
derivatives of CO,, and the linear lines (MOL) method to solve
the system of conservation equations. However, the specific
effects induced by valve closure and flow rate changes remain
understudied, with most research focusing on the impact of
impurities. Lu et al.” modeled the transient flow of an impurity-
containing CO, pipeline based on the three significant
conservation equations, using the implicit central difference
method and the Peng—Robinson equation to describe CO,’s
physical properties. The study investigated the effects of outlet
flow fluctuations, gas distribution, convergence points, and
impurity content on the operation of the CO, pipelines under
slow transient conditions. However, the developed transient
model failed to couple with the pipeline equipment model,
limiting its applicability to a single pipeline and restricting the
study to simple flow fluctuation conditions. Additionally, the
adopted Peng—Robinson equation of state has low accuracy in
calculating physical properties. Li et al.”* developed a transient
flow model for a one-dimensional CO, pipeline based on the
conservation equations for mass, momentum, and energy. They
solved the model using the eigenline method to investigate
hydraulic and thermal changes along the pipeline under
transient conditions, such as fluctuations in the gas source’s
flow rate and valve openings and closures. However, the study
used a simplified set of conservation equations and analyzed the
model for only one set of operating conditions, limiting the
general applicability of the findings.

This revision enhances readability, clarity, and formal
academic tone while maintaining technical precision. In this
paper, a one-dimensional nonisothermal transient simulation
model of a supercritical/dense-phase CO, pipeline is developed
by coupling the pipeline transient flow equations, which contain
the equations for the conservation of mass, momentum, and
energy, with the characteristic equations of the leading pipeline
equipment (pumps and valves). The high-precision GERG-
2008 natural gas equation of state is used to calculate the
physical properties of CO,, and the equation is discretely solved
using the method of characteristics (MOC), which describes the
transient behavior of the pipeline with high accuracy. The study
focuses on the transient changes of hydraulic and thermal forces
along the pipeline under dynamic conditions such as valve
closure, slow startup, and sudden shutdown of the pumping
station, and based on this, corresponding engineering
optimization recommendations are made to improve the safety
and operational efficiency of the pipeline system.

2. MODEL

2.1. Transient Flow Modeling of Pipelines. The
equations for conservation of mass, momentum, and energy
form a set of equations for the control of one-dimensional

https://doi.org/10.1021/acs.energyfuels.4c06010
Energy Fuels 2025, 39, 5463—5478
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Figure 1. Comparison of calculation results of different equations of state with experimental density data.
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Figure 2. Schematic diagram of feature line meshing.

compressible flow under nonisothermal conditions in a carbon
dioxide pipe with the following expressions

9% . aev) _
Jr Ox (1)
0 a(pv? ds o A pv*
Oov) L o) | & A
ot Ox dux Ox D 2 (2)

ad
i[p(u +07/2 +go)] + i[pv(h +17/2 + gs)] + pv—q
oar Ox Ox

=0 (3)

where p is the fluid density, kg/m?; v is the fluid velocity, m/s; x
is the axial length of the pipe, m; 7 is a time variable, s; s is the
pipeline elevation, m; g is the acceleration of gravity, m/s% p is
the pressure of fluid medium, pa; A is the friction coefficient,
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dimensionless; d is the inner diameter of the pipe, m; u is the
internal energy of fluid, J/kg; h is the enthalpy of fluid, J/kg; q is
the heat transfer, J.

Equation 3 is expressed as the heat transfer variation caused by
the heat conduction between the pipeline and the surrounding
environment. The calculation expression in the pipeline is as
follows

aq _ 4K(T B ’I;\mb)n'D _ 4K(T - ’I;\mb)
ox B

per2 pvD

(4)

where T is the gas temperature, K; T, is the temperature at the
buried depth of the pipeline, and K is the total heat transfer
coefficient, W/ (m?K).

The elevation phase in Formula 3 can be integrated as follows

https://doi.org/10.1021/acs.energyfuels.4c06010
Energy Fuels 2025, 39, 5463—5478
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According to the general relationship of thermodynamics, the
internal energy is transformed into the relationship among
enthalpy, pressure, and density

p
h=u+ —

p (6)

By integrating formula 4, formula S, and formula 6 into formula
3, we obtained the variation form of the energy conservation
equation

i[p(h _P + vz/z]
Jr p

_ KT - T)  mgds
D A dx

+ i[pv(h +v7/2)]
Ox

(7)

The CO, pipeline conveying process uses the mass flow rate
to represent delivery capacity, leading to the concept of mass
flow rate, such that m = pvA. Simultaneously, the system of
control equations is transformed into a set of equations with
temperature T, pressure P, and mass flow rate m as the primary
variables according to the mathematical relations.

PP, (a_ﬂ) or , Lom _
op Tdf oT ), or A Ox (8)
_m%%)ﬁ_m%2)+ﬁm
Ap*\op) |ox  Ap*\oT), Aor
2mom gt ds
pA* 0x  2pDA P8 4
=0 (9)
oh dp oh\ dT Am®
Al —Has YA 50 o7~ 33
oP ), dr oT ), dr 2DA’p
4K(T — T,
+ ( amb)
D
=0 (10)

2.2. Physical Property Calculation Model. 2.2.7. Selec-
tion of Absolute Gas State Equation. Carbon dioxide has a
variety of phases, including gaseous, liquid, solid, supercritical,
and dense phases. The physical characteristics of these phases
differ significantly, and the physical parameters can change
drastically in the critical region. Therefore, selecting high-
precision equations of state is essential to accurately describe
and predict the behavior of CO, under different conditions. A
variety of equations of state have been available for calculating
the physical properties of CO,, among which the more
commonly used ones include the Peng—Robinson equation,
the BWRS equation, the AGA8 equation, the GERG-2008
equation, and the Span-Wagner equation, which is specifically
designed for the calculation of the physical properties of pure
CO,. To select the most suitable equation of state for calculating
the physical properties of CO,, the computational accuracy of
these five equations will be evaluated in this paper using the
density experimental data from references. The specific data
sources are listed in Table 1.
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Figure 1 illustrates the average and maximum errors for pure
CO, in different phases and CO, systems containing impurities.
The AGAS8, GERG-2008, and Span—Wagner equations of state
demonstrate high accuracy in the density calculations of pure
CO,, with average errors below 0.03% and maximum errors not
exceeding 0.08%. In contrast, the PR and BWRS equations of
state exhibited higher errors, particularly in the dense phase
region, where the maximum error of BWRS could reach up to
12%. The Span—Wagner equation of state is excluded from the
comparison for CO, mixtures as it only applies to pure CO,
property calculations. Overall, the PR and BWRS equations of
state still exhibit non-negligible errors. Although the AGAS
equation of state demonstrates high accuracy in pure CO,
density calculations, it also shows some errors. Only the
GERG-2008 equation of state consistently maintains high
accuracy, with an average error not exceeding 0.65%. This
equation can accurately calculate the mobile phases of gas,
liquid, supercritical states, and gas—liquid equilibrium, demon-
strating excellent accuracy in estimating the physical parameters
of pure CO, or CO, mixtures. Based on the above analysis, this
paper selects the GERG-2008 equation for subsequent
calculations to ensure high accuracy in the physical property
calculations of CO,.

Although the GERG-2008 equation of state exhibits high
accuracy and broad applicability in the natural gas sector, it still
has significant limitations. First, the equation is primarily
optimized for standard gas components (methane, ethane,
nitrogen, and carbon dioxide). However, it lacks sufficient
experimental data for atypical impurities (argon, helium,
hydrogen sulfide, and heavy hydrocarbons), which may reduce
its accuracy in predicting these mixtures. Second, the equation is
valid within a temperature range of 90—450 K and a pressure
range of 0—35 MPa. Its accuracy may decline when applied
beyond these limits.”' Additionally, although GERG-2008
performs well in gas, liquid, and supercritical phases, its reliance
on extrapolated mixing rules for predicting gas—liquid
equilibrium states may introduce deviations in density and
phase boundary predictions, particularly in near-critical regions.
For example, the model inaccurately describes the carbon
dioxide mixtures’ phase boundaries and water’s gas solubility.*”
Therefore, the applicability and limitations of this equation of
state should be carefully considered when employing it in
calculations in this study.

2.2.2. Viscosity Calculation Method. In pipeline trans-
portation systems, fluid viscosity is the primary factor
influencing hydraulic losses along the route. Generally, increased
viscosity results in a higher frictional resistance, leading to a
more significant pressure drop within the pipeline system.
Therefore, in supercritical CO, pipeline simulations, accurately
calculating fluid viscosity is essential for predicting pressure loss
variations along the pipeline.

A literature review indicates the modified formula proposed
by Fenghour et al.’”” Fenghour’s method, which refines the
original viscosity calculation by incorporating the effects of
density and temperature on residual viscosity, exhibits high
accuracy. This method achieves a maximum relative deviation of
no more than 0.5% in the CO, viscosity calculations.
Consequently, this study adopts Fenghour’s method for
viscosity calculations of CO, fluids using the following equations

n(p, T) = ny(T) + An(p, T) + An(p, T) (11)

https://doi.org/10.1021/acs.energyfuels.4c06010
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where 7(p,T) is the viscosity, uPa-s; 17,(T) is the zero-density
limiting viscosity, uPa-s; An(p,T) is the excess viscosity, uPa-s;
An(p,T) is a critical enhancement effect, which, according to
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Vesovic’s study, is so weak that it can be ignored in the overall
viscosity calculation, and therefore is not considered in this
paper;34 p is the density, kg/m3; T is the temperature, K; €/k is
the energy scale parameter, dimensionless; a;, d,, d,1, dgy, dgy,
and dg, are fit coeflicients to the experimental data,
dimensionless.

2.3. Modeling of Pipeline Equipment. 2.3.1. Pump. Due
to the liquid-like properties of supercritical/dense-phase CO,,
centrifugal pumps are commonly used in engineering
applications as pressurization equipment for CO, pipelines to
overcome along-stream friction and flipping points. The
equation for the pressure provided by a centrifugal pump at
variable speed is as follows

https://doi.org/10.1021/acs.energyfuels.4c06010
Energy Fuels 2025, 39, 5463—5478
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where P, is the pump outlet pressure, pa; P, is the pump inlet
pressure, pa; p is the density of the medium, kg/m? g is the
acceleration of gravity, m/s* Q, is the volume displacement of
the pump, m’/h; A, B, and C according to the pump
characteristic curve using the least-squares method of fitting
the constant coefficient; N is the actual speed of the pump, rpm;
and N, is the rated speed of the pump, rpm.

CO, in the pump through the time is very short, the heat is too
late to dissipate, and the pressure rise process can be
approximated as reversible adiabatic compression, i.e., isen-
tropic. As a result, the compression temperature increase
equation can be established as follows

( ’I:mt] U( 2t — B
In| == _
T, G (15)
where T, is the pump outlet temperature, K; T, is the pump
inlet temperature, K; ﬂp is the coefficient of thermal expansion,
1/K; v is the specific volume of CO,, m /kg, and C, is the
specific heat capacity of CO,, J/(kg:K).

The mass flow rate before and after pump satisfies the
following flow balance equation

Min = Mout (16)

2.3.2. Valve. A valve is a crucial device to regulate fluid
pressure and flow in a CO, pipeline, which controls the liquid
state by adjusting the opening. The relationship between mass
flow rate, pressure, and temperature at different openings is
expressed as follows

Q CdAf ( 111 Ollt)
\ p

(17)

(Din + Dout) —6
Ty = T = 2=y~ p,) X 10 s
Min = Mout (19)

where Q is the valve volume flow, m3/h; C, is the valve flow
coeflicient, with the change of opening and change; A¢ is the
valve overflow area, m% D,, D, is the valve inlet and outlet
Joule-Thomson coeﬂiaent K/MPa; P, P,, are the valve inlet
and outlet pressure, pa; Ty, T, are valve inlet and outlet
temperatures, K; and M, M, are valve inlet and outlet mass

flow rates, respectively, kg/s.

3. SOLUTION METHOD

The set of fundamental pipeline transient equations and the
accurate gas equation of state form a closed set of equations
describing the unsteady flow in supercritical CO, pipelines.
Since this system of equations is formally a hyperbolic partial
differential equation, it is not easy to solve analytically, so
numerical methods are required. Among many numerical
methods, MOC is particularly effective because it uses wave
propagation characteristics to construct differential equations.*
Compared with the finite-difference method, MOC has a
significant advantage in accuracy and is widely used in transient
analysis. In this paper, we will use the characteristic line method
to transform the system of partial differential equations into a
system of ordinary differential equations along the characteristic

5468

line for solving to improve the accuracy and efficiency of the
calculation.

3.1. Characteristic Difference Equations. A series of
variations (eqs 8—10) are used to obtain the system of ordinary
differential equations using the eigenline method, and the
system of ordinary differential equations is numerically
discretized using the explicit difference format. The pipeline
segment discretization and the eigenline network division are
shown schematically in Figure 2. Subject to the Courant—
Friedrich—Levy (CFL)* stability criterion, the expression of the
characteristic difference equation is as follows

AA/P, — BB,T, + CCm,
= DD,A7 + AAB, — BB, T, + CCym, (20)
EE,P, + BB,T, — CC,m,
= FEAt + EE,P, + BB, T, — CCym, (21)
GG,P, + HH,T, = KKA7 + GG,P, + HH,T, (22)
Among them
e - (@) 2] ()2
OP ). pA oT J, pA
cc= % pp= 1+(a”) s
oP ). pA
4K(T = T,)al(dp/0T),  Am*a’(dp/oT),
DD = -
pe,D 2DA’pc,
/1mzaS ds
_ ~ poa =
2DA%p P8 aa
4K(T — Tamh)aj(ap/aT)P Am’al(dp/0T),
B pcPD 2DA? p %
/lmzas ds
2DAp gsdx
GG= p(a_h) 1| HH= p( @")
oP ). oT ),
3
4K(T — T,
KK = /17'13 > - ( amb)
2DA’p D

3.2. Boundary Conditions. The boundary condition is the
key to determining the simulation model’s unique solution,
which describes the operation state of the boundary nodes in the
whole time domain. As shown in Figure 2, only 1 or 2 feature
lines intersect the boundary at both ends for the pipeline
simulated by the feature line method. Both need to determine
flow parameters, such as temperature (T), pressure (P), and
mass flow rate (m) at the boundary location by adding boundary
conditions. In practical engineering applications, the following
everyday situations usually exist (Figure 3):

(1) It is known that the upstream end is the gas source point,
then the temperature and pressure at the gas source at the
upstream end are known quantities:

T = const

P = const, (23)
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(2) Ifthe flow rate downstream of a pipe is a function of time, Ry = f(x, )
then the flow rate at each moment downstream is known, A A
and a functional relationship exists: R,=f X i
’ 2=t — ot —/— R
2 2
R3_f X + Tl M T"RZ

(3) With the existence of pumps, valves, and other equipment
in the pipeline, it is necessary to increase the number of
calculation nodes, and the inlet and outlet of the
equipment are connected to different characteristics of
the line; you can select the speed of the pump and the
time-varying function of the valve opening as the internal
boundary conditions to control the operation of the
pumps and valves.

3.3. Initial Conditions. In practical applications of transient
simulations in a one-dimensional pipeline, steady-state con-
ditions are typically used as the initial conditions. This paper
introduces the fourth-order Runge—Kutta method, which is
high in precision, simple to implement, and computationally
efficient in solving for steady-state conditions. The expression is
as follows

Axk
= —I[R; + 2R 2R; + R
yk+1 yk + 6 [ 1 + 2 + 3 + 4] (25)
where %, is the computational step; R is the derivative of each
unknown of the differential equation concerning x; the
subscripts 1, 2, 3, and 4 are the orders of the derivatives
appearing in that differential equation. The specific formula is as

follows
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R, =f(x1< + Axy, Y+ Axk-R3) (26)

3.4. Modeling Framework for the Nonisothermal
Transient Flow of CO,. In this paper, a one-dimensional
nonisothermal CO, pipeline transient flow simulation model is
constructed for simulating the dynamic changes of temperature,
pressure, mass flow rate, and medium parameters at each
discrete node in the pipeline with time. Figure 4 illustrates the
framework of the transient simulation model for the CO,
pipeline. The model’s core is a one-dimensional pipeline
characteristic, including continuity, momentum, and energy.
Meanwhile, the operating characteristic equations of centrifugal
pumps and valves are considered for boosting and regulating
devices. At the equipment connection nodes, variable relation-
ship equations were introduced to ensure unity of the whole
CO, piping system. At each discrete node, the physical
parameters of CO, were calculated by using the GERG-2008
equation of state. The differential equations for the pipe
segments are discretized using the eigenline method and solved
using the inverse step method to obtain the distribution of
pressure, temperature, mass flow rate, and medium parameters
at each discrete moment. The overall numerical model will be
implemented in the Visual Studio 2017 environment using the C
++ programming language.
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Figure 7. Pressure change curves of different media at the valve after sudden closure of the valve.

4. CASE STUDY

To fit the background of the engineering study, a high-pressure
CO, transport pipeline in China with a delivery scale of one
million tonnes will be used as the basis for setting the case
parameters. The structure schematic of the CO, pipeline for the
case study is shown in Figure S, which contains a centrifugal
pump at the inlet of the pipeline and an electric valve at the
outlet of the pipeline. The length of the pipeline is 10 km,
regardless of topographic relief, the diameter of the pipe is 324
mum, the wall thickness is 12 mm, the absolute roughness inside
the pipe is 5 X 107> m, the assumed soil depth is 1.5 m, and the
average soil temperature is 293.15 K. The soil thermal
conductivity is 1.65 W/(m-K).

4.1. Model Validation. Currently, experimental and field
engineering data on transient transportation in supercritical CO,
pipelines are still scarce, and the research literature on the
phenomenon of water strikes in supercritical CO, pipelines is
limited. In order to verify the accuracy of the established model,
three different media, namely, CO,/N, mixture, natural gas, and
H,O, are selected for pipeline transient transport simulation and
compared and analyzed with the literature data of Liljemark et
al,”” Abbaspour and Chapman,”® and Adamkowski and
Lewandowski”” to assess the validity and accuracy of the model.

Among these studies, Liljemark et al. simulated the change in
mass flow rate within a pipeline under supercritical conditions
for a CO,/N, fluid mixture containing 98% CO, in a 31.2 km
long segmented pipeline when the valves were rapidly closed.
Using an established nonisothermal model, Abbaspour and
Chapman simulated the inlet volume flow rate of a natural gas
fluid in a S km long pipeline caused by the sudden opening and
closing of end valves. Adamkowski and Lewandowski conducted
a water hammer experiment in a 98.11 m long experimental
pipeline to study pressure fluctuations in the transmission
pipeline. A comparison of the model’s calculation results with
literature data is shown in Figure 6.

It can be observed that when a valve in the pipeline is suddenly
closed, it triggers periodic fluctuations in pressure and flow rate,
a phenomenon verified under all three simulated conditions.
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The model’s results in this study align closely with the trends
observed in the three literature data sets, with the numerical
results being broadly consistent. Specifically, compared to
Liljemark S’s data, the average error in peak flow fluctuation is
11.81%, and the average error in the fluctuation period is
10.53%. Compared to Abbaspour M’s data, the average error in
peak flow fluctuation is 5.78%, and the average error in the
fluctuation period is 6.67%. Compared to Adamkowski A’s
experimental data, the average error for peak pressure
fluctuation is 5.62%, and the average error for the fluctuation
period is 3.35%. The model’s results are consistent with the
literature data, and the error range meets engineering require-
ments. This indicates that the one-dimensional nonisothermal
CO, pipeline transient flow simulation model established in this
paper has high accuracy and can be applied to calculating
transient conditions in CO, pipelines.

4.2. Sudden Closure of Valves. This section aims to
investigate the hydraulic and thermal changes induced by
pipeline valve closing operations, focusing on demonstrating the
drastic degree of valve water strike in a supercritical CO,
pipeline and the influence of relevant factors on the maximum
valve water strike pressure in a supercritical CO, pipeline, with
the study scenario based on the pipeline structure shown in
Figure 5. The change of the opening in the valve characteristic eq
controls the closing of the valve. The working base conditions of
the pipeline inlet temperature of 40 °C, inlet pressure of 12 MPa,
and outlet flow rate of 60 kg/s are kept constant.

4.2.1. Pipeline Valves for Different Media Water Impact. To
demonstrate the significant effect of the water hammer at the
valve of a CO, pipeline, we simulated the transient pressure
changes of three media—water, carbon dioxide, and methane—
during 20 s of valve closure. As shown in Figure 7, when the valve
closes, the sudden change in flow rate causes a rapid shift in the
fluid’s kinetic energy, generating a pressure wave that reflects
back and forth, resulting in sharp pressure fluctuations inside the
pipe. During propagation, the pressure wave is affected by
friction and energy dissipation, gradually weakening before
eventually stabilizing. The pressure fluctuations at the valve vary
significantly among different media. Under the same operating
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conditions, the maximum water hammer pressure of super-
critical CO, is 0.46 MPa, approximately 12 times that of
methane and one-third that of the water pipeline. This is because
the density and pressure wave velocity of supercritical CO, are
lower than water’s. Although the pressure wave velocity of CO,
is similar to that of methane, its density is much higher than
methane’s. Therefore, the same flow rate variation results in the
maximum water hammer pressure difference noted above.
Regarding the water hammer period, the fluctuation period for
supercritical CO, and methane is approximately the same, 97 s,
significantly slower than that of the water pipeline, which is
about three times longer. This is because the pressure wave
speeds of supercritical CO, and methane are similar, though
lower than that of water. In conclusion, the extent of water
hammer pressurization in supercritical CO, pipelines is lower
than that in water pipelines, and the resulting shock frequency is
slower. However, it is still more significant than methane
pipelines and should not be overlooked.

To analyze the distribution of the water-strike pressure along
the CO, pipeline, we pooled the pressure data at 0, 2.5, S, 7.5,
and 10 km from the outlet (Figure 8). The pressure fluctuations
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Figure 8. Pressure variation curves at different locations of the pipe.

at different locations of the pipeline show the same fluctuation
period and fluctuation amplitude with variability, with the
maximum water strike pressure reaching 0.46 MPa at 10 km,
decreasing to 0.4 MPa at 7.5 km, 0.34 MPa at 5 km, 0.23 MPa at
2.5 km, and finally 0.01 MPa at 0 km and the outlet. It can be
seen that the maximum water strike pressure occurs at the valve;
the farther away from the valve, the water strike pressure
generated will gradually decrease, so the pipeline inlet pressure is
basically in a stable state. After the valve is closed, the fluid near
the valve first stops flowing, generating shock and leading to fluid
compression, which causes the pressure to rise. Then,
subsequent fluids gradually stop flowing, and shocks are applied
to the fluid in front of them, further triggering compression and
increased pressure. This progressive effect maximizes the water
strike pressure at the valve.

4.2.2. Effect of Different Impurities on the Water Strike of
Pipeline Valves. In practice, CO, pipelines usually do not
guarantee the purity of the transported CO,, and impurities may
significantly affect its thermophysical froperties and flow
characteristics during pipeline transport."” To investigate the
effect of impurity components on the water strike pressure at the
pipeline valves, the three most common impurities (O,, CH,,
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and N,) were selected. By investigating famous CCS projects
such as Dynamis (EU),"" Porthos (NL),** and the technical
reports published by NETL (2019)* and ISO (2016)** on the
design parameters of impurities for CO, pipeline transportation,
it was found that the purity of CO, medium has a requirement of
no less than 95%, so the maximum doping ratio was set to 5%,
and 1%, 3%, and 5% doping contents were set for the study.

Figure 9 illustrates the pressure fluctuations at the valve after
the valve is closed for pure CO, and for CO, mixtures doped
with different proportions of O,, CH,, and N,. It can be
observed that the addition of these three impurities results in a
decrease in the maximum pressure at the valve and an increase in
the fluctuation period. Among them, the N, impurity has the
most significant impact, followed by O,, with CH, having the
least effect. This influence intensifies as the impurity content
increases. Taking the simulation results for 5% impurity content
as an example, under the same working conditions, a 5% N,
impurity causes a 15.1% decrease in the maximum pressure and a
35.4% increase in the fluctuation period; a 5% O, impurity leads
to an 11.6% decrease in the maximum pressure and a 29.2%
increase in the fluctuation period; a 5% CH, impurity results in a
7.5% decrease in the maximum pressure and an 18.8% increase
in the fluctuation period. This is because these gaseous
impurities, unlike supercritical CO,, lack near-liquidlike proper-
ties, making them more compressible and less dense.
Incorporating these impurities decreases the overall fluid density
in the pipeline and slows the pressure wave velocity. From an
engineering perspective, introducing a moderate amount of
gaseous impurities into a supercritical CO, pipeline can reduce
the intensity of the pipeline water hammer.

4.2.3. Effect of Valve Closure Time and Mode on Pipeline
Valve Water Strike. In addition to the medium’s properties, the
valve’s operating behavior significantly influences the pipeline’s
water hammer phenomenon. To investigate the effects of
different valve closure times and methods on water hammer
fluctuations in CO, pipelines, we controlled the closure time by
adjusting the valve opening as a function of time. We regulated
the closure method by defining how the valve opening changes.
Fox and Cheng argued that the closing effect of a valve cannot be
reasonably discussed solely based on its opening and closing
velocities without considering the pipeline cycle.”” Conse-
quently, based on the initial conditions, the range of pipeline
cycles under the simulated conditions was between 44 and 57 s.
Based on this result, several time-varying groups were chosen for
the study. Simultaneously, by examining typical CCS projects—
such as the Sleipner CO, storage project in Norway, the Quest
Carbon Capture and Storage Facility in Canada, and the Gorgon
CO, injection project in Australia—it was found that there are
two main types of valve closure methods: linear closure and
staged closure. These methods, whose different flow rate change
rates result in varying water strike effects, were identified in these
projects. Therefore, three types of closure, linear, fast-opening,
and parabolic, were chosen to simulate different rates of flow
change. Specifically, the linear type indicates a uniform change in
flow rate; the fast-open type has a faster change in the initial
period and a slower change in the later period, while the
parabolic type has a slower change in the early period and a
quicker change in the later period.

Figure 10a demonstrates the pressure fluctuation at the
pipeline valve under the valve closing times of 20, 40, 60, and 80
s. With the extension of the valve shutoff time, the amplitude of
the water strike pressure decreases, but the fluctuation frequency
is unaffected by the valve shutoft time. In the case of a valve
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Figure 9. Effect of different impurities on the water strike of pipeline valves.
29.6 12.3
Valve closure time : 20s Linear valve closure
Valve closure time : 40s Parabolic valve closure
294 Valve closure time : 122+ Quick opening valve closure
Valve closure time :
s 292 12.1
5290 2120
s 2
2
E 2838 2119
Differences between different %,
28.6 11.8 shut-off methods 8
284 11.7 -
Il Il Il Il Il 1 1 I“ N T A”I
0 100 200 300 400 500 600 0 200 400 600 800
Time(s) Time(s)

(2)

(b)

Figure 10. Effect of different valve operations on the water strike pressure in the pipeline: (a) valve closure time, (b) valve closure mode.

closing time of 80 s, the maximum water strike pressure was 0.33
MPa, which decreased by 28% compared to the case of a valve
closing time of 20 s. This shows that extending the valve closing
time significantly affects the pressure fluctuation at the pipeline
valve. This indicates that the extended valve closing time
effectively reduces the maximum water strike pressure.
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From Figure 10Db, it can be seen that there is a significant
difference in the effect of different valve shutoff methods on
water strikes in the pipeline. Regarding the time to reach the
maximum water strike pressure, the parabolic shutoff valve has
the fastest response, followed by the linear shutoff valve, while
the fast-opening shutoff valve is the slowest. This is because the
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Figure 12. Schematic diagram of centrifugal pump parameters: (a) head-flow characteristic curve, (b) pump speed variation.

different shutoff methods cause the valve flow to drop to zero at
different rates, with the illustrative shutoft valve being the fastest
to close. Under the exact closing time conditions, the parabolic
shutoff valve produces the highest maximum water strike
pressure of 0.44 MPa, followed by the fast-open shutoft valve,
and the linear shutoff valve is the lowest. This is due to the
different flow rate changes caused by different valve shutoff
methods, in which the rate of change of the linear valve is the
most uniform and smooth, producing the lowest maximum
water strike pressure. The other two types of closure result in a
rapid change in the flow rate over a short period, resulting in a
higher shock pressure.

To more clearly analyze the effect of the relationship between
valve closing time and pipeline cycle on the water hammer and
incorporate different valve closing methods, we simulated the
maximum pressure under various operating conditions, as
shown in Figure 11. The maximum water hammer pressure is
higher when the valve closing time is shorter than the pipeline
cycle, and extending the valve closing time does not significantly
reduce the pressure. This is because, at this point, a direct water
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hammer occurs, and the reflected wave at the pipe inlet has not
yet reached the valve, causing the valve action to end
prematurely. In this case, the water hammer pressure is only
affected by changes in flow rate, medium density, and pressure
wave velocity and is not influenced by the valve closing time. In
contrast, when the valve closing time exceeds the pipeline cycle,
the maximum water hammer pressure is lower, and extending
the valve closing time significantly reduces the pressure. At this
point, the reflected water hammer wave has reached the valve,
and the wave propagates upstream before the valve closes out
the reflected wave, reducing the intensity of the water hammer.
Prolonged valve closing time allows more reflected pressure
waves to reach the valve, reducing the water hammer pressure.
Indirect water hammer pressure is affected by changes in flow
rate, medium density, and pressure wave velocity and is closely
related to the valve closing time. The minimum water hammer
pressure also follows the same trend with varying valve closing
times. This principle applies to different valve closure modes,
and a linear valve closure can effectively reduce the indirect
water hammer pressure. Combined with the requirements of the
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DNV-RP-F104 (2021) standard, the pipeline cycle should first
be calculated, and the maximum permissible closing time should
be determined by considering the maximum time limit for valve
closure. During this time, priority should be given to ensuring
that the valve shutoff time exceeds the pipeline cycle, with an
appropriate extension of the valve shutoff time. Simultaneously,
to reduce the maximum water strike pressure in the CO,
pipeline, priority should be given to selecting the linear valve
closure method, which has a lower flow rate fluctuation. If
necessary, then a phased valve shutdown can be implemented.
4.3. Slow Start and Sudden Stop of Centrifugal
Pumps. This section investigates the hydraulic and thermal
changes in the pipeline induced by the slow startup and sudden
shutdown of the centrifugal pump at the pipeline inlet in the
same scenario as in Section 3.1. The base conditions are an inlet
temperature of 40 °C, an inlet pressure of 12 MPa, and an outlet
flow rate of 70 kg/s. The gas source medium comprises pure
CO, and the O,, CH,, and N, mixtures. The start and stop of the
pump are controlled by adjusting the rotational speed of the
centrifugal pump, rated at 2950 rpm, and the maximal head is 65
m. The head-flow characteristic curve of the centrifugal pump
and the relationship of the pump’s rotational speed with the
change of time are shown in Figure 12. During the simulation,
the speed of the centrifugal pump increases linearly from 0 rpm
at startup to 2950 rpm in 60 s. After reaching this speed, the
centrifugal pump will keep the speed of 2950 rpm unchanged
until the moment of 400 s. At this point, the centrifugal pump
will stop immediately. At this point, the centrifugal pump will
immediately shut down, and the speed will rapidly decrease to 0
rpm until the end of the simulation. The gas source pressure and
user flow rate remain constant throughout the simulation.
Figure 13 illustrates the trend of the pipeline pressure change
during the slow startup of a centrifugal pump for pure CO, and a
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Figure 13. Trend of pipeline pressure under slow startup conditions for
centrifugal pumps.

CO, mixture doped with 5% of the aqueous w/v O,, CH,, and
N,. The pressure change curves for each conveyed medium
indicate similar pipeline pressure trends. As the centrifugal
pump speed gradually increases, the pipeline outlet pressure first
changes and steadily increases, forming a pressurized wave
propagating along the pipeline. As a result, the pressure rise at §
km and 10 km along the pipeline is significantly delayed.
Although the centrifugal pump reaches its rated speed of 2950
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rpm within 60 s, the pipeline pressure has not yet reached its
maximum value and will continue to rise before eventually
stabilizing. This is because, despite the centrifugal pump speed
stabilizing, the pipeline inlet flow increased dramatically during
startup, differing significantly from the outlet flow and thus
requiring time to reach a new flow balance. During this process,
the centrifugal pump outlet flow gradually decreases, resulting in
a slow increase in pressure. A comparison of the data for pure
CO, and mixtures containing impurity CO, revealed that
doping with 5% O,, CH,, and N, reduced the pressure increase
during centrifugal pump startup. Specifically, the pressure
increase of the CO, mixture containing 5% O, was 0.36 MPa,
which was 12.93% less than that of pure CO,; the rise in the CO,
mixture containing 5% CH, was 0.37 MPa, which was 10.52%
less than that of pure CO,; and the increase of the CO, mixture
containing 5% N, was 0.34 MPa, which was 17.05% less than
that of pure CO,. Additionally, doping with O,, CH,, and N,
also prolonged the boosting reaction time at 5 and 10 km, with
the N, impurity having the most significant effect, followed by
the augmentation of the effect by the addition of the
nanoparticles to O, and CH, having the most miniature effect.

Figure 14 illustrates the distribution of pipeline parameters
along the pipe for pure CO, and a CO, mixture doped with 5%
O,, CH,, and N, at the 40th second, comparing it with the
steady-state initial conditions. The calculations for different
media show that the centrifugal pump startup increases the
temperature, pressure, and mass flow rate parameters in the
pipeline, with more minor changes in temperature and more
significant changes in pressure and flow rate. Taking pure CO, as
an example, the pressure along the pipeline generally increased
by 0.05—0.17 MPa at the 40th second, demonstrating an
apparent boosting effect. The change in flow rate along the
pipeline is even more significant, with the centrifugal pump
outlet flow rate increasing by 22.11 kg/s compared to that in the
initial state, representing a boost of 31.58%. This indicates that
the centrifugal pump startup causes a significant increase in the
flow rate within the pipeline.

The effect of impurities on the centrifugal pump startup was
derived by comparing the calculation results for pure CO, with
those for mixtures doped with 5% of the compounds containing
O,, CH,, and N,. First, adding impurities led to a decrease in the
temperature drop and an increase in the pressure drop at the
initial moment. Specifically, 5% of the O, impurities decreased
the temperature drop along the pipeline by 1.30 °C and
increased the pressure drop by 0.04 MPa; 5% of the CH,
impurities decreased the temperature drop by 1.03 °C and
increased the pressure drop by 0.04 MPa; and 5% of the N,
impurities decreased the temperature drop by 1.29 °C and
increased the pressure drop by 0.05 MPa. Second, the parameter
variations during centrifugal pump startup showed that the
presence of impurities delayed the rise in temperature, pressure,
and flow in the pipeline. This reduced the increase in these
parameters, with the influence following this order: N, > CH, >
0,.

Figures 15 and 16 show the flow and pressure in the pipeline
as a function of time after a sudden shutdown of the centrifugal
pump under pure CO, conditions. The effect of impurities is
similar to that of the centrifugal pump startup, resulting in a
more extended period of fluctuation and a reduction in the
oscillation amplitude, and it is therefore not repeated here.
Observation reveals that when the centrifugal pump at the inlet
of the pipeline is shut down, the pressure and flow rate at the
beginning of the pipeline downstream drop rapidly. Specifically,
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Figure 14. Schematic diagram of the pipeline’s temperature, pressure, and flow rate distribution at the 40th s.
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Figure 15. Mass flow rate changes at different moments after centrifugal
pump shutdown.

the pressure drops to 12 MPa, and the flow rate drops to almost
zero. This trend of change propagated rapidly downstream into
the pipeline. The effect reached the pipeline outlet at 16 s when
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Figure 16. Pressure changes at different moments after centrifugal
pump shutdown.

the pressure and flow rate dropped significantly throughout the
pipeline. Subsequently, as the flow in the pipeline is in a
distribution imbalance and there is a flow differential, the flow
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begins to gradually flow back from the pipeline outlet toward the
pipeline inlet. This process further caused the pressure along the
pipeline to continue to drop. Eventually, at the 51st second, the
piping system established a new equilibrium state after a
dynamic evolution, and the flow rate and pressure were gradually
restored to normal operating levels. The sudden stoppage of the
centrifugal pump triggers a very rapid dynamic response in the
piping system, resulting in significant flow and pressure changes,
which may increase the risk of phase transitions and water strike
phenomena and deserve attention.

5. CONCLUSIONS

In this study, we completed the transient modeling of the CO,
pipeline using Visual Studio 2017 software and the C++
programming language and performed extensive numerical
simulations and calculations. The study aims to describe the
hydraulic and thermal response of a supercritical/dense-phase
CO, pipeline under transient operating conditions, covering a
variety of scenarios, such as valve closure, slow startup of
centrifugal pumps, and sudden shutdown. The following
conclusions were ultimately drawn:

(1) In this study, a one-dimensional nonisothermal transient
flow model is developed for simulating the dynamic
behavior of CO, pipelines. The GERG-2008 equation of
state, which exhibits high accuracy in calculating CO,
physical properties, was chosen by comparing it with the
density experimental data in references. By comparing
and analyzing the data with three sets of literature data
from Liljemark S, Abbaspour M, and Adamkowski A, the
results show that the computational results of the model
developed in this paper are consistent with the literature
data and show the same trend of change, and the error is
within the acceptable range. This result verifies that the
constructed transient model has high precision and
accuracy and can meet the practical needs of engineering
calculation.

(2) Under the same operating conditions, the maximum

water strike pressure in a supercritical CO, pipeline is only

one-third of that in a water pipeline but 12 times thatin a

methane pipeline. At the same time, the water strike

fluctuation period in a supercritical CO, pipeline is 3

times that in a water pipeline and is close to that of a

methane pipeline. Unlike standard gas pipelines, water

strike in supercritical CO, pipelines requires special
attention. The type and amount of impurities in CO,
significantly affect the degree of water striking in the
pipeline, with N, impurities having the most significant
impact. When the N, content reaches 5%, the maximum
water strike pressure decreases by 15.1%, while the

fluctuation period of the water strike increases by 35.4%.

In supercritical CO, pipelines, moderate doping of gas

impurities can effectively reduce the intensity of water

strikes.

(3) Different valve shutoff operations significantly impact

water strikes in CO, pipelines. Regarding valve shutoff

time, when the shutoff time is shorter than the pipeline
cycle, the direct water strike pressure is more significant. It
does not decrease with an increase in shutoff time. In
contrast, when the shutoff time is longer than the pipeline
cycle, the indirect water strike pressure is smaller and
gradually decreases with increasing shutoff time. Regard-
ing valve closing methods, linear valve closing can
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effectively reduce the intensity of valve water strikes. To
ensure the safety of CO, pipelines, it is recommended that
the valve shutoff time be greater than the pipeline cycle
and appropriately extended, with preference given to
linear shutoff valves.

(4) When the centrifugal pump at the pipeline inlet started
slowly, the CO, pipeline inlet pressure and flow rate
increased rapidly and propagated along the pipeline. In
particular, the inlet flow rate changed significantly,
increasing by 33.33% within 40 s of the centrifugal
pump startup. In contrast, the sudden shutdown of the
centrifugal pump caused a rapid and significant drop in
flow and pressure in the pipeline system. At the moment
of shutdown, the pipeline outlet pressure rapidly dropped
to the gas source level, and the flow rate fell to nearly zero.
This change propagated downstream and reached a new
equilibrium state after 51 s. Impurities also significantly
affect pressure changes in the tube, and doping reduces
the magnitude and rate of pressure changes. To ensure the
stability and efficiency of CO, fluid transfer, it is
recommended that pipeline pressure and flow rate be
monitored after centrifugal pump startup and shutdown
to prevent phase change and water strike phenomena,
thereby avoiding equipment damage.
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A;  valve overflow area [m?]

pressure wave velocity [m/s]

sound speed [m/s]

valve flow coefficient

specific heat capacity [J/kg-K]

diameter [m]

valve inlet Joule—Thomson coefficient [K/MPa]
valve outlet Joule—Thomson coefficient [K/MPa]
modulus of elasticity of pipes [pa]
thickness [m]

gravity constant = 9.81 [m/s?]

enthalpy [J/kg]

total heat transfer coefficient [W/(m?-K]
pipe length [m]

partial derivative of a differential equation
mass flow rate [kg/s]

actual pump speed [rpm]

rated pump speed [rpm]

gas pressure [pa]

heat exchange rate [J]

valve volume flow rate [m®/h]

volume displacement of the pump [m®/h]
pipe elevation [m]

gas temperature [K]

internal energy [J/kg]

specific volume [m®/kg]

pipe axial length [m]

bed layer height [m]

Greek letter nomenclature

Q

O 0OR
o o

5

S oo

out

2§ R S0 ot

Z

rate

Exc:q%@pm%

p  density [kg/m?’]

T time-variant [s]

A coeflicient of friction
v flow rate [m/s]

P, coeflicient of thermal expansion [1/K]
Subscripts

amb pipes buried deep
i upper layer

in  inlet

j down layer

k  pacemaker

out outlet
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