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DistributedML 2022: Chairs' Welcome Message


Following up the prior two successful versions of DistributedML, it is our great honour and pleasure to welcome you 
again, this time physically in the 3rd edition of the Distributed Machine Learning Workshop (DistributedML '22). The 
workshop is co-located with the 18th International Conference on emerging Networking EXperiments and 
Technologies (CoNEXT '22) and held in Rome, Italy, on the 9th of December 2022.


Distributed ML is a rapidly evolving, interdisciplinary field bringing together techniques from distributed systems, 
networks and machine learning. The advent of deep learning and the pursuit of artificial intelligence has created 
previously unfathomable deployments both in the datacenter and in the wild, enabling use-cases ranging from virtual 
reality and intelligent assistants to robots and self-driving cars. However, be it in the form of training or inference, 
these workloads pose several challenges pushing the compute, memory, sensing and networking capabilities of 
devices. As such, ML deployments become innately distributed, as a means to scale out local capabilities by 
leveraging remote or ambient resources in a distributed fashion in a collaborative manner. Simultaneously, the strive 
for user-privacy and sustainability gives birth to new training solutions, such as Federated Learning. However, 
adversarial actors may pose challenges to the robustness of the such deployments.


Be it deployed in the cloud, edge or consumer end, Distributed ML challenges and pushes the limits of today's 
compute, networking and algorithmic frontier. To this end, the DistributedML workshop comes in a timely manner to 
provide a forum for ideas coming from different disciplines to be aired so as to solve current challenges and shape 
the technology of the future.


We would like to thank the ACM CoNEXT organising committee (Giuseppe Bianchi and Alessandro Mei), the 
workshop co-chairs (Radia Perlman and Paolo Casari) and publication chair (Danilo Giordano) for their guidance 
throughout the process. We would also like to take the time and thank the DistributedML organising and steering 
committees, as well as the excellent Technical Program Committee (TPC), with their thorough reviews in a short 
period of time. Lastly, this workshop would not be possible without the authors of accepted papers and our keynote 
speakers and panelists. 


We look forward to welcoming this year's participants for an exciting and fruitful discussion in the hot topic of 
Distributed Machine Learning.


The DistributedML organising committee


Stefanos	Laskaridis

DistributedML	General	Chair

Samsung	AI	Center	Cambridge


Mario	Almeida

DistributedML	General	Chair

rain.us

Jon	Crowcroft

DistributedML	General	Chair

University	of	Cambridge	and	Alan	
Turing	Institute


Ang	Li

DistributedML'22	Organising	Chair

Qualcomm	AI

Lydia	Y.	Chen

DistributedML'22	Organising	Chair

TUDelft
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