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Abstract

Faceted search is a useful technique to search through large amounts of semi-structured
data. It is often used in applications such as (digital) libraries, e-commerce sites and other
retrieval systems with multidimensional properties.

Faceted Search allows users to refine queries in order to find documents faster. It gives sug-
gestions for narrowing down the retrieved documents in order to find or suggest documents
the user is looking for. It is therefore used for both finding specific documents in a corpus or
exploratory search, where people do not know precisely which document he/she is looking
for but does recognize one if it is presented to the user. Examples of this is people looking
for a new job, apartment or holiday.

In personalized faceted search we take this approach even further by recommending specific
facets that the documents must adhere to in order to find the most relevant documents to
the user. Based on the characteristics of each user we can make specific recommendations
for the type of documents the user is looking for.

In this thesis we will focus on implicit feedback from the user in contrast to explicit feedback
in previous work in which the user has to mark each document it sees as relevant or not.
We will use real data collected from a real website and show that probabilistic hierarchical
models can improve the relevancy to the user substantially, especially when we do not have
much data on a user, often referred to as the cold start problem.
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1Introduction

1.1 Faceted Search
When users are searching or exploring a large set of documents, it can often be hard to find
the relevant documents. Whether these documents are products on an e-commerce site,
movies, books or webpages, users are often presented a with search interface that allows
them to define queries to search through all the documents.

Using a query, a search engine can search through all documents and return the documents
most relevant to that query. In Figure 1.1, we see a user searching for "Faceted Search" on
the TU Delft library website and shows the 10 most relevant documents on the first page.

Figure 1.1.: Searching for "Faceted Search" on the TU Delft library website.

Search engines are a great way to search through large information spaces. Google searches
through 20 billion webpages, Amazon allows you to search through thousands of articles and
LinkedIn allows you to search through millions of people, companies and vacancies. One
drawback of this is that there are many results, and people are very often only interested in a
specific part of those results. Different people can even mean different things with the same
query. People can try to formulate more complex search queries, but this can be difficult and
most users do not know how to do this correctly [22].

Very often these search engines allow the user to click through these pages showing the
next 10 results of the query. In Figure 1.1 we see a query that matched a total of 57.109
documents. Scrolling through all these results can be very time consuming so users can try
to refine the query or make use of some advanced query commands.

Furthermore, a query can be too broad, too specific or ambiguous. This problem becomes
even more evident when users are searching on mobile devices such as smart-phones and
tablets and typing in long queries can be even more inconvenient.

One often used solution to this is faceted search (sometimes called faceted navigation)
to narrow down the amount of results and guide the user to create more complex search
queries. In a faceted search interface, such as in Figure 1.2, a user is presented with fields on
which a user can narrow down the results. These fields are called facets and the terms on
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which can be narrowed down the facet-values. When a user selects one of the facet-values,
only documents that include those values are shown.

Figure 1.2.: Faceted Search on Brunel

An increasingly popular method is to present the user with several options to refine the
retrieved documents. For example in Figure 1.1, we can restrict the results to only show
articles or to restrict the result to show only documents that where published in the last
5 years. This allows the user to narrow down the amount of results and find a relevant
document much easier.

1.2 Personalized Faceted Search
Although faceted search can help users formulate complex search queries, the number of
facet-values is often very large. Take for example a facet Country, it is hard for users to
shift through all the 196 countries in this list, even if they are sorted in alphabetic order.
It is therefore not advisable to show all possible facet-values in the interface. A lot of
faceted search interfaces show the most used facets with the amount of documents in each
facet-value in descending alphabetic order.

One of the emerging trends of the last decade on the web is personalisation [3]. Personalisa-
tion is the adaption of web-pages based on the characteristics of the user. Recommender
systems, probably the best known form of personalisation, play a huge role on website like
Amazon, Netflix and Facebook. Even though a lot of the content in Amazon is personalized
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Figure 1.3.: Faceted Search on Amazon

based on previous viewed and bought items, the search itself is not, as can be seen in
Figure 1.3.

The approach we will take is to personalize the faceted search interface in such a way that
the user has to do the least amount of effort to find the item the user is looking for. This
can be done by only showing the most relevant facet-values to the user. The assumption we
make here is that although the user might not know all possible documents, the user is able
the recognize a document that might be relevant from a list.

Different approaches for personalisation exist. Most systems for personalisation rely on
implicit feedback [13]. Implicit feedback means that we are not asking a user directly about
his or her preferences but try to infer those based on actions by the user, such as pages
viewed, items purchased or the users’ location. Although explicit or hybrid solutions also
exits, they are used less often since they require the user to explicitly provide answers to
what their preferences are [5]. In this thesis we will focus only on implicit data generated by
the users.

1.3 Research Questions
In this thesis a probabilistic perspective of faceted search is taken. We estimate the probability
of a user selecting a certain facet-value in order to maximize the efficiency of clicking to the
right document. This means that we want minimize the amount of clicks necessary before
the user arrives at the right target. For this project we implement a user modeling application.
Using this application several methods for faceted search will be evaluated. This application
will be developed for Brunel, a project management, recruitment and consultancy firm that
allows users to search through a large set of vacancies. These vacancies include facets such
as location, branch, type of job etc. Using faceted search several methods for faceted ranking
will be compared. We will also look at how accurate these models are when we do not have
a lot of data about a user and also look at how these models perform when we only show a
fraction of the facet-values.

In this thesis we try to answer several questions. One main question (MQ) and several
specific research questions (RQ):

• MQ: How can we improve personalized faceted search when we do not have much data
from a user?

• RQ1: How does adding a prior affect the performance of a personalized faceted search
system?

1.3 Research Questions 3



• RQ2: How does the amount of data we have of a user affect the performance of personal-
ized faceted search?

• RQ3: What is the error we make when we only show a fraction of the facet-values?

1.4 Contributions
This thesis shows several methods of how we can create and estimate user models in order
to allow users to perform faceted search more effectively. We extend the models created in
[14] and perform evaluations on a real world dataset and discuss their performance. We
will focus on how these methods perform for new users for which we do not have a lot of
data yet. We will show with different experiments how much data we need to accurately
learn these individual user models. Furthermore we suggest a method for evaluating these
models that can evaluate the performance of a model when we want to show only a fraction
of the facet-values.

1.5 Outline
Chapter 2 gives an overview of the background needed to understand the rest of this thesis
and introduces some notation that we will use throughout this thesis. An explanation of the
different methods is given in Chapter 3. Chapter 4 shows how we can evaluate each of the
proposed methods from the previous chapter. The results of these evaluations are shown in
Chapter 5. Finally, Chapter 6 concludes this thesis and discusses future options for research.
In the appendix additional background material is provided.

4 Chapter 1 Introduction



2Background & Previous
Work

2.1 Document and User Models
2.1.1 Document Model
To allow documents to be filtered by facets, each documents in the corpus must have
additional meta-data. This meta-data must have some properties in common in order to
compare them and group documents together. An ontology is a description of the properties
and relationship between items within a certain domain. We can view this meta-data as
key-value pairs added to each of the documents. The keys are called the facets and can be set
mandatory or optional, it may even be possible for a single facet to have multiple facet-values.
Each facet-value belongs to only one facet. These key-value pairs are often called facet-value
pairs (FVP). The amount of facet-values per document may differ if there are facets which
may have more than one facet-value or in which there are facets that are set optional. The
total amount of facet-value pairs is the sum of all facet-values for all facets.

A set of documents that share the same structure is what we call a corpus. Documents
in a corpus often share a common topic, such as documents about movies or vacancies.
These documents share the same structure in that they share the same facets and same
possible facet-values. For example a corpus about movies may have a facet such as Genre,
with facet-values such as Action, Comedy or Drama. A corpus about vacancies may have a
facet such as Market with facet-values: Industry, Services and Health Care. An example
document of such a vacancy taken from the Brunel corpus is shown in Table 2.1. A full
description of this Brunel dataset is provided in Appendix B.

Facet Facet-value

Title Software Engineer
Market Industry
Branch High Tech
Country Netherlands
Region Noord Brabant
Area of expertise Research & Development
Level Specialists & experts
Table 2.1.: Example Vacancy Document

Different corpora thus can have different facets and each is often predefined into what values
it can take. In each document we can have different FVPs. In some cases a facet may only
have a single facet-value and the facet-values are mutually exclusive or a facet that can have
more than one facet-value. Lastly the underlying facet-values can have different types or
scales which are shown in Table 2.2.

Type Values Example

Nominal Categorical Gender(male/female)
Ordinal Ordered Categorical Rank(1st;2nd;3rd)
Interval Numbers Temperature(Celsius)
Ratio Numbers Duration(seconds)
Free-Text All possible values Text(name)
Table 2.2.: Different scales for the facets
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The scales or level of measurement corresponds to how the data is represented. For example
for ratio a user can select a number that satisfies the requirement of what the user is looking
for. Or a category that conforms to the requirements of the user. In this thesis we will focus
on (ordered) categorical values of which there is only one facet-value possible per document
per facet. It is however fairly straightforward to generalize this assumption by simply adding
multiple facet-values to a document and do a (weighted) sum of the facet-values seen.

2.1.2 User Model
We can define a user models in the following way. A user model is a function that can
identify whether or not a document or item is relevant to the user. It can do this based on
previous experience from the user in order to know what the user might like and not like.
Therefore a user model also contains information about previous actions.

In general we assume a user is searching for a document that contains a combination of
certain facets-values. If we look at how users search for vacancies they often search for a
specific market and location to work. If a user is looking for a movie to watch he/she often
has a preference for a certain genre or actor that is playing in the movie. In these types of
exploratory search, faceted search is often helpful and can guide a user to find a specific
item. In order to allow a user to find a document faster we can propose certain facet-values
such that a user can select this facet in order to narrow down the results.

We will model each user based on the features of the ontology we are using. This ontology
based user modelling [20] is often used in application like this. Each of the facet-values in
the ontology corresponds to a value in the user model that indicates the preference of the
user to that facet-value. Although we could add additional data about each user the focus
will be on features available in the ontology.

2.2 Notation & Terminology
Now that we have described a high level description into what we refer to as the document
model and user model, we will introduce some notation.

We define the following terms:

• A corpus is a collection of M documents denoted by D = {x1, . . . , xM}.
• A document is represented as a set of J facets, which are represented by a list of vectors
xm = (f1, . . . , fJ), where fj is the jth facet.

• The facet-values are the components of this vector fj = (vj,1, . . . , vj,L) and are repre-
sented such that vj,l = 1, if the lth facet-value of facet j is present in the document;
vj,l = 0 otherwise.

• We define the length of this vector fj to be Lj or just L if this is clear from the context.
• The total number of facet-value pairs is the number of all facet-values for all facets

and is defined by: K =
∑J

1 Lj
• A user u is a visitor that has seen one or more documents and is indexed by {1, . . . , U}.
• Xu = (xu1 , . . . , xuN ) is a sequence of Nu documents seen by user u. Sometimes we will

use just N if this is clear from the context.

Our main goal is to find the the user models captured by parameter θu for each user
u ∈ 1, . . . U , using different models M, which we will introduce in Chapter 3. Each of these
different models assign different probabilities to the facet-values for each user, p(vj,l). This
user profile is a K-dimensional vector of all facet-values and indicates the preference for each
facet-value to the user.

6 Chapter 2 Background & Previous Work



2.3 Previous Work
An overview of faceted search is provided in the book “Faceted Search” by Tunkelang [23].
In this book a short history of faceted search is provided, with some examples of commercial
applications, such as on eBay and Amazon. Besides giving some insights into implementing a
faceted search interface from both a front-end as a back-end perspective, this book provides
some basic evaluation metrics such as precision and recall.

In the paper, “Beyond basic faceted search” by Ben-Yitzhak et al. [1] the authors describe
dynamic facets, a way to add facets to documents based on the context, such as documents
released in the last year or documents that have some spatial information in them such as:
"give documents within a certain radius of my location".

Typically two types of recommender systems are used. The first one, content based rec-
ommender systems, recommend items based on the characteristics of the item and the
preferences for the item by the user [19]. The second type is collaborative based recom-
mender systems and recommends items based on items that similar users have seen [21].

Faceted search can be seen as a special type of a conversational recommender system [17].
One of the earlier work on interactive conversation systems used critiquing to ask the user
to critique certain items. Based on the responses of the user the system was better able to
suggest items that the user liked or marked as positive and remove the items that the user
did not like or marked as negative or not relevant.

The earliest conversation like systems are critiquing based recommender systems. Critique-
based recommender systems allow users to give feedback on individual recommendations
such as "give me more like this, but located closer" [7]. For each item in the catalog, different
features need to be available. Critique-based recommenders allow the user to navigate
through the result set. This is especially useful if the user does not know precisely what the
user is looking for.

The items can be fictional items or some popular items that need to be different enough to
make an estimate of what characteristics in each item the user likes and which not. [17]

Another type of interactive dialogues is navigation-by-asking [7, 16]. This gives users the
possibility to directly specify which features are required and therefore it allows user to very
quickly navigate through the result set, in this case it is assumed that the user knows more
precisely what he/she is looking for, which may not always be the case.

Navigation-by-proposing is a technique that gives the user several possibilities and asks the
user to rate these items whether they are relevant or not. Based on these (fictional) items,
recommendations can be made most related to the relevant items [24]. Instead of asking for
features directly the system has to infer them based on the proposed items. This technique is
different from Navigation-by-asking in that now the user has to rate proposed items and in
which the system refines the possible proposed item until the right item is found.

In The adaptive web: methods and strategies of web personalization by Brusilovsky, Kobsa, and
Nejdl [3], Adaptive Systems are defined as specially tailored pages that appeared differently
or contained different content based on the individual user. The most well -known type of
Adaptive Systems are Recommender Systems, such as those that can be found on Amazon 1,
Netflix 2 and LinkedIn3.

In a paper by Koren, Zhang, and Liu [14], Personalized Faceted Search was introduced
which used a hierarchical model. They used this on the MovieLens 4 dataset. This dataset
contains ratings by users, however only users are included that rated at least 20 movies.
These movies where also explicitly rated as either positive or negative.

1https://www.amazon.com
2https://www.netflix.com
3https://www.linkedin.com
4http://www.grouplens.org
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There has been a lot of research in ranking documents, such as news articles [9, 10], that
use collaborative filtering or content based filtering, to prevent the cold-start problem. In the
cold-start problem we have a new user or a new item that is added to a system and because
we do nog have enough data from it we can not make accurate predictions for it.

Although in our system the facets and facet-values are already given, sometimes they are
not present. In [6] the authors add additional semantics to text, in this case tweets, to
add facet-values to the documents. This way unstructured documents can still be searched
through efficiently.

Graphical models have been used in many different applications. In [2] Latent Dirichlet
Allocation (LDA) is described. LDA is a probabilistic model to model collections of discrete
data such as topics in a corpus of documents, where topics are defined as distributions words,
and express which words typically co-occur. For each document the words are given and
from these words the topics in these documents are inferred. The number of topics must be
set as hyper-parameter.

Another application of graphical models is TrueSkill [12] in which the skill of a very large
number of users is inferred based on the interaction between the users. This system is able
to update the skill of the players each time they interact with another player. Compared to
the the classical approach this method converges much faster.

Hierarchical user modeling such as in [27] have been used to model users to avoid overfitting
to a specific users’ data. In this case this has been applied to a recommendation system for
movies and news.

Hierarchical Models are used to study a wide range of topics. The standard textbook on
this is by [11]. Hierarchical models study the effects of subgroups within groups of data.
These types of models work very well when there is a high imbalance between the size of
the groups.

8 Chapter 2 Background & Previous Work



3Methodology

3.1 Introduction
In this chapter we will focus on different methods for estimating the probability of a user
being interested in a certain facet-value. This assumes that the most relevant facet-values
have the highest probability of being selected. Therefore we can rank each of the facet-values
within each facet in order of probability of being selected. This chapter describes how we
can model our faceted search problem as a probabilistic model in order to find the most
relevant facet-values for each user. This chapter focuses on parametric models; the data will
be assumed to be sampled from distributions in the exponential family.

In table 2.2 we saw how facet-values could have different types. In parametric models we
can assign different probability distributions to each of these types. For categorical facets
we can use discrete distributions and for numerical facets we use continuous distributions.
In this thesis we will make no distinction between interval and ratio types and between
nominal and ordinal types. Furthermore in this thesis we will focus on these categorical
values.

3.2 Document Count
The first method we discuss is ranking the facet-values in order of the amount of documents,
showing facet-values with a lot of documents above and facet-values with a lower amount
of documents lower. This is the default for Brunel and many other websites. The rationale
behind this is that the probability that a facet-value is is chosen is higher when there are
more documents that have this facet-value. This method may work well if each document
has about the same probability of being selected.

This model is not using any interaction data from the users. It only uses data from the
documents itself. We will refer to this model as the document count model or MCount. The
ranking of each of the values is therefore the same for each user.

3.3 Popularity
A slightly different method is to order the documents by popularity. Thus, ordering the
facet-values by how often the underlying documents have been seen. This means that
facet-values with a lot of documents but not a lot of views can be ranked lower than a
facet-value with few documents, but that are very popular.

This model does require data from all users in order to count how often each of the documents
have been seen. For the remainder of this thesis, we will refer to this model as the document
popularity model or MPop. Just as the previous method this method is not personalized and
thus has the same ranking for each user.

3.4 Maximum Likelihood Estimation
The next method is of Maximum Likelihood (ML) or Maximum Likelihood Estimation (MLE).
In ML we take a very simple approach. Based on the previously seen documents we count
the amount of facet-values in all the documents that were seen by the user and sort the
facet-values on how often each of the facet-values were seen in the documents. Based on the
counts of each of the facet-values we calculate the probability of each of these facet-values.

This method gives a personalized ranking for each user based on the previously seen
documents. For each user we need to maintain a list of all the documents this user has seen
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and count the facet-values in these documents and return for each facet the ordered list of
facet-values.

For each user we maintain a parameter θu, of each users’ distribution, the user profile,
such that it maximizes the probability that it generated this data X. We can see this as
a generative model. Given data Xu = {xu1 , . . . , xNi }, the documents seen by user u, we
estimate θu directly using our data Xu. Which is simply the normalized count data for each
of the facets, this is often referred to as the empirical distribution. We will refer to this model
as MML. The viewed documents by a user are conditionally independent given the model
parameters, which is why you can write as Equation .

θML
u = arg max

θu

p(Xu|θu)

= arg max
θu

n∏
i

p(xui |θu)
(3.1)

We can visualize this model as in Figure 3.1a. We have a distribution with parameter θu from
which the documents xu are "drawn", with the facet-values generated from the distribution
with parameter θu.

θu

xu3 . . . xuNxu2xu1

(a) MLE as draws from a distribution

θu

xun

N

U

(b) MLE in plate notation

Figure 3.1.: Maximum Likelihood Estimation

Although this is still a simple graphical model, we prefer simpler notation. Thus we resort to
plate notation as shown in Figure 3.1b [4, 26]. The plate around the xu with the N in the
lower right corner means that the xu are repeated N times, for N documents for each user.
The large plate with the U means that we have to estimate θu for each of the U users.

For facets that contain one and only one facet-value per document, each of these draws
xu,1 . . . xu,N can be modeled by a draw from a categorical distribution. For each of the k
facet-values we have have a probability pi of it being chosen, such that

∑k
i=1 pi = 1. When

we draw N times from this distribution, this generalizes to the multinomial distribution.

3.4.1 Implications
Maximum Likelihood Estimation is certainly one of the simplest and most natural approaches.
It is very easy to calculate and easy to update with new data. The largest drawbacks however
are that with ML it is very easy to overfit, especially when we have a small amount of data.
Moreover, we can’t say anything if we have no data at all. A second major drawback is that
ML is a point estimate. We calculate a single number that represents the probability of a
certain outcome. There is no way to express our certainty or uncertainty with ML.

Another observation we can make is that some facet-values may have a probability of 0.
Which may seem strange, because just because we have not seen anything from happening,
does not mean it cannot happen in the future. It can always happen at a point later in time,
that a user will be interested in a facet-value estimated with a probability 0, which will
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contradict our model. Also, how can we rank our facet-values when some of them have the
same probability?

3.4.2 Example

For example if a user has seen 3 documents and of these documents two have the facet-value
Services and one has the facet-value Industry. Then within the Market facet, we will rank
Services first, because it has a probability of 2/3 and Industry second with a probability
of 1/3. We can visualize this as in Figure 3.2. Here we see the probability for each of the
facet-values, when a user has seen 0, 1 and 3 documents. The probability of 0 at the start is
contradicted for the Industry and Services facet-values after seeing all 3 documents.

Figure 3.2.: A Maximum Likelihood user model for the Market facet with 0,1 and 3 viewed pages

If we take a look at all the users, we can get an idea of how each user prefers the different
facet-values. In Figure 3.3 we can see a ternary diagram for three of the six facet-values
of the Market facet. We observe that most of the points are on the corners (not very well
visible since they overlap) and the borders. We also observe that most of the users only view
a very low amount of documents, which may be the reason that most of the users are at the
corners or border.

Figure 3.3.: MLE for 3 of the 6 different Markets

3.4 Maximum Likelihood Estimation 11



3.5 Maximum A Posteriori Estimation
A major drawback in Maximum Likelihood is that it is easy to overfit. We already saw in the
examples of the previous section that for some users an estimation of 0 or 1 was given for
the likelihood of a facet-value. Maximum A Posteriori (MAP) tries to avoid that by using a
prior. A prior is a distribution that expresses our belief of what the probabilities are without
having seen any data yet.

One method to do this is Laplace Smoothing or Additive Smoothing. This means that instead
of starting a 0, we add a non-zero value. By adding this to the user data we get more
smoothed probabilities. We can model the user models for every facet again as a multinomial
distribution. Although we can choose any distribution as our prior, we prefer to choose a
conjugate prior, since this allows for easy updating of our user model. For the multinomial
distribution the conjugate prior is the Dirichlet distribution [BishopXXXX]. The Dirichlet
distribution is a generalization of the Beta distribution and is parameterized by a vector θ0
of length k. This k is the amount of categories in the multinomial distribution. For k = 2,
this is a Beta distribution. If we take a prior of Dir(θ0) with θ0i = 1 we add pseudo-counts
of 1.

By using Bayes’ rule we can update our prior distribution with new data to estimate our
new beliefs about our posterior probability. This Bayesian updating makes it very easy to do
on-line updating as new data comes in. Since the Dirichlet distribution is the conjugate prior
of the multinomial distribution when we update a Dirichlet distribution with a multinomial
distribution we get again a Dirichlet distribution.

θMAP
u = arg max

θu

p(θu|Xu)

= arg max
θu

p(Xu|θu)p(θu)
p(Xu)

= arg max
θu

p(Xu|θu)p(θu)

(3.2)

In Equation 3.2 we use the data as given, to find θ, we can rewrite this using Bayes’ rule.
Since θ doesn’t depend on the denominator we can remove this from the equation.

The thing we do need now is find a prior that generalizes well over all data. This parameters
of this prior are fixed for all users. We will call the parameters of this fixed prior θ0. The
complete model is shown in Figure 3.4.

θu

xj,u

θ0

N

U

Figure 3.4.: Maximum A Posteriori with fixed prior θ0

When we have a new user with no observations yet, our estimation is simply defined by the
prior distribution. Every user that has no observations starts with the same estimation. When
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Figure 3.5.: a Maximum A Posteriori user model for the Market facet with 0,1 and 3 viewed pages
(θ0 = 1)

this user is making an observation we can update our prior with the likelihood to obtain the
posterior predictive distribution and make our new estimation based on this distribution.

3.5.1 Implications

The main difference between ML and MAP is that we treat θ as a random variable for the
MAP model. By adding prior knowledge we can avoid overfitting on the data. Just as in the
ML model, the MAP estimate is still a point estimate. The problem now is to choose a good
prior that fits the data well. This prior distribution in Bayesian statistics represents our prior
belief in what the resulting posterior distribution should look like. For this we can have two
different types of priors that we can add. The first is a non-informative prior. The second
one is a (weakly) informative prior.

3.5.2 Example

non-informative priors

Returning to the same example as in Maximum Likelihood model, with two facet-values
Services and one Industry, we can start with a flat non-informative prior of θ0 = 1. This
results in an equal probability if we do not have any data from a user yet, but this changes as
we get more data from a user. This way the probability of selecting a facet-value can never
get 0. Figure 3.5 shows the same example for this flat prior.

One thing we notice is that none of the facet-values will get a zero probability so that this
model will be closer to what we actually think is reality. If we look at all the users in
Figure 3.6, we see using the ternary diagram that the users are not cluttered against the
corners and edges anymore, but more smoothed out. Another often used option is to add a
Jeffrey’s prior in which all the θ0 values are 1

2 [BishopXXXX].

(weakly) informative priors

Based on what we know of each of the facet-values it might not be appropriate to give each
of the facet-values the same prior probability. Since we know that some facet-values are
more common than other facet-values we can add that information in the prior. Informative
priors can add prior knowledge that you have into the model such that it will resemble your
believe into what the probabilities should be more closely.

3.5 Maximum A Posteriori Estimation 13



Figure 3.6.: MAP with Dir(.5,.5,.5) prior for 3 of the 6 different Markets

3.6 Expectation Maximization for MAP estimates
Although the probabilities of each of the facet-values for the MAP model now make more
sense, it does not really help us if we rank the facet-values based on their probability. By
using a flat prior the order of the ranking does not change. Using a more fitting prior
distribution may be more useful such that the posterior probabilities predict the actual
probabilities as best as possible. To do this we can make use of the Expectation-Maximization
algorithm. Expectation-Maximisation is a technique that can learn the parameters of a
distribution that includes hidden variables [8], including priors in a hierarchical model.

θHBu = arg max
θu

p(θu|Xu)

= arg max
θu

p(Xu|θu)p(θu)
p(Xu)

= arg max
θu

p(Xu|θu)p(θu)

(3.3)

We need to find hyper-parameter θ0 using θ1...U , given only Xu as shown in Figure 3.7.

In our new setting we have a distribution with unknown parameters that is generated from
another distribution with unknown parameters. In order to find these parameters we will
iterate between an expectation step in which we fix θ0 and calculate the expectation of θ1...U
given θ0. In the Maximization step we maximize θ0 and fix the values for θ1...U . After several
iterations, the values converge and we can stop. Figure 3.7 shows the model that we want
to learn. We refer to this as a hierarchical or multilevel model because we have parameters
on (two) different levels.

3.6.1 Implications
Although we are now able to estimate our parameters, including θ0, which is now part of the
model we are estimating, convergence can be slow, especially if our initial guess is wrong.
One method to guess our first estimate is to use the Method-of-Moments and and use this as
initiallisation for the EM algorithm [Minka2012].

3.6.2 Example
If we do this for the Market facet, we get a prior α0, for which each facet-value is different.
Figure 3.8 shows how this prior is used when we have not seen any data from a user and how
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θu

xu,j

θ0

N

U

Figure 3.7.: Hierarchical model

this is updated if we have seen 1 and 3 documents from this user, using the same example as
before.

Figure 3.8.: a Maximum A Posteriori user model for the Market facet with 0,1 and 3 viewed pages
(θ0 = 1)

In this case the first two facet-values we suggest are still Services and Industry, but we
are now also able to better reason about the other facet-values.

If we observe all the users again we can see that although there is never a user with a 0 or 1
probability of selecting a facet-value, the users are again much more spread out.

3.6 Expectation Maximization for MAP estimates 15



Figure 3.9.: Hierarchical Bayes with Dirichlet prior for 3 of the 6 different Markets
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4Experimental Setup

4.1 Data Gathering

In order to evaluate we will make use of actual visitor logs collected on the Brunel website.
Using a JavaScript tracker, we accumulate for each user all the actions the user has taken
and save all this data to a ElasticSearch 1 database. From this database we can re-enact every
step the user has taken on the website. We gather all vacancies the user has viewed before
viewing a vacancy that this user has applied to. The vacancy that a user eventually has
applied to will be considered the target document. The facet-values of this document decide
whether or not a prediction was correct or not. We do this because although viewing a page
can be considered an implicit vote for that document, applying to a job means that a user
has explicitly indicated that this document is relevant. An example is shown in Table 4.1. We
will use the vacancies before applying, as training-data and the facet-values in the vacancy
that the user applies to as target-values that we want to predict using the training-data.

Figure 4.1.: Process of preparing data

In order to prepare the data we need to follow several steps as summarized in Figure 4.1.
From the ElasticSearch database we use Apache Spark 2 to process the unstructured logs to
structured csv tables. The first step is to remove all non-human visitors to the site. During
the initial phase we found that a lot of traffic is coming from scrapers and bots, like Google,
Yahoo, Bing and other sites that visited the Brunel website. Since we want to build the
models around real users we need to filter out these bots such that the models will be learned
on real user data only. Most of these scrapers identified themselves as scraper so could be
filtered out easily, others had to be removed using some simple heuristics, such as very high
number of pages visited or very low time on spend on each page.

The second step was to rearrange the entries such that the visits of each user are grouped
together and sorted on time. This would make it easier to create user models and make sure
that when we split the data in a training set and a test set, a user is in only one of those sets.
An overview of the complete process of the collecting of the raw clack-data to a cleaned up
train and test set is shown in Figure 4.1. This shows very clearly that a lot of visitors only
view a low amount of documents showing the importance of making a good

The last step is to produce the actual data tables in a structured way, such that they where
easier to analyze. These where split in a test set containing 10,000 users and a training set
also containing 10,000 users. Each of these users contained one or more datapoints, the
distribution of the amount of datapoints is shown in Figure 4.2

1http://www.elasticsearch.org
2https://spark.apache.org
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Time User Event Page

14:17:53 User A Search
14:17:58 User B Search
14:18:01 User C View Vacancy 1
14:18:02 User A View Vacancy 1
14:18:15 User B View Vacancy 2
14:18:19 User A Apply Vacancy 1
(a) Click Log Example

Time User Event Page

14:17:53 User A Search
14:18:02 User A View Vacancy 1
14:18:19 User A Apply Vacancy 1

14:17:58 User B Search
14:18:15 User B View Vacancy 2
(b) Cleaned and Normalized Click Log Example

Table 4.1.: Click log Examples

Figure 4.2.: Number of datapoints we have for each user in the total dataset
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4.2 Implementation
Using the data produced, we used the R 3 programming language to implement each of the
models described in Chapter 3. R was used because it is able to handle a large set of data
and able to handle grouped data, such as the case with different users. Moreover, it has the
ability to quickly create different models and evaluate them in the same way and make the
results reproducible.

4.3 Evaluation Methods
In order to evaluate our different models, we need to define our cost function. A cost
function is a function that reflect how good (or how bad) our model is. We will use cost
functions suitable for ranking problems that arise in the faceted search problem. We will
evaluate the ordering of the facet-values within each facet. We use two different methods to
evaluate the different models.

• Mean Reciprocal Rank (MRR)
• Fold@k

For both approaches we have a different scoring function for a facet-value vj,l and the user
u. This score is calculated for each facet-value within a facet and ordered in descending
order such that we have a ordering vj,l for each l ∈ fj .

The actual score we give to a facet-value is a 1 if the facet-value is relevant and 0 otherwise.
In order to determine which facet-values are actually relevant we use the facet-values of
documents that are considered relevant. The relevant documents are the vacancies that the
user applied to. Thus for facet-value l of facet j we have:

b(vj,l) =
{

1 if vj,l is relevant
0 if vj,l is not relevant

(4.1)

Since we have a facet with facet-values fj = (vj,1, . . . , vj,L). Furthermore we have a function
that returns a certain permutation π of fj . The rank of a facet-value is the number in this
permutation this permutation is in.

4.3.1 Mean Reciprocal Rank
The Reciprocal Rank (RR) is a metric that assigns a score for a ranked predictions of a query
and is defined as the inverse of the rank of the true value. It is not really a loss function as
we would like to maximize this score. The Mean Reciprocal Rank is the mean of all queries
by all users of the Reciprocal Rank. The Mean Reciprocal Rank is an often used method for
evaluating ranked predictions in Machine Learning and Information Retrieval [25].

The Reciprocal rank is the inverse of the rank of the facet-value. The rank is a function
that returns the rank of the facet-value vj,l, based on the query Qu,t. The mean of all these
queries is the MRR and is what we will use in our evaluations.

RRj = 1
rank(vj,l)

MRRj = 1
U

U∑
u=1

1
rank(vj,l)

(4.2)

The rank is the integer 1 . . . Lf of facet f . Since we have an ordering for each different facet,
we can calculate a different MRR for each facet. The MRR is a measure on the interval
(0, 1).

3https://www.r-project.org
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4.3.2 Fold@k
In order to find how many facet-values we have to show we came up with a metric called
Fold@k, which returns 1 if the target facet-value is within the top k facet-values of the
proposed ordering and 0 otherwise. As an example for the Market facet with a Fold@k=3,
we get a score of 1 if the target document is in one of the top 3 facet-values and 0 otherwise,
such as in Table 4.2. In this example we see that if the facet value of the target document
appears above the dashed line, which cuts off the top 3 ranked items from the rest, the score
is 1, and 0 otherwise.

Oil, Gas & Mining
Industry
Infrastructure
Services
Life Sciences & Health Care
Insurance & Banking

Table 4.2.: A fold at k=3 for the Market Facet

For each user we can take the proportion that falls within this top k facet-values. This can
help us decide how many facet-values we need to show. In Equation 4.3 is shown that we
need to take the average over all users and use the function b from Equation 4.1 to indicate,
whether or not this facet-value is relevant. This shows the average proportion of relevant
facet-values in the first k results of the permutation.

Fold@k = 1
U

U∑
u=1

k∑
1
b(vj,l) (4.3)

For different k and different facets we can calculate this Fold@k, which can help in deciding
how many facet-values we need to show for each facet and what the estimated error is.
Naturally, when k is larger than the amount of facet-values, the Fold@k will be 1 as we will
be able to show all possible facet-values. Lower k will result in a lower score.

This metric is not to be confused with precision@k, which measures the total number of
correct items within the first k items. In precision@k we measure the amount of correct
targets in the top k items compared to all correct target items. Since we will only target one
document, there is only one relevant facet-value, which makes precision@k less suitable for
this problem as all other facet-values above the fold are irrelevant. For k = 1 this method
behaves as the winner-takes-all metric [15].
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5Evaluation & Results

In this chapter we will show the results of the experiments based on the evaluation methods
described in Chapter 5. These evaluations will lead to the answers to the research questions
in Chapter 6.

5.1 Experimental Results
RQ1: How does adding a prior affect the performance of a personalized faceted
search system?

In order to answer this question we will calculate the mean reciprocal rank (MRR) for each
of the methods on all facets. The MRR is a function of the rank of the facet-values and is
not influenced directly by the predicted probability of a user selecting that facet-value. This
causes that even though the actual probabilities of the MMAP model will be closer to the
actual probabilities than the MCount model, the ranking will stay in exactly the same order,
therefore resulting in exactly the same MRR for bot MML and MMAP .

In Table 5.1 we see for all facets that we can easily outperform the MCount model. However
in many cases the difference between MML and MHB is rather small and is not statistically
significant.

Facet MCount MML MHB

areaofexpertise 0.08978578 0.4768223 0.4736153
branch 0.1083673 0.590427 0.5877668
continent 0.2270764 0.901049 0.9027521
country 0.09279324 0.8024491 0.8046957
educationlevel 0.3351209 0.6030912 0.6568793
experience 0.4890349 0.5254844 0.6568793
hoursperweek 0.4370968 0.8410353 0.8411799
market 0.591534 0.8559484 0.8722634
region 0.09376599 0.4878599 0.6350919
worklevel 0.4385104 0.7827348 0.8079415
Table 5.1.: Mean Reciprocal Rank for different models

In this table we can see the scores for several facets, with the best model in bold. When
the

In other cases adding a prior does increase the MRR a lot more. In all cases, the MHB never
perform worse than the other models, thus confirming that adding a prior based on the
Expectation-Maximization algorithm indeed proves to be a good choice.
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RQ2: How does the amount of data we have of a user affect the performance of
personalized faceted search?

In order to see how the amount of data affects the performance of the different models we
plot for different models the score of our scoring function. In Figure 5.1 we see an example
of the Fold@k = 5 score when we increase the amount of user data, shown on the x-axis
for the Expertise facet. This means that after we have seen 3 vacancies from a user and
we show the user a suggestion for 5 facet-values, we are right about 80 percent of the time
when we use the MHB model.

Figure 5.1.: Fold@k=5 for Expertise Facet

Another important observation is that the performance of the MHB is considerable better
than the MML model, when we don’t have a lot of data from a user. However this difference
between the models get smaller when we have more data available. This is what we would
expect as when we get more and more data from a user the prior will have less effect and
the two models converge to each other.

This is what we would expect as the prior of the HB model get relatively less weight as we
increase the number of datapoints. For the other facets we see a similar observation. the
first few datapoints improve the prediction greatly but it flattens out later on as we have get
more data from each user.

Here we also see another advantage of these kind of models. The MCount model, not
included in this Figure will stay constant no matter how many previous documents we have
seen before.
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RQ3: What is the error we make when we only show a fraction of the facet-values?

We can show only a fraction of the facet-values for a certain facet by showing only the top-k
facet-values and calculate how often the target facet-value is within these values and how
often not. In Figure 5.2 we use the MHB model to plot the Fold@k for k = 1, 3, 5 and 10
and see how they improve when we increase the amount of datapoints per user.

Figure 5.2.: Fold@k for Expertise Facet

When we increase the amount of facet-values we increase the Fold@k score. One can make
the consideration of only showing the top 5 to be right between 80%− 90% of the time as
soon as we have seen at least 2 views form that user or show 10 (out of 44 possible values)
to get at least 90% accuracy. A small drop can be observed at 7 datapoints per user, but this
can be explained by some noise and the limited data we have of users having at least this
amount of datapoints.

5.1 Experimental Results 23





6Conclusions

In this chapter we will conclude our work and answer the research questions that we
introduced in Chapter 1. Furthermore we will discuss future work that could follow from
this thesis and discuss the results of this thesis.

6.1 Research Questions
RQ1: How does adding a prior affect the performance of a personalized faceted
search system?

As we have seen in Section 5.1 adding different priors can affect the performance of the
faceted search system. A flat prior, although it can make more sense to the probability of
being chosen, does not add anything compared to the Maximum Likelihood model. However
optimizing a prior based on the Expectation Maximization algorithm significantly improves
the performance.

RQ2: How does the amount of data we have of a user affect the performance of
personalized faceted search?

Using a hierarchical model improves the performance of a personalized faceted search
interface, however the improvement diminishes with respect to the simpler Maximum
Likelihood model after we know more about the user. Using a hierarchical model can
therefore improve the performance of a faceted search interface for new users, which are
most of the users in many cases.

RQ3: What is the error we make when we only show a fraction of the facet-values?

The error we make with only showing a fraction of the facet-values is highly dependent on
the facet. Some facets have a lot of facet-values which make it harder to predict accurately,
while other facets may not have that many facet-values, but are still harder to predict. One
reason might be that users do not really know which facet-value they are interested in or
the facet-value might not matter much to the user. A user might be interested in multiple
facet-values within a certain facet.

MQ: How can we improve personalized faceted search when we do not have much
data from a user?

Based on the Results in Chapter 5 we can see that for this dataset we can learn a lot from
the first few views of a user to determine what this user is looking for. Although we do get
better estimates when we get more data from the user, most improvement comes from the
first few views.

When we don’t have any data we can use prior data from other users. This two level
hierarchical model can therefore combine both content-based models and collaborative
filtering models in one framework. Based on the amount of data we have of a user we start
with a user model that uses other users’ data, but gradually develop each individual user
model as we gain more information about that user.
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6.2 Future Work
In this work we mainly looked at categorical values and used categorical distributions to
represent these values. How this can be extended to numerical values, such that user can
select ranges, should still be researched. The documents in this dataset also had only one
facet-value per facet. An extension could be made to allow for multiple facet-values per
facet.

In the dataset we used here all the entries in the Dirichlet prior distribution where lower
than 1. This does not necessarily have to be the case for other datasets. The fact that the
prior behaves this way is an indication that there is not much cohesion between the different
values within each facets. Users are looking for specific documents and do not look for a
broad range of documents. This can also be seen by the fact that once the first document
has been seen the user model does not improve a lot and the first document seen is already
a very good indication of what the user is looking for. For other datasets such as movies
where people generally watch a broad range of documents, the prior will probably be very
different.

One of the limitations in the collection of the dataset was that we could retrieve the
documents viewed by a user from a search pages but can not accurately know which
documents did show up in the search results, but on which the user did not click. This can be
valuable information and may improve the suggestions done for the faceted search system.

6.3 Discussion
We saw that we could predict facet-values of some of the facets within 80%-90% accuracy,
by only showing the top 3 or top 5 facet-values. Some other facets are more more difficult
to predict. Not only due to the fact that there are many more facet-values, but users also
seemingly change more between these facet-values.

There are currently not many public datasets to compare our results with. The movies
dataset that was used in several other papers, used explicit feedback to assess whether a
movie was relevant and thus used positive and negative feedback, the data we collected only
used implicit feedback.

This work could help implementing a better faceted search engine where people are looking
for specific documents. It shows how to evaluate these in some specific setting, namely how
to evaluate when we only show a few of the facet-values and how to show the performance
when we do not know much about the user yet.
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AHierarchical Bayes

A.1 Beta-Binomial Model
In the case that the facet-values are Categorical, we can model these values as draws from a
Binomial distribution. This is useful for facet-values that have more than one option at the
same time within a facet type or for which a facet-value is optional. The probability that a
facet-value is is relevant to a user is a can be modeled by a Bernoulli distribution. This is
based on the previous seen documents of which k out of n documents had this facet-value,
which can be modeled as a Binomial distribution. Both the Bernoulli and the Binomial
distribution have a Beta conjugate prior.

θ1...U ∼ Beta(α, β)
xu,1, . . . , xu,N ∼ Bern(θu)

(A.1)

In order to estimate the parameters of this model we start with an initial initialisation of the α
and β parameters of the Beta distribution for θ0, for example, using the method-of-moments.
Then we iterate between an E-step and an M-step. In the E-step we estimate the parameters
θu for each user in U given θ0, which is simply the MAP estimate from equation 3.2 in
section 3.5. In the M-step we maximize θ0 given all the values for θu. [18]

θu = θα + |xk,u|
θα + θβ + |xu|

(A.2)

ψ(θα)− ψ(θα + θβ) = 1
N

∑
i

ψ(θα + |xk,u|)− ψ(θα + θβ + |xu|)

ψ(θβ)− ψ(θα + θβ) = 1
N

∑
i

ψ(θβ + |xu| − |xk,u|)− ψ(θα + θβ + |xu|)
(A.3)

We can use approximate this using the old estimate for θα and θβ:

ψ(θα) ≈ 1
N

∑
i

ψ(θα + |xk,u|)− ψ(θα + θβ + |xu|)− ψ(θoldα + θoldβ )

ψ(θβ) ≈ 1
N

∑
i

ψ(θβ + |xu| − |xk,u|)− ψ(θα + θβ + |xu|)− ψ(θoldα + θoldβ )
(A.4)

To solve for θα and θβ we need to invert the gamma function, which can be approximated
using a Newton-Raphson method and using the first and second derivative of the gamma
function.

θnew = θold − ψ(θold)− y
ψ′(θold) (A.5)

A.2 Dirichlet-Multinomial Model
If we have Categorical facet-values of which a value in mandatory and the facet-values
are mutually exclusive we can model all facet-values within the Facet as a Categorical
distribution, which is a generalization of the Bernoulli distribution with more than two

27



option. The generalization of the Binomial distribution is the Multinomial distribution which
has a Dirichlet conjugate prior.

θ1, . . . , θU ∼ Dir(α1, . . . , αk)
X1, . . . ,XN ∼ Cat(θu)

(A.6)

θu =θα + |xk,u|
θ0 + |xu|

θ0 =
K∑
1
θk

(A.7)

θ0 is often referred to as the concentration parameter. By dividing the θu with this concen-
tration parameter we get the probabilities of each of the facet-values.

ψ(αk)− ψ(θ0) = 1
N

∑
i

ψ(θα + |xk,u|)− ψ(θ0 + |xu|)

ψ(θα) ≈ 1
N

∑
i

ψ(θα + |xk,u|)− ψ(θ0 + |xu|)− ψ(θold0 )
(A.8)

A.3 Initialization
The Expectation Maximization method can take quite a few iteration before it converges. A
good initial approximation can help reduce the amount of iterations needed. We have used
the Method-of-Moment to initialize the EM algorithm as described in the previous section.

Method-of-Moments for the Beta-distribution is defined as:

α̂ = x̄

(
x̄(1− x̄)
σ̄2 − 1

)
β̂ = (1− x̄)

(
x̄(1− x̄)
σ̄2 − 1

) (A.9)

The mean and variance of the Beta distribution can be calculated with:

µ = α

α+ β

σ2 = αβ

(α+ β)2(α+ β + 1)

(A.10)

So if we know the sample mean and sample variance of the data we can try to fit it and solve
it for α and β.

α = −µ(σ2 + µ2 − µ)
σ2

β = (σ2 + µ2 − µ)(µ− 1)
σ2

(A.11)

The Dirichlet distribution has no direct closed form solution to the method-of-moments, but
can be estimated [18]. In our solution we estimated each θi with choosing α for θi and β for
α0 − αi and repeat this for all αi ∈ α.
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BDatasets

In this thesis I will focus on a dataset collected from Brunel 1. This dataset contains vacancies
and which users have viewed them.

B.1 Vacancies
The vacancy dataset is collected over a period of 6 weeks (2015-06-20 - 2015-07-31) by
tracking visitors on the Brunel website. A total of 8.624 different vacancies where viewed
by approximately 152.360 different visitors. Each of these vacancies could have one of the
facets with corresponding facet-values as shown in Table B.1. In each of the following tables
an overview is given of the facet-values within the Nominal and Ordinal facet-value types.

1http://www.brunel.nl

Facet Type #Facet-Values Range
Area of Expertise Nominal 44
Branch Nominal 40
Continent Nominal 6
Country Nominal 30
Education Level Ordinal 9
Experience Ordinal 5
Hours per Week Interval 0-88
Language Nominal 8
Market Nominal 6
Name Free-Text 6708
Region Nominal 59
Worklevel Nominal 4
Worklocation Free-Text 591

Table B.1.: Vacancy Facets

Market Count
Industry 5551
Services 1532
Infrastructure 661
Oil Gas & Mining 381
Insurance & Banking 268
Life Sciences & Health Care 226

Table B.2.: Market
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Branch Count
Automotive 1849
IT & Telecom 1240
Machine & Equipment Construction 973
Electronics 821
Production & Manufacturing 454
Industrial Services 375
Building & Construction 364
High Tech 361
Oil & Gas 314
Energy Power Plants 267
Aerospace 170
Sales & Marketing 156
Banking 148
Building Facilities & HVAC 123
Finance 103
(Petro)Chemical 101
Shipbuilding 96
Pharmaceutical 73
Medical devices 67
Mining 67
Pension & Income 63
Rail 55
Logistics 46
Biotechnology 39
Defense Systems 38
Public & Civil 36
Traffic City & Urban Planning 36
Property & Casualty 34
Utilities & Distribution 33
Healthcare 30
Mortgage 22
Legal 21
Water & Waste Management 14
Research Facilities 8
Diagnostics 6
Care & Welfare 5
Non-Profit 4
Government 3
Institutional Healthcare 3
Health 1

Table B.3.: Branch
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Area of Expertise Count
Engineering & Design 2283
Project Management & Services 1436
Construction & Commissioning 762
Operations & Maintenance 624
Embedded Software 567
Software Development & Application Management 522
Research & Development 492
Health Safety Environmental & Quality 225
Network Systems Telephony & Hardware 193
Front Office & Sales 161
Project Management Consultancy & Auditing 144
Cost Control & Procurement 141
Testing 138
Sales 123
Support & Service Desk 116
Back Office & Administration 89
Functional & Business Analysis 85
Planning & Control 73
Architecture & Design 60
Database Management 60
Construction Commissioning & Operations 42
Drilling Completions & Geosciences 37
Medical 35
Regulatory 22
Financial Administration 20
Risk Management 19
Marketing 17
Trade 17
Clinical 13
Operations 13
Project Management & Coordination 12
Civil Law 10
HR Finance & Support 10
Safety 10
Public Law 8
Communications 7
Study & Science 7
Technical 5
Risk & Product Management 4
Exploration & Geosciences 3
HR & Support 3
Other Law 3
Mill & Metallurgy 2
Quality Audit & Quality Control 1

Table B.4.: Area of Expertise

Continent Count
Europe 8295
North America 157
Asia 109
Australia 38
South America 19
Africa 5

Table B.5.: Continent
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Country Count
Germany 5733
Netherlands 1930
Belgium 386
Austria 131
Canada 115
Switzerland 42
United States 41
Qatar 39
Australia 38
United Kingdom 33
United Arab Emirates 30
Czech Republic 23
Brazil 19
Saudi Arabia 10
Denmark 9
India 9
Norway 7
Russian Federation 7
Angola 3
China 3
Iraq 2
Japan 2
Korea Republic of 2
Kuwait 2
Oman 2
Algeria 1
Honduras 1
Malaysia 1
Monaco 1
South Africa 1

Table B.6.: Country

Education Level Count
Professional Bachelor 3790
Academic Bachelor 1943
Other 1265
Academic Master 730
Professional Master 266
Vocational School 230
Professional Courses 216
Secondary School 104
Academic Master + 77

Table B.7.: Education Level

Years of Experience Count
2 - 4 years 1681
4 - 6 years 1060
0 - 2 years 842
6 - 9 years 255
more than 10 years 167

Table B.8.: Experience
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Worklevel Count
Specialists & experts 6619
Staff & support 1193
Middle (operational) management 733
Top (strategic) management 70

Table B.9.: Worklevel
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