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Abstract
Search engine Entity Cards(ECs) display concise
information from the web about a topic or subject
in response to a user query. The topic or subject
can be a person, an organization etc. and is referred
to as an “Entity”. The specific topic under research
is how to determine which entity is most relevant
for the query in terms of helping the user find the
information he/she is looking for. and what infor-
mation about the chosen entity to display to answer
the query. The information can be in the form of
but it not limited to text, images and hyperlinks.
Research into the concepts of EC focuses on differ-
ent components of the EC widget for example en-
tity linking, tagging, extraction and fact summary
generation. In the developed “EC algorithm” these
concepts are combined into an implementation of
an Entity Card widget and then evaluated. The EC
algorithm utilizes tools such as DBPedia, DBPedia
Spotlight and the Bing Web Search API to gener-
ate an entity ranking for a query. The results of
evaluating the top ranked entity imply that the EC
algorithm retrieve on average a slightly to moder-
ately relevant entity to the user. The fact retrieval
algorithm had predictably worse results given the
complexity of finding truly relevant facts about en-
tities.

1 Introduction
Search Engine ECs are a concise way to display dense com-
plex information to the user in an easily readable and easy
to navigate fashion [2]. They are a common functionality in
search engines like Google that form a part of the search re-
sults displayed by the browser in response to a certain query.
These entity cards offer utility in efficient information re-
trieval and navigation. The hyperlinks to related information
about the entities that are displayed in the EC allow the user
to navigate swiftly.

From Figure 1 and 2 of ECs from Google and Bing, it is
apparent that Entity Cards follow a semi strict structure of
contents across different queries. For example Google dis-
played quotes from Albert Einstein while Bing displayed a
timeline of his life. They were however alike in the fact that

they both have images and introductory paragraphs, along
with entity attributes. Ideally EC’s should adapt to the query
topic and the specific terms(if they are provided) in the query
to display exactly the summary the user is looking for[6].
This importance of query dependent summaries is demon-
strated in the results of [6], and they note “query-dependent
summaries (DynES) are preferred over query-agnostic ones
(DynES/imp)” for about half of the queries”.

The process of finding an entity to display for a certain
query is called entity retrieval[5], and ranking a list of re-
trieved entities in order of relevance to the query is called
entity ranking[7]. The ranking is done by means of a ranking
function.

The research question is “How to determine which entity
to display information for, based on a query?” since picking
the correct entity(assuming one is appropriate to the query
and information need) to display information for is essential
to aid the user in his search. One important concern with the
question is whether a query pertains to a single entity, exam-
ple “who was Albert Einstein”, see Figure 3 or not, example
“list of American presidents”, see Figure 4. Since EC’s have
to display a limited amount of information it is necessary to
consider which information specifically to include in the EC
and which to filter out as unnecessary.

Entity extraction and ranking for a query is not equally
easy for all queries.For example for queries such as “Capital
city of Netherlands” where the entity mentioned in the query
text is not actually the entity the user is primarily interested
in. These type of queries make extracting the entity from
the query text itself difficult. This is where looking at top
retrieved web documents also plays a role in finding the cor-
rect entity. There are many other examples of queries where
entity extraction using query text itself if difficult. “list of
American presidents” is a query where the relevant entity is
not mentioned by name in the query at all.

First an analysis on useful relevant literature is done, fol-
lowed by an implementation phase. Finally the implementa-
tion is evaluated in the form of questionnaires and the results
are explained.



Figure 1: Example of an Entity Card(EC) displayed on the right side for search query ”Albert Einstein” on Google Search.

Figure 2: Example of an EC displayed on the right for search query ”Alan Turing” on Bing.

2 Background
2.1 Entity Extraction
DBPedia is a free structured knowledge base derived from
Wikipedia where information is structured in a tag-info or



Figure 3: Query which specifically requires education information concerning Albert Einstein

Figure 4: Google deems list form of results as more appropriate for the query ”presidents of America”

key-value form which makes it very appealing for extracting
pinpoint information for an EC[8]. In addition it also offers
the tool DBPedia Spotlight, which is used in the entity extrac-
tion.

DBPedia Spotlight can recognize mentions of DBPedia en-
tities in text, and returns links to the DBPedia pages on the
same entities[9].What is is missing to our knowledge is an
evaluation of the usefullness of DBPedia Spotlight as a tool in
Entity Cards. We have therefore evaluated DBPedia Spotlight

with web queries to evaluate if the correct entity is retrieved
by Spotlight.

2.2 Entity Ranking
Given query, top retrieved web documents and a list of enti-
ties, the mention frequency:

MentionFrequencyIdf = tfe ∗ log(N/df(e))

is a strong ranking method by itself[12] for ranking entities.
Here the tfe is the term frequency of entity ”e” ie the num-



ber of occurrences of the entity ”e” within the fixed number
of web documents under consideration ”N”, and df(e) is the
number of documents in which of entity ”e” occurs.

2.3 Content of EC’s
The problem of dynamic entity summarization deals with
generating query dependent summaries[6]. Their evaluation
results indicate that dynamic (query dependent) entity sum-
maries are preferred by users over static (query ignorant)
summaries and also demonstrate the effectiveness of their ap-
proach to the presented problem. In addition to a novel and
tested approach to Dynamic Entity summaries that they re-
fer to as ”DynES”, they also make available a benchmark for
the fact ranking sub task of generating dynamic entity sum-
maries which can be used to evaluate different approaches to
the same problem. The benchmark can be used to evaluate
both dynamic and static new approaches to the paper’s origi-
nal problem.

3 Methodology
The task of developing an entity card widget can be divided
broadly into 2 main problems. The only user provided input
is a query string. The overview of the EC algorithm is given
on Figure 5,

3.1 Entity Extraction
The input for the entity extraction algorithm is the search
query string entered by the user and the top retrieved doc-
uments retrieved by Bing for the query. Since the entity in
question may be mentioned in the query and the web docu-
ments returned for that query, a tool is required to recognize
mentions of entities stored in a huge corpus in text. This prob-
lem is referred to as Named Entity Recognition(NER) or sim-
ply ”entity tagging” as the occurrences of entities are tagged
in the query text [10]. The entity corpus being used here is
DBPedia.

DBPedia was chosen as the corpus since it is derived from
Wikipedia, which is a huge collection of information. Ac-
cording to the official DBPedia web blog the DBpedia 2016-
04 release describes over 6 million entities and over 9.5 bil-
lion pieces of information. An example of what a DBPedia
page looks like is given in Figure 6.

Once the mentions of entities have been identified and an
entity ranking has been produced we need to display the en-
tity information to the user. For this, URLs to the entity in-
formation pages for the entities recognized in DBPedia are
needed. These DBPedia pages can be accessed to extract the
entity facts that will be displayed to the user in the entity card.
This task is referred to as ”entity linking” as the entities rec-
ognized in text are linked to their DBPedia pages.

DBPedia Spotlight is responsible for both the tasks out-
lined above. According to Mendes et al. Spotlight is ”a sys-
tem to perform annotation of DBpedia resources mentioned
in text.”

This tool has been evaluated on random web queries from
MS MARCO in the experiment section. DBPedia Spotlight
was chosen over other tools like the Staford-NER[4] and
TagMe[3] because it is offered by DBPedia itself and so all

the entities will be extracted from the same corpus as the one
where the entity facts are drawn from.

One of the biggest advantages Spotlight has over other
NER implementations is that where other NER systems are
restricted in the resource types they can identify, Spotlight can
identify entities from over 272 resource classes in the DBPe-
dia Ontology. Stanford NER on the other hand can only rec-
ognize a small fraction of them.Furthermore Spotlight being
a tool offered by DBPedia can directly return links to DBPe-
dia entity pages which is the knowledge base that was picked
for information extraction of entities. The choice of Spotlight
therefore removes the need to locate the corresponding DB-
Pedia page for an entity extracted by some other NER tool.

An approach with simply using DBPedia Spotlight to ex-
tract entities from the query string itself was evaluated. The
details of this experiment can be found in the evaluation sec-
tion. The results however demonstrated that this would not
retrieve the correct entity in most cases. So simply using the
query string for entity extraction does not provide sufficient
information to the algorithm to find the right entity for the
user. Therefore, the scope of input information for the al-
gorithm needs to be broadened. This is done by taking into
account the content of the top retrieved documents, returned
by the Bing search engine for the query.

The algorithm was then changed to instead extract enti-
ties based on the contents of the web documents returned by
Bing. This content had to be extracted from the documents
in a string form so that it could be passed over to DBPedia
Spotlight. This is where Trafilatura is used. Trafilatura is a
open source tool which extracts the main content from top
retrieved web pages so that entity extraction can be carried
out on the contents[1]. Once the content of all the web pages
under consideration is extracted using Trafilatura, DBPedia
Spotlight is used for finding entities in all those texts. From
there a list of entities is prepared which finishes the entity ex-
traction part of the EC algorithm. Using the list of entities,
data on the entities like term frequency and inverse document
frequency is computed to calculate the ranking of each entity
in the list according to the formula for mention frequency:

MentionFrequencyIdf = tfe ∗ log(N/df(e))

.
The top ranked entity according to formula is used as the

entity to be displayed in the EC.

3.2 Fact Retrieval

Fact retrieval refers to finding the information about the top
ranked entity that should be displayed to the user. The EC
algorithm currently only accesses the DBPedia page for the
top ranked entity and retrieves the information corresponding
to the abstract tag of the entity. The abstract was chosen as
among all the other tags because as a general heuristic it is
obvious that the information in the abstract would contain a
summary of the most relevant facts about the entity. An ex-
ample of what a DBPedia abstract looks like is given in Figure
6. These facts are then displayed to the user.



Figure 5: Diagram representation for the EC algorithm

Figure 6: DBPedia page for ”Mango”

4 Experimental Setup and Results
4.1 DBPedia Spotlight
The performance of DBPedia Spotlight was evaluated to
check if it would be a suitable tool for entity tagging and link-
ing. It was evaluated against manual annotations of what en-
tities should be displayed for 30 random web queries from the
MS MARCO data set, alongside Bing entity card results for
reference to what a modern search engine would result. MS
Marco, which is short for ”MAchine Reading COmprehen-
sion” dataset is a free of charge collection of datasets, com-
prising of 1,010,916 anonymized questions— sampled from
Bing’s search query logs[11]. Additionaly, ”The size of the
dataset and the fact that the questions are derived from real
user search queries distinguishes MS MARCO from other
well-known publicly available datasets for machine reading

comprehension and question-answering. We believe that the
scale and the real-world nature of this dataset makes it attrac-
tive for benchmarking machine reading comprehension and
question-answering models. ”[11] makes MS MARCO a vi-
able option for queries to evaluate DBPedia Spotlight. Bing
is used as reference because for entity extraction the top re-
trieved documents are extracted using the Bing Web Search
API which uses the Bing Search Engine. Hence, using Bing
is the right search engine to serve as reference.

The table can be found online here1.
The evaluation metric for DBPedia Spotlight is whether or

not DBPedia Spotlight returns the entity with the same name
as the one in the manual annotation. This is so because if the

1https://docs.google.com/spreadsheets/d/1HIgFdUib
nzoBhQGgm5xEUtwPgdnAyt4KGY2FPY9w98/edit?usp=sharing$

https://docs.google.com/spreadsheets/d/1HIgFdUib_nzoBhQGgm5xEUtwPgdnAyt4KGY2FPY9w98/edit?usp=sharing$
https://docs.google.com/spreadsheets/d/1HIgFdUib_nzoBhQGgm5xEUtwPgdnAyt4KGY2FPY9w98/edit?usp=sharing$


Figure 7: The abstract of the DBPedia page for Microsoft Windows as the top ranked entity.

entity was different it is clear that the entity return is different
from the corresponding one in the manual annotation. The
manual annotations were derived from researching the results
of the queries and formulating whether entities should be dis-
played or not, and if so which entity should be displayed, for
every query. Out of 30 queries for only 6 of them did Spot-
light return exactly the result that was expected in the man-
ual annotation. Given this it was clear that merely looking at
the query is insufficient to decide which entity should be dis-
played, if at all. This is why scanning top retrieved documents
for which entity is most relevant by the Mention Frequency
is quintessential to getting more accurate results. One obser-
vation is that Spotlight returned entities for 6 queries even
when no entity should be displayed according to the manual
annotations. See Figure 8 for details of the results for every
query.

4.2 Evaluating Entity Extraction and Ranking
Algorithm

The entity extraction algorithm by using a Likert scale to eval-
uate how relevant the top ranked entity in the ranking was for
over a 100 queries to the user. The Likert scale comprised of
5 values ranging from

• Not Relevant

• Slightly relevant

• Moderately relevant
• Fairly Relevant
• Highly Relevant

The queries for the evaluation were randomly drawn from
the same dataset as the Spotlight evaluation dataset but over
98 queries were taken for this evaluation as larger set was
needed to sufficiently test the algorithm.

The evaluators were given the query and the corresponding
entity that was ranked at the first position by the EC algorithm
and they were asked to rate how relevant it was. The average
relevance for the entity extraction algorithm was 2.29/5 which
is in the ”Slightly relevant ” to ”moderately relevant” bracket.
The most relevant entities were obtained for queries like “how
to check if your iphone is original” and “what is prevailing
wage law in california”, both pertain to clear unambigous en-
tities and so the web documents retreived are focused on the
entities in question thus leading to relevant results.

The least relevant entities were obtained for queries like
”how long is a flight from miami to antigua”.There are multi-
ple entities in this query which is a downside of the algorithm
as the web documents will tend to focus(in terms of instances)
approximately equally on both the entities or on some other
entity entirely.This is what is happening in this case with the
entity retrieved being the ”Australian National University”.
This leads to irrelevant results.



Figure 8: Evaluation of DBPedia Spotlight with random web queries.

4.3 Evaluating Fact Retreival Algorithm
Like the Entity extraction and retrieval algorithm, the fact re-
trieval for the top ranked entity was evaluated using the Lik-
ert scale for 99 queries from the same dataset. For the quries
a part of the facts that were retrieved were displayed in the
questionnaire as the entirety was too large. The current fact
retrieval approach only requests and displays the abstract for
the entity identified. The average value for the relevance of
the facts on the Likert Scale was 1.91. The performance can
be explained because the fact retrieval algorithm does take
access specific information about the entity from DBPedia.

The fact retrieval performs well for queries like “what is
processor architecture”, for which the abstract of the query
has the relevant facts. It does nor perform well for queries
like “what is previcox for horses” when the information about
the entity is so specific that it was not important enough to be
mentioned in the abstract of the entity page.

5 Responsible Research
The queries used for evaluating DBPedia Spotlight are a ran-
dom selection of 30 queries from the evaluation set of the
13/11/2018 dataset of queries. The queries were part of the
dataset that was the focus of the 2020 and 2019 TREC Deep
Learning Track. The link to the dataset can be found here2.It
is important to note that Trafilatura employs web scraping,
which is only legal where the sites allow the data displayed
on them to be scraped. Since Trafilatura is being used only for
publicly available documents that are retrieved by Bing, there

2https://microsoft.github.io/msmarco/

should be no danger of Trafilatura being used to scrape/pick
confidential information from a website. In addition, no per-
sonal information is stored or accessed by the EC algorithm.It
is also important to note that for the offline evaluation of the
algorithm no personal or demographic data was collected for
the people who were involved in the evaluation and that it
was completely anonymous with no requirement of personal
data.

6 Conclusions and Future Work
This paper introduces and evaluates an algorithm to imple-
menting a search engine Entity Card widget and answers the
research question- ”How to determine which entity to display
information for, based on a query?” DBPedia Spotlight has
been evaluated as a tool for entity linking and tagging in the
context of an Entity Card widget and given the low accuracy
of results when using only the query for entity retrieval it is
clear that the query alone cannot be used to extract the most
relevant entity and that it is necessary to look at the contents
of the top n retrieved web documents on the query instead.
The evaluation results of this approach demonstrates that it is
a much approach for entity retrieval than using only the query.

There is a lot of avenue available for improvement, specif-
ically in the fact retrieval aspect of the developed widget.
Some possible improvements being able to extract different
entity summaries using useful keywords from the query that
instruct the algorithm as to what part of the entity the user is
interested in. This is the part of the widget that needs the most
improvement in terms of extracting facts that are more rele-
vant to the user. Additional future work can include retrieving



not only text but also images and hyperlinks to related entities
to assist the user in his/her search and differentiating between
queries where displaying an entity will be helpful or not.
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