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A B S T R A C T   

Personalized treatment informed by computational models has the potential to markedly improve the outcome 
for patients with a type B aortic dissection. However, existing computational models of dissected walls signifi-
cantly simplify the characteristic false lumen, tears and/or material behavior. Moreover, the patient-specific wall 
thickness and stiffness cannot be accurately captured non-invasively in clinical practice, which inevitably leads 
to assumptions in these wall models. It is important to evaluate the impact of the corresponding uncertainty on 
the predicted wall deformations and stress, which are both key outcome indicators for treatment optimization. 
Therefore, a physiology-inspired finite element framework was proposed to model the wall deformation and 
stress of a type B aortic dissection at diastolic and systolic pressure. Based on this framework, 300 finite element 
analyses, sampled with a Latin hypercube, were performed to assess the global uncertainty, introduced by 4 
uncertain wall thickness and stiffness input parameters, on 4 displacement and stress output parameters. The 
specific impact of each input parameter was estimated using Gaussian process regression, as surrogate model of 
the finite element framework, and a δ moment-independent analysis. The global uncertainty analysis indicated 
minor differences between the uncertainty at diastolic and systolic pressure. For all output parameters, the 4th 

quartile contained the major fraction of the uncertainty. The parameter-specific uncertainty analysis elucidated 
that the material stiffness and relative thickness of the dissected membrane were the respective main de-
terminants of the wall deformation and stress. The uncertainty analysis provides insight into the effect of un-
certain wall thickness and stiffness parameters on the predicted deformation and stress. Moreover, it emphasizes 
the need for probabilistic rather than deterministic predictions for clinical decision making in aortic dissections.   

1. Introduction 

A type B aortic dissection is a disease that is characterized by a 
delamination of the inner part of the descending thoracic aortic wall, i.e. 
the intimal and a part of the medial layer. In the presence of one or more 
tears, this delamination allows the blood to flow along its normal 
pathway via the true lumen as well as along an alternative channel in 
between the dissected membrane and the remaining part of the wall, i.e. 
the false lumen. An example of such a patient-specific anatomy is shown 
in Fig. 1. Although the incidence rate is limited to 1.85/100,000, severe 
long-term complications such as aortic expansion, spinal cord ischemia, 
renal failure, paraplegia and aortic rupture can occur if the disease is not 

treated properly (DeMartino et al., 2018; Fattori et al., 2013; Mastror-
oberto et al., 2010). A common treatment for type B aortic dissections is 
thoracic endovascular aortic repair (TEVAR), implying that a stent-graft 
is implanted at the site of the proximal tear in order to seal off the false 
lumen. By sealing it off, surgeons aim to trigger complete thrombus 
formation of the false lumen, which results in healing of the dissection. 
Although TEVAR has a high acute success rate, the long-term success 
rate of complete false lumen thrombosis varies from 91% to values of 
only 22% (Gao et al., 2022; Nienaber et al., 2014; Xie et al., 2021). 
Moreover, while some of the remaining patients show a fully patent false 
lumen, partial thrombosis was observed for ca. 10% of the treated pa-
tients in most studies, which was found to result in a higher mortality 
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rate (Nienaber et al., 2014; Trimarchi et al., 2013; Tsai et al., 2007; Xie 
et al., 2021). Furthermore, 20%–30% of the treated patients requires a 
re-intervention within the first year post-TEVAR and an expanded aortic 
diameter was observed for a similar fraction of the patients within the 
first year too (Fattori et al., 2013; Nienaber et al., 2011). It is, however, 
not yet elucidated how to determine a priori for which patients the 
desired outcome will be achieved. 

Computational biomechanical models of the blood flow, dissected 
aortic wall and stent-graft deployment can contribute in gaining insight 
into the acute, mid- and long-term effect of TEVAR. Models of the 
dissected aortic wall with varying geometrical and material complexity 
have been proposed. Indeed, some geometrically patient-inspired and 
-specific dissected wall models have been developed as part of a fluid- 
structure-interaction model, which most often leads to a simplified 
single-layered soft tissue model with a linear elastic or an isotropic 
hyperelastic behavior (Alimohammadi et al., 2015; Bäumler et al., 2020; 
Chong et al., 2020; Keramati et al., 2020). Moreover, only the model of 
Bäumler et al. (2020) included the effect of pre-stress, confirming its 
large effect on the resulting model stresses and strains (Peirlinck et al., 
2018a; Wang et al., 2017b). Others integrated advanced anisotropic 
hyperelastic material models, including the effect of elastin and 
collagen, with a medial and adventitial layer in their dissected wall 
model (Gultekin et al., 2019; Wang et al., 2017a, 2018). They mainly 
focused on the dissection progression, while limiting the geometrical 
complexity. In this respect, Zhang et al. (2022) recently modelled 
dissected membrane buckling, caused by an artificially induced dissec-
tion, in a residually stressed, though unloaded, circular sample of the 
aortic wall. In an attempt to include dissection progression in the model, 
Rolf-Pissarczyk et al. (2021) developed a constitutive law that includes 
the degradation of the elastic fibers that interconnect the elastic lamellae 
in the media and applied it to an axially stretched and pressurized 

idealized dissected wall. No models were found that accounted for both 
the geometrical complexity and the constituent-specific and, conse-
quently, anisotropic material behavior, which might affect the result 
when aiming at the long-term outcome prediction of type B dissections. 

Moreover, in most of these models, assumptions regarding the ma-
terial behavior, the thickness of the non-dissected aortic wall and the 
fraction of the dissected membrane and, if applicable, the medial 
thickness have inevitably been made. Often, the acquired values were 
adopted from literature, as an idealized geometry was considered or no 
patient-specific structural data was available. In the current clinical 
practice, these thickness and stiffness parameters can, indeed, not be 
retrieved from the standard imaging modalities, which are mainly 
contrast-enhanced CT scans with typical image resolutions in the axial 
plane in the order of 0.6 mm–1.0 mm for qualitative scans, according to 
the authors’ experience. Insight into the effect of these parameters on 
the predicted output is essential when envisioning models that assist in 
the clinical decision making for the treatment of type B aortic dissec-
tions. To the best of the authors’ knowledge, the uncertainty induced by 
an unknown true wall thickness and stiffness of the dissected aorta on 
finite element model output parameters has not yet been investigated. 

Therefore, this study aims (i) to develop an idealized dissected aortic 
wall framework that includes an anisotropic hyperelastic material 
model with a medial and adventitial layer that (ii) enables the global and 
parameter-specific uncertainty quantification of the characteristic 
deformation patterns and maximum principal stress values with respect 
to varying wall stiffness and thickness parameters. 

2. Methods 

An overview of the main uncertainty analysis is presented in Fig. 2. 
First, section 2.1. describes the general model framework of the 

Fig. 1. Overview of a patient-specific anatomy of a type B aortic dissection and the corresponding views of the idealized dissection model. (a) 3-dimensional 
segmentation of an aortic dissection obtained from a patient-specific CT scan, together with (b) an axial and (c) a coronal slice and the corresponding view of 
the dissected wall model. On the CT slices, the true lumen is indicated in red, the false lumen in yellow and the tears in green. On (b) the axial slice, the best-fit circle 
of the intact true lumen wall is indicated together with the circumferential angle θ that covers the dissected membrane. 
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dissected aortic wall. This model framework is, in section 2.2., applied to 
assess the uncertainty induced by unknown thickness and stiffness pa-
rameters (section 2.2.1.) on the wall displacement and stress (section 
2.2.2.). In section 2.2.3., the uncertainty is assessed on a global level, i.e. 
related to the combined effect of the considered input parameters for a 
set of 300 finite element analyses. In section 2.2.4., the uncertainty 
analysis is extended to the parameter-specific level, which requires the 
development of a surrogate model to generate the necessary large 
number (10,000) of model results. Finally, section 2.3. considers the 
impact of some intrinsic assumptions of the model framework. 

2.1. Dissected wall model framework 

2.1.1. Geometry and mesh 
The dissected wall model was generated starting from a cylindrical 

geometry with a length of 60 mm and a diameter of 27.3 mm, which is in 
the range of reported diameters of descending thoracic aortas without 
dissection (McComb et al., 2016; Rylski et al., 2018; Yamauchi et al., 
2018). The false lumen, with an axial length of 40 mm, and the tears 
were inserted at predetermined locations, thus creating a dissected 
membrane and a remaining wall (Fig. 3). The circumferential false 
lumen size was determined based on the pre-operative CT scans of a 

Fig. 2. Overview of the general workflow for the global and parameter-specific uncertainty quantification. The input parameters TTW, TDM, TM and PWVref refer, 
respectively, to the total wall thickness, the relative dissected membrane thickness, the relative medial thickness and the pulse wave velocity of the reference model. 
The 4 output parameters UDM,max, URW,max, ΔUmax and MPSRW,max indicate the maximal displacement of the dissected membrane, the maximal displacement of the 
remaining wall, the maximal distance between the dissected membrane and remaining wall and the maximal principal Cauchy stress at the maximal displacement of 
the remaining wall. The Latin hypercube samplings with 30, 300 and 10,000 samples are abbreviated as LHS30, LHS300 and LHS10,000. 

Fig. 3. Geometry of the idealized dissection model in the (a) undeformed and (b) deformed configuration at diastolic pressure (80 mmHg). On the undeformed 
configuration, TTW and TDM, i.e. the total wall and the relative dissected membrane thickness, are indicated. On the deformed configuration, the displacement output 
parameters are visualized, with UDM,max, URW,max and ΔUmax being, respectively, the maximal displacement of the dissected membrane, the maximal displacement of 
the remaining wall and the maximal distance between the dissected membrane and the remaining wall. 
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patient-specific case with a type B dissection, obtained from the Uni-
versity Hospital of Düsseldorf with consent of the local ethical com-
mittee (reference number: 2017064325) (Logghe et al., 2021). To do so, 
the healthy pre-dissection diameter was estimated as the diameter of the 
best-fit circle based on the curvature of the true lumen wall, for each 
axial CT slice of the dissection in which the true and false lumen could be 
distinguished (Fig. 1(b)). The circumferential false lumen size was then 
determined as the angle, within that best-fit circle, that covered the 
section with dissected wall tissue. Calculating the median angle over the 
axial CT slices, lead to a circumferential false lumen size of 245◦. 

2.1.2. Material behavior 
The dissected aortic wall contained a medial and adventitial layer, 

both behaving as an incompressible anisotropic hyperelastic Gasser- 
Ogden-Holzapfel (GOH) material (Gasser et al., 2006). The strain en-
ergy density function of each layer, ψlayer, was defined as 

ψlayer = c10
(
Ie

1 − 3
)
+

k1

2k2

(
∑

i=4,6
ek2(κIc

1+(1− 3κ)Ic
i − 1)

2

− 1

)

(EQ.1)  

with c10 representing the elastin shear modulus, k1 the collagen fiber 
stiffness, k2 the intrinsic collagen fiber stiffening, κ the collagen fiber 
dispersion and α the mean collagen fiber angle with respect to the 
circumferential direction. The 1st, 4th and 6th invariant of the Cauchy- 
Green tensor C are, respectively, indicated by I1, I4 and I6. The super-
scripts e and c, respectively, refer to elastin and collagen. 

Physiological ranges for the medial and adventitial material pa-
rameters were determined, based on reported uniaxial and biaxial 
experimental data of (descending) thoracic aortas without dissection 
(Table 1) (Jadidi et al., 2020; Weisbecker et al., 2012). The stiffness of 
the elastin and collagen of the adventitial layer, indicated with index A, 
was assumed to depend on that of the medial layer, indicated with index 
M, by accounting for the relative area fraction of elastin and collagen in 
both material layers (Iliopoulos et al., 2009). Moreover, all collagen fi-
bers of the aortic wall were assumed to have the same intrinsic stiffening 
and, hence, k2. Combining these assumptions with EQ.1 resulted in 

ψM = c10M
(
Ie

1 − 3
)
+

k1M

2k2

(
∑

i=4,6
ek2(κMIc

1+(1− 3κM)Ic
i − 1)

2

− 1

)

ψA = c10A
(
Ie

1 − 3
)
+

k1A

2k2

(
∑

i=4,6
ek2(κAIc

1+(1− 3κA)Ic
i − 1)

2

− 1

)

with c10A = 0.34c10M and k1A = 1.17k1M.

(EQ.2) 

The in vivo pre-stretched state of the aortic wall was integrated using 
a Matlab (The MathWorks Inc., USA) implementation of the deposition 
stretch algorithm of Famaey et al. (2018) for thick-walled cylinders 
(Ogden, 2017). The collagen and axial elastin deposition stretch was 
assumed to remain constant throughout the geometry and equal to 10%, 
representative for the descending aorta of a 65 year old person, which 
corresponds to the average age of a patient with a type B aortic dissec-
tion (Horny et al., 2014; Logghe et al., 2021). 

The selection of GOH parameters was coupled to the pulse wave 
velocity of a reference cylinder (PWVref) at diastolic pressure (80 
mmHg). By using PWVref as a representation of the aortic wall stiffness, 
GOH parameter combinations that lead to a physiological material 
behavior were ensured. Therefore, a full factorial design was performed 
on discretized physiological ranges of the GOH parameters, to eliminate 
incompatible combinations (Table 1) (Gheysen et al., 2023). For each 
combination of the full factorial design, the deposition stretches at 80 
mmHg were calculated for a cylindrical thick-walled reference model 
with dimensions corresponding to the average values of the applied 
thickness ranges as reported in Table 1 (Ogden, 2017). The combina-
tions leading to a tensile circumferential elastin deposition stretch (ge, 

circ) throughout the wall were retained as they complied with the 
assumption that elastin has been stretched during human development 
(Powell et al., 1992; Shapiro et al., 1991). The pulse wave velocity at 80 
mmHg was then calculated for the resulting GOH parameter combina-
tions. Consequently, the GOH parameter combination with the PWVref 
that best matched the required pulse wave velocity, was selected. 

Table 1 
Overview of the applied input ranges for the Latin hypercube sampling and the full factorial design, performed to couple the GOH parameters for the media and 
adventitia to the PWVref, similar to Gheysen et al. (2023). The corresponding references are mentioned as well.   

Meaning Range Reference 

Parameter  LB UB Mean  

Thickness      
TTW 

(mm) 
Total wall thickness 1.30 2.50 1.90 (Eikendal et al., 2018; Gao et al., 2017; Li et al., 2004; Mani et al., 2009; Manopoulos et al., 

2018; Mensel et al., 2014; Schriefl et al., 2012; Weisbecker et al., 2012) 
TM 

(% TTW) 
Medial thickness, relative to total 
wall thickness 

65 85 75 (Humphrey, 2013; Manopoulos et al., 2018; Schriefl et al., 2012; Weisbecker et al., 2012), 

TDM 

(% TM) 
Dissected membrane thickness, 
relative to media thickness 

50 90 70 (Humphrey, 2013; Manopoulos et al., 2018) 

Stiffness     
PWVref 

(m/s) 
Pulse wave velocity of reference 
cylinder 

4.0 12.0  (The Reference Values for Arterial Stiffness’ collaboration, 2010) 

c10M 

(MPa) 
Elastin stiffness in media 0.005 0.025  (Jadidi et al., 2020; Weisbecker et al., 2012) 

k1M 

(MPa) 
Collagen stiffness in media 0.0002 1.0  (Jadidi et al., 2020; Weisbecker et al., 2012) 

k2M 

(− ) 
Collagen stiffening in media 4.0 35.0  (Jadidi et al., 2020; Weisbecker et al., 2012) 

αM 

(◦) 
Mean fiber angle in media 0 45  (Niestrawska et al., 2016; Schriefl et al., 2012) 

κM 

(− ) 
Fiber dispersion in media 0 1/3  (Gasser et al., 2006) 

αA 

(◦) 
Mean fiber angle in adventitia 45 90  (Niestrawska et al., 2016; Schriefl et al., 2012) 

κA 

(− ) 
Fiber dispersion in adventitia 0 1/3  (Gasser et al., 2006) 

LB = lower bound; UB = upper bound. 
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2.1.3. Finite element analysis 
The in vivo mechanical loading state of the dissected aorta at a 

physiological diastolic (80 mmHg) and systolic (120 mmHg) blood 
pressure was modelled using a finite element analysis in Abaqus/Im-
plicit (Dassault Systèmes, France). The cylindrical geometry (section 
2.1.1.) was meshed with hybrid hexahedral elements, using the in-house 
developed software pyFormex for geometrical operations and pre- and 
post-processing of finite element analyses (Bols et al., 2016; Peirlinck 
et al., 2018b). Herein, the tears and false lumen were implemented as 
unconnected elements at the corresponding interfaces (Fig. 3). 

To compute the deformed dissected wall configuration, first, the 
deposition stretches were calculated for the healthy cylindrical aortic 
wall, i.e. without tears or false lumen, at the location of the element 
centroid (section 2.1.1.). The in vivo diastolic configuration was then 
obtained by applying the resulting deposition stretches to the dissected 
wall model together with the diastolic pressure, both in the true and 
false lumen. Since the mesh consists of unconnected elements at the 
tears and the false lumen, this allowed the dissected membrane to 
deform as a result of the release of the residual stresses. This approach 
ensured a realistic deformation of the dissected wall. Next, the intra- 
arterial pressure in the true and false lumen was further increased to 
systolic pressure. As the same pressure was applied to the true and false 
lumen, no net pressure gradient over the dissected membrane was 
assumed. At the proximal and distal end of the model, only radial 
displacement was allowed. 

To ensure mesh-independent results, a mesh sensitivity study, with 
the number of elements ranging from 36,000 to 162,000, was performed 
for a reference geometry with average wall thickness parameters 
(Table 1) and a stiffness corresponding to a physiological pulse wave 
velocity of 5 m/s (The Reference Values for Arterial Stiffness’ collabo-
ration, 2010). 

2.2. Uncertainty quantification of unknown thickness- and stiffness 
parameters 

2.2.1. Input parameters and sampling 
The uncertainty related to the unknown material stiffness and wall 

thickness was quantified using 4 input parameters: (i) the total wall 
thickness (TTW; mm); (ii) the medial thickness relative to TTW (TM; % of 
TTW); (iii) the dissected membrane thickness relative to the TM (TDM; % 
of TM) and (iv) PWVref as representation of the aortic wall stiffness. TM 
and TDM were expressed relative to TTW and TM, respectively, to ensure 
parameter independence. The use of PWVref allows a continuous sam-
pling of the stiffness parameter, while avoiding incompatible GOH 
parameter combinations (section 2.1.2.). 

The 4-dimensional input parameter space was sampled using a Latin 
hypercube sampling, which is more efficient and robust compared to a 
random Monte Carlo sampling (Helton and Davis, 2003). This sampling 
implies that each input parameter was divided into intervals of equal 
probability, which are represented by one sample only. A uniform 
probability distribution was assumed for the 4 independent input 
parameters. 

Note that each sample contains a PWVref, obtained for a reference 
cylinder with an average TTW and TM, and thickness values that, most 
likely, deviate from these average thicknesses. As the deposition stretch 
has to reflect the effective residual stresses in the considered sample 
geometry, the corresponding ge,circ was calculated for the selected GOH 
parameters, based on PWVref, and the sample thicknesses, instead of the 
reference model with average thickness parameters. Consequently, the 
sample ge,circ might be compressive, while only tensile ge,circ are 
considered to be physiological (section 2.1.2.). Therefore, samples 
leading to a compressive ge,circ were excluded from the uncertainty 
analysis. 

2.2.2. Output parameters 
In total, 4 output parameters were considered. To determine the 

uncertainty related to the dissected wall deformation, the following 
output parameters were determined: (i) the maximal displacement of 
the dissected membrane relative to the healthy cylindrical configura-
tion, UDM,max, (ii) the maximal displacement of the remaining wall 
relative to the healthy configuration, URW,max, and (iii) the maximal 
distance between initially coinciding nodes of the dissected membrane 
and remaining wall, ΔUmax, which corresponds to the maximal distance 
between the dissected membrane and remaining wall as visible on 
clinical CT scans. Furthermore, (iv) the maximum principal Cauchy 
stress at the location of URW,max, MPSRW,max, was assessed, by averaging 
the maximal principal stress over the integration points of the elements 
that surround the considered node and the corresponding nodes on the 
same radial axis throughout the remaining wall. It is noteworthy, that 
MPSRW,max does not necessarily correspond to the maximal stress in the 
remaining wall. However, as the acute dissected wall was of interest, 
rather than the potential of the dissection to progress, the choice was 
made to exclude the regions at the false lumen boundaries and to focus 
on the stress at the location of the largest remaining wall deformation, 
which is often essential in the estimation of the rupture risk. 

2.2.3. Global uncertainty quantification based on finite element analyses 
The combined effect of the uncertainty on the 4 independent input 

parameters was assessed using a Latin hypercube with 300 samples 
(LHS300). For each sample with a corresponding ge,circ≥1.0 (section 
2.2.1.), a finite element analysis was performed with the dissected wall 
model framework that was adapted according to the considered stiffness 
and thickness parameters. For each of the 4 output variables, the median 
value as well as the interquartile range (IQ) and the interval between the 
minimum and maximum value (min-max) over the LHS300 were 
determined. 

2.2.4. Parameter-specific uncertainty quantification based on surrogate 
models 

To quantify the parameter-specific uncertainty related to the ideal-
ized dissected wall model, large amounts of samples need to be assessed, 
which would be too computationally expensive when using finite 
element analyses. Therefore, the development of a surrogate model 
(section 2.2.4.1.) is discussed before continuing with the parameter- 
specific uncertainty analysis (section 2.2.4.2.). 

2.2.4.1. Surrogate model of the dissected wall. A surrogate model was 
developed based on the input from the LHS300 and the corresponding 
results obtained with the finite element analyses. As the relatively 
limited amount of input samples might introduce uncertainty in the 
surrogate model, it was opted to train a Gaussian process regression 
model, which accounts for the uncertainty in the surrogate model itself, 
instead of a regular neural network, using the open-source package GPy 
in Python 3.7 (Gpy, 2012). 

Here, an important consideration is that it is the aim of the Gaussian 
process regression to surrogate the finite element analysis as accurately 
as possible. Given that perspective, PWVref (as an encompassing material 
parameter) was replaced by the corresponding 7 GOH parameters and 
the calculated ge,circ at the inner radius of the sample geometry, similar 
to the input for the finite element analyses. Thus, when combined with 
the 3 thickness input parameters, this results in a Gaussian process with 
11 input parameters. The input parameters were normalized between 
0 and 1, by 

xi,norm =
xi − xi,min

xi,max − xi,min
(EQ.3)  

with xi,norm, xi,min and xi,max being the respective normalized, minimal 
and maximal value of input parameter Xi. For the output parameters, the 
mean was subtracted in order to comply to the zero-mean assumption 
during the training of the Gaussian process. No further normalization 
was applied, to facilitate the interpretation of the predicted output. 

L. Gheysen et al.                                                                                                                                                                                                                                



Journal of the Mechanical Behavior of Biomedical Materials 151 (2024) 106370

6

The Gaussian process was trained by using a radial basis function of 
the form 

k(xm, xn)= σ2e−
1
2
‖xm − xn‖2

L2 (EQ.4) 

as kernel, with xm and xn two points in the multi-dimensional input 
space, σ the variance and L the length scale, both being hyperparameters 
of the Gaussian process. While the kernel contains one σ parameter, an 
anisotropic kernel with a different length scale for each input parameter 
was included. The hyperparameters were determined by optimizing the 
log-likelihood during the training process in maximally 100,000 itera-
tions. The process was trained on the available samples of the LHS300 
and a new, randomly generated, LHS30 was used as test set. The root 
mean squared error (RMSE) was calculated for the test set. A RMSE≤1.0 
mm was pursued for the displacement output parameters to limit the 
mean error to a representative pixel size of a clinical CT scan. No pre- 
defined RMSE for MPSRW,max was assigned, as not much is currently 
known regarding the stress in a dissected wall. 

2.2.4.2. Delta moment-independent analysis. The trained surrogate 
model was used to perform a global sensitivity analysis in order to gain 
insight into the effect of the uncertainty on the individual input pa-
rameters. Therefore, the trained Gaussian processes were applied to 
calculate the output of a Latin hypercube sampling of 10,000 samples 
(LHS10,000) based on the 4 independent input parameters (TTW, TM, TDM 
and PWVref) as discussed in section 2.2.1. To be consistent with the finite 
element analyses, the GOH parameter combination that lead to the 
closest pulse wave velocity compared to the required PWVref was 
determined for each of the 10,000 samples, the corresponding sample ge, 

circ was calculated and samples leading to ge,circ<1.0 were excluded 
(section 2.2.1.). Of the remaining samples, those leading to an output 
value in the lower and upper 2.5% were excluded to limit the weight 
attributed to these extreme values, which might potentially be the result 
of regions of large uncertainty in the Gaussian process and, thus, less 
reliable. 

The remaining samples of the LHS10,000, combined with the deter-
mined results for the 4 considered output parameters, were subjected to 
a δ moment-independent analysis, using the SALib python package 
(Borgonovo, 2007; Herman and Usher, 2017). This analysis considers 
the importance of each input parameter, by taking into account the 
complete output distribution, instead of a moment of the distribution, i. 
e. a characteristic of the distribution shape as the variance or skewness. 
Indeed, δi considers the expected shift between the unconditional and 
conditional output distribution for an input parameter Xi and is, thus, 
defined as 

δi =
1
2
EXi [s(Xi)] with  

s(Xi) =

∫ ⃒
⃒
⃒fY(y) − fY|Xi (y)

⃒
⃒
⃒dy and  

EXi [s(Xi) ] =

∫

fXi (xi)[s(Xi) ]dxi. (EQ.5) 

EXi indicates the expected value of shift s for input parameter Xi, 
which considers the difference between fY(y) and fY|Xi(y) that, respec-
tively, indicate the unconditional distribution of output Y and the con-
ditional distribution Y for a known input parameter Xi. 

2.3. Additional sources of uncertainty 

In this section, the impact of some intrinsic assumptions of the model 
framework and their contribution to the output uncertainty is 
considered. 

2.3.1. Pressure gradient 
The standard model framework does not include a pressure gradient 

over the dissected membrane, while pressure differences of 3 mmHg 
between the true and false lumen have been measured in vivo (Pirola 
et al., 2019). To assess the impact of neglecting the pressure gradient, a 
pressure difference of 3 mmHg over the dissected membrane was 
applied to 10 randomly selected samples of the LHS300 (supplementary 
material). Similar to the in vivo measurements, the higher pressure was 
located in the false lumen in diastole and in the true lumen during 
systole (Pirola et al., 2019). The difference in output was assessed using 
the median value of the difference between the results obtained with and 
without pressure gradient at the considered loading state, i.e. either 
diastole or systole. The width of the min-max range was determined too 
to assess the effect on the output uncertainty. Moreover, by taking the 
difference between UDM,max at diastolic and systolic pressure with the 
inclusion of the pressure gradient, the dissected membrane movement 
was estimated. 

2.3.2. Axial dissection length 
Compared to in vivo observations, where type B dissections often 

distend from the arch to the abdominal aorta, an axial dissection length 
of 40 mm is rather limited (Bäumler et al., 2020; Ganten et al., 2009; 
Nienaber et al., 2014). To assess the effect of this assumption on the 
output parameters, a slice model of the idealized dissected wall, i.e. 
without tears or proximal and distal connection between the dissected 
membrane and the remaining wall, with an axial length of 5 mm was 
developed. Accordingly, this slice model represents an infinitely long 
dissection and, thus, the expected upper boundary of the potential 
dissected membrane displacement for the considered samples. The slice 
model was applied to 10 samples, randomly chosen from LHS300, i.e. the 
same samples as in section 2.3.1. (supplementary material). The impact 
on the output parameters was determined as the median difference be-
tween the result of the idealized dissected wall and slice model. The 
effect on the output uncertainty range was considered by using the 
min-max range. 

3. Results 

3.1. Reference dissected wall model 

The results of the idealized dissected wall model are similar for the 
reference geometry irrespective of the element number. Indeed, the 
results of the finer meshes (with 54,000 to 162,000 elements) deviate 
0.5%–2.8% from those of the coarsest mesh (with 36,000 elements) for 
the considered wall displacement and stress output parameters. The 
computational time increases from 13 min with 5 cores to 55 min with 
16 cores (250 GiB RAM and 180 GB local storage per core) with an 
increasing element number. Due to the minor differences in the output 
parameters, it is opted to perform the uncertainty analysis with the 
coarsest mesh to minimize the computational cost. 

Fig. 4 illustrates the deformation and maximal principal wall stress 
obtained for the reference model with the final (coarsest) mesh at dia-
stolic and systolic pressure. The maximal deformation of the remaining 
wall and the dissected membrane is observed at the central part of the 
dissection. While a local increase in maximal principal wall stress is 
observed in the remaining wall at the location of separation with the 
dissected membrane, the central part of the membrane shows negligible 
stresses. 

3.2. Global uncertainty quantification based on finite element analyses 

Out of the 300 samples from the LHS300, 237 useful results are ob-
tained. From the 63 excluded samples, 25 do not fulfill the convergence 
criteria of the finite element analysis, while 38 samples result in non- 
physiological deposition stretches (ge,circ<1.0) when applying the al-
gorithm to the sample instead of the reference geometry. The non- 
physiological deposition stretches are obtained for sample geometries 
with a larger absolute medial thickness than the reference model. Fig. 5 
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Fig. 4. Overview of the resulting (a, b) displacement magnitude, with respect to the undeformed configuration, and (c, d) maximal principal wall stress of the 
reference model at (a, c) diastolic (80 mmHg) and (b, d) systolic (120 mmHg) pressure. 

Fig. 5. Overview of the deformed dissected wall configuration at diastolic pressure (80 mmHg) of 12 example samples of the LHS300. The color scale indicates the 
displacement of the nodes with respect to the initial cylindrical configuration. The output parameters UDM,max, URW,max and ΔUmax are indicated for one example 
configuration and, respectively, correspond to the maximal displacement of the dissected membrane, the maximal displacement of the remaining wall and the 
maximal distance between the dissected membrane and remaining wall. 

Fig. 6. Boxplots of the 237 deformed configurations at diastolic (80 mmHg) and systolic (120 mmHg) pressure. The output (a) displacements UDM,max, URW,max and 
ΔUmax and (b) Cauchy stress MPSRW,max represent the maximal displacement of the dissected membrane, the maximal displacement of the remaining wall, the 
maximal distance between the dissected membrane and remaining wall and the maximal principal Cauchy stress at the maximal displacement of the remaining wall. 
The span of the whiskers represents the central 95% of the output values. 
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illustrates the displacement magnitude of 12 example deformed con-
figurations at diastolic pressure, with respect to the initial cylindrical 
configuration. Some examples of representative maximal principal stress 
patterns are shown in appendix A. While the complete overview of input 
and output parameters is reported in supplementary material, the me-
dian values and the IQ and min-max uncertainty ranges of the 237 
samples for the 4 output parameters, at the considered pressures, are 
shown in Fig. 6 and summarized in Table 2. Larger median displace-
ments were obtained for parameters involving the dissected membrane 
(UDM,max and ΔUmax) compared to those obtained for URW,max at both 
pressure levels. When going from diastolic to systolic pressure, the 
median displacements show a maximal increase of 0.84 mm. Similarly, 
the highest median MPSRW,max was found at 120 mmHg. The fraction of 
the IQ range, relative to the min-max range, varies from 24% to 34% for 
the displacement parameters that include the dissected membrane 

deformation (UDM,max and ΔUmax) and from 14% to 18% for parameters 
related to the remaining wall (URW,max and MPSRW,max), at both diastole 
and systole. Higher fractions were observed for the 4th quartile for all 
output parameters, with intervals ranging from 51% (for ΔUmax at sys-
tolic pressure) to 80% (for MPSRW,max at diastolic pressure). 

3.3. Parameter-specific uncertainty quantification based on surrogate 
models 

3.3.1. Surrogate model of the dissected wall 
The Gaussian processes are trained on the 237 samples of the LHS300 

and tested on 26 samples, obtained from the LHS30 after excluding the 
samples with a ge,circ<1.0 for the sample geometry. The RMSE of the 
Gaussian processes varies from 0.73 mm to 1.43 mm for the displace-
ment output parameters and from 0.075 MPa to 0.120 MPa for MPSRW, 

Table 2 
Median value, interquartile (IQ) and min-max ranges of UDM,max, URW,max and ΔUmax and MPSRW,max of the 237 deformed configurations at diastolic (80 mmHg) and 
systolic (120 mmHg) pressure. The IQ and min-max ranges are expressed as the absolute deviation with respect to the corresponding median value.   

Diastole Systole 

Output Median IQ range min-max range Median IQ range min-max range 

UDM,max (mm) 5.95 [-1.99; 2.28] [-4.13; 13.44] 6.46 [-2.29; 2.36] [-4.72; 12.81] 
URW,max (mm) 2.19 [-0.96; 1.31] [-1.91; 10.38] 2.64 [-1.06; 1.40] [-2.01; 12.68] 
ΔUmax (mm) 7.78 [-2.55; 4.01] [-5.24; 14.22] 8.62 [-2.76; 4.12] [-5.87; 14.36] 
MPSRW,max (MPa) 0.26 [-0.08; 0.14] [-0.18; 1.39] 0.40 [-0.12; 0.20] [-0.24; 1.55]  

Fig. 7. The resulting (a, b) boxplots based on the LHS300 and the Gaussian process (GP) with the corresponding (c, d) δ indices at (a, c) diastolic (80 mmHg) and (b, d) 
systolic (120 mmHg) pressure. The output parameters UDM,max, URW,max, ΔUmax and MPSRW,max indicate the maximal displacement of the dissected membrane, the 
maximal displacement of the remaining wall, the maximal distance between the dissected membrane and remaining wall and the maximal principal Cauchy stress at 
the maximal displacement of the remaining wall. The whiskers of the boxplots show the central 95% of the output values, i.e. the values used for the δ moment- 
independent analysis. 
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max at diastolic and systolic pressure (appendix B). This translates into 
RMSE values between 10% and 22% of the corresponding median 
values, based on the LHS300 results, for UDM,max and ΔUmax, while errors 
from 30% to 48% are obtained for MPSRW,max and URW,max. The output 
distribution obtained as result of the Gaussian process and the LHS10,000 
was compared to the one based on the finite element analyses of LHS300, 
as indicated in Fig. 7(a, b). In particular, the central 95% of the output 
distribution was found to be comparable. 

3.3.2. Delta moment-independent analysis 
The δ indices at diastolic and systolic pressure, resulting from the 

application of the Gaussian process on the performed LHS10,000 sampling 
are shown in Fig. 7(c, d) and appendix C. The thickness input parameters 
lead to δ ≤ 0.11 for UDM,max, URW,max and ΔUmax. While TTW is the 
thickness parameter that affects the displacement output distribution 
the most for UDM,max and ΔUmax, TDM and TM induce a minor shift in 
output distribution (0.02 ≤ δ ≤ 0.08). For URW,max, all thickness pa-
rameters resulted in δ ≤ 0.08, with TDM being slightly more important 
compared to TTW and TM. The input parameter with the highest 
importance for all displacement output parameters is PWVref, with 0.15 
≤ δ ≤ 0.24. On contrary, for MPSRW,max, the largest impact is attributed 
to TDM with 0.28 ≤ δ ≤ 0.30. The distribution is to a lesser extent 
affected by TTW and PWVref (0.10 ≤ δ ≤ 0.11) and TM (δ = 0.03). 

3.4. Additional sources of uncertainty 

3.4.1. Pressure gradient 
The absolute values of the median displacement differences, with 

respect to the corresponding results without pressure gradient, are 
larger at diastolic than at systolic pressure, but remain below 1.0 mm 
(Table 3). In diastole, the magnitude of UDM,max and ΔUmax increases, 
while a decreasing displacement magnitude is found for URW,max by 
adding the pressure gradient. In systole, the opposite effect is observed. 
The impact of the pressure gradient on MPSRW,max is negligible with a 
median difference below 0.001 MPa. The width of the resulting min-max 
interval varies between 92% and 103% of the corresponding interval 
obtained without pressure gradient, again indicating a limited effect. 
Taking the difference between UDM,max of the corresponding diastolic 
and systolic configurations, with inclusion of the pressure gradient, re-
sults in estimated dissected membrane movements of 0.01 mm–1.71 
mm. 

3.4.2. Axial dissection length 
The slice model results in median displacement differences up to 

2.08 mm and indicates an increasing displacement in UDM,max and 
ΔUmax, while URW,max decreases (Table 3). Similarly, the width of the 
min-max intervals increases for UDM,max and ΔUmax with up to 53%, 
compared to the idealized dissection model results, whereas a 55% 

decrease in interval width is observed for URW,max. For MPSRW,max, the 
median difference is limited to an increase of 0.03 MPa, while the width 
of the min-max interval increases with 29%. 

4. Discussion 

4.1. Dissected wall model framework 

A computational framework for an idealized dissected two-layered 
aortic wall was developed. Although an idealized wall geometry is 
applied, it contains the main characteristics of an aortic dissection, i.e. 
the false lumen and the tears. Moreover, it includes anisotropic 
hyperelastic material behavior as well as residual stresses. Despite the 
fact that the cause and progression of the dissection is discarded in this 
study, the current framework allows for an, at least partially, physio-
logical representation of an acute aortic dissection. Indeed, the shape of 
the true and false lumen is not predetermined, but is created based on 
the release of the residual stresses in the dissected membrane and the 
application of the true and false lumen pressure. Consequently, a real-
istic deformation is ensured, without requiring detailed knowledge on 
the exact cause of the dissection. 

Based on the implemented framework, 237 out of the 300 considered 
samples (LHS300) fulfilled the FEA convergence criteria (8% of the 300 
samples excluded) and resulted in ge,circ≥1.0 throughout the wall for the 
sample geometry (13% of the 300 samples excluded). As 79% of the 
LHS300 samples leads to useful results, the framework in itself was 
considered to be quite robust. The finite element analysis in itself was 
even more robust with a success rate of 90%. Indeed, after excluding the 
samples based on ge,circ, 90% of the simulations lead to a converged 
result. 

While not contributing to the uncertainty quantification, the position 
of the excluded samples in the input parameter space provides inter-
esting information. In this respect, the histograms and 2-dimensional 
projections of the input parameters of the samples were considered. 
The histograms of the samples that did not fulfill the finite element 
analysis convergence criteria were quite uniformly distributed for most 
input parameters, similarly to the applied distributions. Nevertheless, 
nearly all non-converging samples (21 of the 25 samples) were situated 
in the lower half of the Tw range. On the contrary, the excluded samples 
with ge,circ<1.0 were mainly (37 of the 38 samples) situated in the upper 
half of the Tw range. Moreover, most of these samples (34 of the 38 
samples) were related to a PWVref between 7.0 and 10.0 m/s. While 
these samples were excluded due to a non-physiological ge,circ, it is 
noteworthy that this exclusion relates to the choice of reference cylin-
der, rather than to non-physiological parameter combinations. In the 2- 
dimensional projections of the converged samples, the exclusion of 
samples results in two minor (in the PWVref-TM and the PWVref-TDM 
projection) and one larger, though still limited, unexplored regions. The 

Table 3 
The effect of altering the pressure gradient or dissection length in 10 configurations, at diastolic (80 mmHg) and systolic (120 mmHg) pressure. The median value of 
the difference between UDM,max, URW,max, ΔUmax and MPSRW,max in the adapted and the original idealized dissected wall framework is presented. The width of the min- 
max range obtained based on the 10 configurations is included as well and is presented relative to the min-max interval of the counterpart results of the idealized 
dissected model framework.   

Pressure gradient Dissection length 

Output Median difference Min-max width (%) Median difference Min-max width (%) 

Diastole     
UDM,max (mm) 0.69 103 1.76 153 
URW,max (mm) − 0.11 97 − 0.80 45 
ΔUmax (mm) 0.39 92 0.60 106 
MPSRW,max (MPa) − 0.0004 99 0.02 122 
Systole     
UDM,max (mm) − 0.32 94 2.08 153 
URW,max (mm) 0.07 101 − 0.86 46 
ΔUmax (mm) − 0.32 99 0.72 108 
MPSRW,max (MPa) 0.0007 100 0.03 129  
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larger unexplored region is situated at a Tw > 2.16 mm combined with a 
PWVref in the range of 8.4–9.8 m/s. As only one noticeable unexplored 
region is identified, the impact of the non-converging and excluded 
samples on the overall uncertainty analysis is expected to be limited. 

4.2. Global uncertainty quantification based on finite element analyses 

Based on the developed model framework of the dissected wall and 
the performed finite element analyses, the overall uncertainty on the 
considered deformation and stresses, as a consequence of uncertain 
thickness and stiffness parameters, was estimated at diastolic and sys-
tolic pressure levels. Despite slight differences in the absolute median 
values, the magnitude of the global min-max and IQ uncertainty ranges 
was very similar at diastolic and systolic pressure, especially when 
considering the large variety in the input parameter space (Fig. 6 and 
Table 2). It might, therefore, be sufficient to study the uncertainty based 
on one loading state for a quasi-static model. 

The IQ uncertainty ranges were maximally 6.88 mm and 0.32 MPa 
for the displacement and stress output parameters, respectively, whereas 
the min-max ranges showed uncertainty intervals up to 20.22 mm and 
1.79 MPa, which is in particular induced by the large variation in the 4th 

quartile for all output parameters (Fig. 6 and Table 2). The min-max 
interval width of UDM,max can be interpreted as the maximal error in 
the predicted true lumen diameter decrease, which is linked to the risk of 
malperfusion. URW,max can be interpreted as the maximal error in the 
total diameter increase, which is currently used as a clinical decision 
criterion. At diastolic pressure, the current study estimates model output 
errors up to 64% for the decrease in true lumen diameter and up to 45% 
for the increase in total diameter, relative to the diameter of the healthy 
descending aorta. Note that this interpretation implicitly assumes that 
axial bending of the dissected wall is negligible. Although these extreme 
values are expected to occur rarely, it is of major importance to 
acknowledge their presence, as their exclusion could result in an under- 
or overestimation of the malperfusion and rupture risk and, conse-
quently, in inappropriate clinical decisions. 

Despite this increased insight, the model framework is expected to 
underestimate the true uncertainty. Indeed, the direct coupling of 
PWVref to a set of GOH parameters assumes that the pulse wave velocity 
is measured with high accuracy and fully represents the material 
behavior. However, some measurement errors might be expected and 
the pulse wave velocity is mainly a stiffness measure of the circumfer-
ential behavior. Therefore, pulse wave velocity is rather a guide than an 
exact measure to obtain proper material parameters (Gheysen et al., 
2023). The link between the PWVref and the GOH parameter set is, 
consequently, not straightforward and includes additional uncertainty, 
which was not accounted for in the main uncertainty analysis. The 
impact of the use of PWVref as material parameter is considered in ap-
pendix D and reveals remarkable variations, in particular for the wall 
deformation, for slight changes in PWVref, while applying constant 
thickness parameters. Although this additional uncertainty is not 
accounted for in the main analysis, it does not invalidate the obtained 
results, but indicates that the quantified uncertainty must be considered 
as a lower boundary as the tissue-specific GOH parameter are often 
unknown. 

4.3. Parameter-specific uncertainty quantification based on surrogate 
models 

The δ moment-independent analysis shows the importance of each 
individual input parameter on the output distribution, thus, indicating 
which information is an essential prerequisite for the development of 
reliable predictive models (Fig. 7 and appendix C). TM was found to have 
a negligible effect on all considered output parameters, and is, conse-
quently, not expected to largely influence the predicted wall deforma-
tion and stress. The impact of the other thickness parameters depends on 
the considered output parameter. On the one hand, TTW affects the 

output distribution of MPSRW,max and the displacement parameters 
involving the dissected membrane, i.e. UDM,max and ΔUmax, to some 
extent, but has little effect on the output distribution of URW,max. On the 
other hand, knowing the true value for TDM is of minor importance for all 
displacement output parameters, but leads to the largest impact on the 
output distribution of MPSRW,max. For the material stiffness, represented 
by PWVref, the opposite effect is noticed. Indeed, uncertainty on PWVref 
yields the strongest impact on the displacement output distributions, 
while its influence on the MPSRW,max distribution remains moderate. 
These observations suggest that, in particular, patient-specific knowl-
edge on the global material stiffness and the relative thickness of the 
dissected membrane is essential when one is interested in the respective 
prediction of the deformation and peak wall stress in aortic dissections, 
which is in line with basic mechanical insights. 

The actual values of the obtained δ indices might, however, be 
affected by the considered input parameter space and the Gaussian 
process regression, which depends on the specific training and test set. 
To assess the added value of the trained Gaussian process on the 
parameter-specific uncertainty quantification, the indices obtained for 
the LHS10,000 are compared to those directly obtained from the LHS300 
together with the corresponding 95% confidence intervals on the δ 
indices. As indicated in appendix C, most general trends are, although 
less pronounced, similar for both sets of δ indices, which enhances the 
confidence in the reported indices. Nevertheless, the confidence in-
tervals of the indices largely decrease with an increasing number of 
samples, which confirms the added value of training a surrogate model 
based on the finite element results to perform the parameter-specific 
sensitivity analysis. In addition, the robustness of the obtained δ 
indices, based on LHS10,000, is tested with respect to the sampling based 
on the trained Gaussian process (appendix C). Therefore, the same 
LHS10,000 is resampled with the same Gaussian process, which yields 
very similar δ indices. It might, therefore, be assumed that the indices 
are the result of the intrinsic trends of the Gaussian process, rather than 
being a result of a specific sampling and, thus, the Gaussian process 
uncertainty. 

In the presented methodology a Latin hypercube sampling was uti-
lized to train a Gaussian process regression. Alternative approaches have 
been considered before. Brunet et al. (2021), for example, considered 
two values for each input parameter of interest, performed a full 
factorial design and a linear regression, including interaction effects, 
based on a least squares method. When applying this methodology to the 
presented case, the number of samples can be decreased to 16 (i.e. 24). 
However, a linear relation between the input and output parameters 
cannot be guaranteed in the considered case. Using linear regression 
would, therefore, potentially exclude nonlinear effects a priori and, thus, 
result in a relation that strongly depends on the sample selection when 
only considering two values per parameter. Moreover, by training a 
linear rather than a Gaussian process regression, the remaining surro-
gate model uncertainty is not accounted for. A full factorial design in 
itself can be applied as sampling strategy instead of the Latin hypercube 
sampling, provided that it densely covers the input parameter space. 
However, it would result in a much larger amount of samples for the 
same number of values per parameter (i.e. 3004) and strongly increase 
the computational cost. 

4.4. Physiological relevance of idealized dissected framework 

While mean dissected membrane movements of 1.7–5.5 mm in the 
descending aorta throughout the cardiac cycle have been measured in 
vivo, the idealized dissected wall model resulted in dissected membrane 
movements between diastolic and systolic pressure from 0.01 mm to 
1.71 mm when adding a physiological pressure difference of 3 mmHg 
between the true and false lumen (Bäumler et al., 2020; Ganten et al., 
2009; Pirola et al., 2019; Yang et al., 2014). Despite differences in the 
methodology to measure the dissected membrane movement over the 
cardiac cycle, due to the different nature of the computational and 
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experimental results, this indicates that the model framework results in 
displacements which are in the same order of magnitude, but smaller 
compared to the in vivo measurements. 

It is speculated that at least part of the remaining difference between 
the modelled and measured dissected membrane movement is related to 
the limited axial dissection length of 40 mm. Indeed, physiological 
dissections often extend from the left subclavian artery until the 
abdominal aorta (Bäumler et al., 2020; Ganten et al., 2009). The slice 
model represents an infinitely long dissection and results at systolic 
pressure in a median UDM,max deviation of 33%, relative to the median of 
the corresponding idealized dissected wall samples (Table 3 and sup-
plementary material). This deviation is 3 times higher than the median 
difference obtained by the addition of the pressure gradient. This sug-
gests that the axial dissection length impacts UDM,max to a larger extent 
than the inclusion of the pressure gradient. It is, therefore, expected that 
an increased axial dissection length will enhance the dissected mem-
brane movement during the cardiac cycle. 

In addition, the similarity between the wall stress pattern of the 
current model and the idealized dissection model of Rolf-Pissarczyk 
et al. (2021) supports that the limited dissected membrane movement 
results from the short dissection length rather than from physiological 
limitations of the presented model framework. Indeed, in both models, 
local concentrations in maximal principal stress were obtained in the 
remaining wall at the location of separation with the dissected mem-
brane, while the dissected membrane was found to contain negligible 
stresses (Fig. 4 and appendix A). 

Despite the differences in absolute values compared to physiological 
measurements, it must be emphasized that the current study aims to 
quantify the uncertainty. On the one hand, adding the pressure gradient 
over the dissected membrane leads to slight deviations of 0%–8% in the 
width of the min-max interval (Table 3). On the other hand, the slice 
model resulted for URW,max in an interval that was 55% smaller, while 
53% larger ranges were obtained for UDM,max (Table 3). Despite the fact 
that using a limited axial dissection length might underestimate the 
expected uncertainty, in particular for UDM,max, it should be noted that 
the slice model also represents an upper boundary rather than a physi-
ological case. Moreover, the obtained uncertainty ranges of the addi-
tional finite element analyses, still fall within the reported min-max 
interval based on the complete LHS300. Therefore, the use of an idealized 
model framework is not expected to largely compromise the uncertainty 
quantification. 

4.5. Lessons learned from surrogate modelling 

In the current study, it was opted to train a Gaussian process as 
surrogate model, rather than a neural network. Indeed, neural networks 
provide a deterministic result, which is reasonable when large datasets 
are available and, consequently, accurate networks can be trained. Due 
to the computational cost, the sample number for the finite element 
analyses in this study is limited to 300, thus the samples do not cover the 
input parameter space very densely. The fact that a Gaussian process 
accounts for the remaining uncertainty in the surrogate model, there-
fore, enhances the reliability of the results of the δ moment-independent 
analysis. Note that the 5% extreme output values were, nevertheless, 
excluded to find a trade-off between the inclusion of the intrinsic un-
certainty, which increases the reliability, and the exclusion of poten-
tially unphysiological results, which might negatively affect the 
reliability. 

To train the Gaussian processes, the PWVref is replaced by the 7 
corresponding GOH material parameters (section 2.1.2) and the result-
ing sample ge,circ to obtain a sufficiently low RMSE (≤1.0 mm) for the 
displacement output parameters. Although this target is not reached for 
the Gaussian process of UDM,max and URW,max at systolic pressure, this 
methodology best approaches the RMSE requirement. Indeed, Gaussian 
processes trained with less input parameters result in insufficiently ac-
curate surrogate models (appendix B). Note that the 7 GOH parameters 

and the sample ge,circ are also required as input to the finite element 
model, which justifies the obtained Gaussian processes as it follows the 
same steps as the finite element analysis. 

Moreover, it is worth mentioning that the reported RMSE values 
provide an indication, rather than a general statement, as a different 
Latin hypercube sampling for the training and/or test set results in a 
different Gaussian process and/or corresponding RMSE. The effect of a 
different test set is assessed by generating a control test sampling LHS30, 

control and subjecting it to the trained Gaussian processes. Compared to 
the LHS30, the LHS30,control yields lower RMSE values for most Gaussian 
processes and fulfills the required RMSE threshold of 1.0 mm for all 
displacement output parameters. Although these results enhance the 
reliability of the Gaussian processes, it mainly illustrates that caution 
should be taken when evaluating a Gaussian process on a single RMSE 
value. 

Besides, one could argue whether a RMSE threshold of 1.0 mm, based 
on a representative resolution of clinical CT scans, is sufficiently strict 
for the developed surrogate models. Indeed, as the idealized deforma-
tion might underestimate the physiological one, the absolute RMSE 
might also be an underestimation of the expected physiological devia-
tion, when assuming that the relative RMSE remains constant. 

In this respect, it is important to emphasize that the current aim of 
the trained Gaussian processes is to provide insight into the uncertainty, 
rather than providing a clinically applicable surrogate model. As the 
overall output distribution obtained from the Gaussian processes was 
similar to those of the finite element analyses, in particular for values 
within the central 95% of the output distribution, the applicability of the 
current methodology for uncertainty quantification is supported. 

Nevertheless, the technique might be promising for outcome pre-
diction and uncertainty quantification in a clinical setting too, as it 
yields real-time probabilistic predictions. Indeed, accurate Gaussian 
processes of the false lumen size, i.e. ΔUmax, could for example assist in 
deriving proper GOH parameter combinations from the deformation of 
the dissection, which can be observed in clinical CT scans, and inverse 
Bayesian inference. However, this would require more data and/or 
knowledge as a prerequisite to further enhance the accuracy of the 
Gaussian process. 

4.6. Limitations 

Although aimed at uncertainty quantification, the current frame-
work inevitably contains assumptions as well. The studied geometry was 
fixed and only one inner diameter and one configuration for the tears 
and false lumen was implemented. Moreover, the wall thicknesses and 
the residual stresses were assumed to be homogeneous along the 
circumferential and axial directions, which does not correspond to the 
physiological reality (Bersi et al., 2016; Sokolis, 2020). Besides, the 
idealized geometry deviates from a patient-specific one, not only in 
terms of pressure difference and dissection length as discussed above, 
but also in terms of geometrical complexity, as no side branches, tor-
tuosity or external soft tissue support was included. These aspects might 
result in an under- or overestimation of the deformation and wall stress 
of the remaining wall and dissected membrane (Ferraro et al., 2018; 
Georgakarakos et al., 2010). Although including these complexities 
might further advance the translation of the obtained uncertainty results 
to the clinical practice in absolute terms, it was opted to use an idealized 
model with the most important characteristics to allow the use of a 
systematic approach to unravel the effect of the unknown wall thick-
nesses and stiffness. Moreover, the added value of the model framework 
is situated in the increased insight into the uncertainty quantification, on 
a global as well as on a parameter-specific basis. 

Regarding the material behavior, the collagen fiber dispersion was 
considered as axisymmetric, while differences between the in- and out- 
of-plane dispersion have been observed (Niestrawska et al., 2016; 
Schriefl et al., 2012). A material model that accounts for dispersion 
asymmetry, such as proposed by Holzapfel et al. (2015), is expected to 
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more accurately approach the in vivo aortic wall mechanics, which was 
confirmed by an improved fitting with experimental data (Dal et al., 
2023). However, no radial tensile stresses were observed in the idealized 
dissection model, which implies that radial collagen fibers will not 
contribute to the overall stress state as they are not recruited. An 
asymmetric dispersion model will, hence, only differ from the imple-
mented model in its increased amount of fibers close to or in the local 
axial-circumferential plane. While this deviation might affect the abso-
lute wall stress and deformation, as indicated by Niestrawska et al. 
(2018), the overall material behavior remains similar, which suggests a 
limited impact on the uncertainty. Moreover, the properties of healthy 
aortic wall tissue were used as a starting point. Consequently, the 
developed framework is assumed to represent an acute type B aortic 
dissection. Indeed, to model a chronic type B aortic dissection, growth 
and remodeling should be applied to represent the stiffening of the 
membrane after dissection (Peterss et al., 2016). In this respect, the 
quantified uncertainty and the parameter-specific importance is only 
valid in the situation of an acute dissection. Indeed, the addition of 
growth and remodeling might result in a different impact of the 
considered thickness and stiffness parameters on the long-term defor-
mation and stress of the dissected wall. 

Moreover, the cause of dissection might be related to altered wall 
properties. Indeed, type B dissections are associated with degradation in 
the medial layer which is, amongst others, characterized by fragmented 
elastic fibers, a reduced elastin fraction and the accumulation of gly-
cosaminoglycans in pools (Humphrey, 2013; Wu et al., 2013). There-
fore, it is possible that the included state-of-the-art material model, with 
integration of the anisotropic behavior and constituent-specific deposi-
tion stretches, is not fully representative for the dissected wall tissue. 
However, Rolf-Pissarczyk et al. (2021) implemented a constitutive law 
to include the radial elastic fiber degradation in between the medial 
elastic lamellae, but did not see a clear effect of the adapted material 
model in their model of the dissected wall. Nevertheless, adaptations in 
circumferential and longitudinal stiffness and strength as well as 
changes in collagen content of the acute dissected wall, compared to 
non-dissected aortic walls, have been observed (Borges et al., 2008; 
Deplano et al., 2019; Manopoulos et al., 2018; Sherifova and Holzapfel, 
2019; Yamada et al., 2015). These effects were not considered by 
Rolf-Pissarczyk et al. (2021) and might affect the resulting wall stress 
and deformation of the model. As the considered material parameter 
combinations cover a large range of pulse wave velocities in health and 
disease, the impact of these differences between the material of the 
dissected and healthy aortic wall on the quantified uncertainty is ex-
pected to remain limited. 

5. Conclusion 

In summary, a robust idealized dissected wall framework was 
developed that included an anisotropic hyperelastic material behavior 

as well as residual stresses. It enabled the prediction of the acute wall 
deformation in a physiology-inspired manner. With this framework, the 
effect of uncertainty related to wall thickness and stiffness parameters 
on the wall deformation and stress was assessed. Large ranges of po-
tential wall deformations and stresses were identified by the global 
uncertainty analysis, in particular when including the extreme out-
comes, which might strongly affect the clinical decision. The parameter- 
specific uncertainty analysis suggested that the modelled material 
stiffness strongly affects the dissected wall deformation, while the 
relative dissected membrane thickness was the most important deter-
minant for the wall stress. The large uncertainty ranges and the varying 
impact of, often unknown, wall stiffness and thickness parameters 
emphasize the need for caution when interpreting the outcome of 
dissected wall models. Moreover, it supports the use of probabilistic 
rather than deterministic predictions for clinical decision making in 
aortic dissections. 
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Appendix A. Examples of maximal principal stress patterns 
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Fig. A1. Overview of the maximal principal wall stress on the deformed configuration at diastolic pressure (80 mmHg) for 4 examples of the LHS300, i.e. those 
corresponding to the first row of Fig. 4. For each example, an axial and a cross-sectional cut is shown, together with the corresponding color scale. 

Appendix B. RMSE of Gaussian processes 

B.1. LHS30 and LHS30,control  

Table B1 
Overview of the RMSE of the trained Gaussian process per output parameter at diastolic (80 mmHg) and systolic (120 mmHg) pressure based 
on the test set LHS30 and the control test set LHS30,control. The RMSE are presented as absolute values as well as relative to the median LHS300 
value.   

Diastole Systole 

RMSE LHS30 LHS30,control LHS30 LHS30,control 

UDM,max (mm) 0.94 (16%) 0.71 (12%) 1.43 (22%) 0.83 (13%) 
URW,max (mm) 0.73 (33%) 0.83 (38%) 1.26 (48%) 0.96 (36%) 
ΔUmax (mm) 0.77 (10%) 0.60 (8%) 0.88 (10%) 0.74 (9%) 
MPSRW,max (MPa) 0.075 (29%) 0.032 (12%) 0.120 (30%) 0.054 (14%)   

B.2. Gaussian processes with different number of input parameters  

Table B2 
Overview of the RMSE of the Gaussian process based on 4 (GP4, i.e. based on the 4 independent input thickness and stiffness parameters TTW, TM, TDM and PWVref only), 
10 (GP10, i.e. with exclusion of ge,circ as input parameter) and 11 (GP11, i.e. the Gaussian process used in the study) input parameters at diastolic (80 mmHg) and systolic 
(120 mmHg) pressure. The RMSE are presented as absolute values as well as with respect to the median LHS300 value.   

Diastole Systole 

RMSE GP4 GP10 GP11 GP4 GP10 GP11 

UDM,max (mm) 3.65 (61%) 1.54 (26%) 0.94 (16%) 3.69 (57%) 2.19 (34%) 1.43 (22%) 
URW,max (mm) 2.08 (95%) 0.72 (33%) 0.73 (33%) 3.23 (122%) 0.99 (37%) 1.26 (48%) 
ΔUmax (mm) 4.05 (52%) 1.50 (19%) 0.77 (10%) 3.91 (45%) 1.65 (19%) 0.88 (10%) 
MPSRW,max (MPa) 0.188 (73%) 0.089 (34%) 0.075 (29%) 0.210 (53%) 0.127 (32%) 0.120 (30%)  

Appendix C. Comparison of δ indices 

C.1. Comparison of δ indices of LHS300 and LHS10,000  

Table C1 
Overview of δ indices and the corresponding 95% confidence interval (δconf) as a result of the δ moment-independent analysis for output parameters UDM,max, URW,max, 
ΔUmax and MPSRW,max based on the results of LHS300 and the central 95% of the output of LHS10,000 at diastolic (80 mmHg) and systolic (120 mmHg) pressure.  

Input parameter UDM,max URW,max ΔUmax MPSRW  

δ δconf δ δconf δ δconf δ δconf  

Diastole 
TTW LHS300 0.085 0.037 0.028 0.028 0.076 0.039 0.099 0.041  

LHS10,000 0.107 0.006 0.057 0.007 0.109 0.007 0.101 0.008 
TDM LHS300 0.044 0.033 0.091 0.041 0.045 0.034 0.198 0.060  

LHS10,000 0.033 0.005 0.084 0.008 0.039 0.006 0.278 0.008 

(continued on next page) 
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Table C1 (continued ) 

Input parameter UDM,max URW,max ΔUmax MPSRW  

δ δconf δ δconf δ δconf δ δconf  

TM LHS300 0.021 0.030 0.039 0.032 0.009 0.027 0.071 0.031  
LHS10,000 0.029 0.005 0.034 0.005 0.026 0.005 0.033 0.005 

PWVref LHS300 0.045 0.032 0.131 0.047 0.075 0.042 0.132 0.033  
LHS10,000 0.150 0.009 0.209 0.010 0.173 0.011 0.106 0.008 

Systole 
TTW LHS300 0.091 0.037 0.039 0.025 0.080 0.040 0.099 0.036  

LHS10,000 0.106 0.007 0.046 0.005 0.102 0.007 0.103 0.007 
TDM LHS300 0.051 0.034 0.077 0.040 0.050 0.037 0.224 0.053  

LHS10,000 0.034 0.006 0.062 0.007 0.035 0.007 0.303 0.009 
TM LHS300 0.025 0.029 0.053 0.027 0.010 0.029 0.063 0.033  

LHS10,000 0.029 0.005 0.034 0.005 0.024 0.005 0.028 0.005 
PWVref LHS300 0.040 0.033 0.117 0.036 0.093 0.042 0.117 0.031  

LHS10,000 0.159 0.010 0.242 0.011 0.195 0.012 0.095 0.008   

C.2. Comparison of δ indices of LHS10,000 and a resampling  

Table C2 
Overview of δ indices and the corresponding 95% confidence interval as a result of the δ moment-independent analysis for output parameters UDM,max, URW,max, ΔUmax 
and MPSRW,max based on the results of the central 95% of the output of LHS10,000 and a resampling of the same LHS10,000 with the same Gaussian process, indicated as 
LHS10,000,resample, at diastolic (80 mmHg) and systolic (120 mmHg) pressure.  

Input parameter UDM,max URW,max ΔUmax MPSRW,max  

δ δconf δ δconf δ δconf δ δconf  

Diastole 
TTW LHS10,000,resample 0.096 0.007 0.067 0.007 0.111 0.006 0.096 0.006  

LHS10,000 0.107 0.006 0.057 0.007 0.109 0.007 0.101 0.008 
TDM LHS10,000,resample 0.034 0.006 0.084 0.008 0.040 0.006 0.305 0.008  

LHS10,000 0.033 0.005 0.084 0.008 0.039 0.006 0.278 0.008 
TM LHS10,000,resample 0.032 0.005 0.034 0.005 0.025 0.005 0.036 0.005  

LHS10,000 0.029 0.005 0.034 0.005 0.026 0.005 0.033 0.005 
PWVref LHS10,000,resample 0.152 0.009 0.214 0.009 0.166 0.010 0.105 0.008  

LHS10,000 0.150 0.009 0.209 0.010 0.173 0.011 0.106 0.008 
Systole 
TTW LHS10,000,resample 0.100 0.007 0.046 0.005 0.119 0.007 0.101 0.008  

LHS10,000 0.106 0.007 0.046 0.005 0.102 0.007 0.103 0.007 
TDM LHS10,000,resample 0.036 0.005 0.054 0.006 0.034 0.005 0.299 0.009  

LHS10,000 0.034 0.006 0.062 0.007 0.035 0.007 0.303 0.009 
TM LHS10,000,resample 0.032 0.006 0.038 0.005 0.027 0.006 0.035 0.005  

LHS10,000 0.029 0.005 0.034 0.005 0.024 0.005 0.028 0.005 
PWVref LHS10,000,resample 0.157 0.010 0.234 0.012 0.183 0.009 0.094 0.008  

LHS10,000 0.159 0.010 0.242 0.011 0.195 0.012 0.095 0.008  

Appendix D. Impact of direct coupling between the PWVref and GOH parameters 

D.1. Methods 

In a previous study, it was found that the pulse wave velocity can guide the selection of GOH parameters, but does not provide a direct relation 
(Gheysen et al., 2023). In the current framework, this direct link was, nevertheless, assumed in order to facilitate the use of the Latin hypercube 
sampling. To consider the effect of this assumption, the reference geometry (section 2.1.3.) was simulated with the 10 GOH parameter combinations 
that most closely corresponded to a PWVref of 5 m/s. The median difference, with respect to the results that would be obtained with the idealized 
dissected wall framework, was determined. Note that one of the 10 analyses, by definition, corresponded to the result of the presented framework. The 
uncertainty induced by coupling the pulse wave velocity to other GOH parameter combinations was assessed as the resulting min-max range. 

D.2. Results 

The 10 samples with the PWVref closest to 5 m/s maximally deviated 0.0017 m/s from this target. While the median difference of MPSRW,max shows 
a maximal decrease in magnitude of 0.005 MPa, median increases in magnitude up to 4.97 mm, with respect to the initial framework, are obtained for 
the displacement output parameters (table D1). The width of the resulting min-max ranges was close to 50% of the min-max interval of the LHS300 for 
the displacement parameters. Smaller min-max intervals are found for MPSRW,max, with the maximal width being 14% of the corresponding LHS300 
min-max interval. 

D.3. Discussion 

The width of the intervals ranged up to 53%, i.e. for UDM,max, relative to the min-max range of LHS300, which is remarkable as constant thickness 
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parameters and a nearly constant PWVref, with a maximal deviation of 0.0017 m/s, are assumed. This reveals a significant uncertainty in the use of 
PWVref as material parameter, superimposed on the uncertainty of not knowing the true PWVref.  

Table D1 
The effect of altering the coupling between the GOH parameters and PWVref in 10 con-
figurations at diastolic (80 mmHg) and systolic (120 mmHg) pressure. The median value of 
the difference between UDM,max, URW,max, ΔUmax and MPSRW,max in the adapted and the 
original idealized dissected wall framework, is presented, with positive values indicating 
an increase in displacement or stress magnitude compared to the original idealized 
dissected wall framework. The width of the min-max range obtained based on the 10 
configurations is expressed with respect to the total LHS300 min-max width.   

GOH-PWVref coupling 

Output Median difference Min-max width (%) 

Diastole   
UDM,max (mm) 1.85 47 
URW,max (mm) 2.41 44 
ΔUmax (mm) 4.61 52 
MPSRW,max (MPa) − 0.002 11 
Systole   
UDM,max (mm) 1.85 51 
URW,max (mm) 2.03 45 
ΔUmax (mm) 4.97 53 
MPSRW,max (MPa) − 0.005 14  

Appendix E. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jmbbm.2024.106370. 
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