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ABSTRACT

Tip vortex cavitation around the marine propeller is the primary
source of the underwater noises emitted by ships. Investigating the
tip vortex inception is important to understand the aforementioned
side effect. The water quality, highly related to the bubbles popula-
tion, surrounding the tip vortex is crucial to the tip vortex cavitation
inception. This research explores how bubble moves around the tip
vortex and investigates its background mechanisms. A one-way cou-
pled Lagrangian bubble tracking model is applied to the Lamb-Oseen
vortex and the hydrofoil tip vortex flow field, where the tip vortex is
simulated with an open-usage Computational Fluid Dynamics (CFD)
software, ReFRESCO. A series of capture time models have been
developed by exploiting the bubble force (acceleration) balance in
the Lamb-Oseen vortex to identify the crucial parameters. The other
aspect of the acceleration analysis reflects the role of the lift force
as the system’s stabilizer, which has long been ignored. In the CFD
tip vortex flow simulation, the bubble population evolution is in-
vestigated from upstream to downstream. Several kinds of bubble
behaviors around the tip vortex flow have been identified via the nu-
merical simulation, and simplified models based on the bubble force
analysis have been proposed in order to explain them. Mainly due
to the stagnation bubble events, clustering of large bubbles has been
discovered a short distance downstream of the foil tip, implying that
this may be a possible hotspot for tip vortex cavitation inception. The
stagnation bubble phenomenon still needs to be further investigated,
particularly in terms of quantifying its dependence on various flow
parameters. The results also need to be rigorously validated which
has not been possible as of yet due to insufficient measurement data.
Still, this research manages to explore the bubble motion around the
tip vortex and their fundamental mechanism.

Keywords: tip vortex, cavitation inception, water quality, bubble en-
trapment, ReFRESCO, Eulerian-Lagrangian Method
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INTRODUCTION

1.1 BACKGROUND

Underwater Radiated Noise (URN) has gained increased attention
in recent years due to its harmful impact on the marine creatures
(Bureau Veritas, 2019). The shipping industry, as a significant role in
the sea, contributes to a notable portion. Understanding the cavitation
provides insight into the unwanted impacts.

Cavitation is a phase change phenomenon. One could boil a bottle
of water through raising the temperature. By contrast, cavitation con-
verts liquid to vapor mainly with the pressure decrease, as Figure 1.1
shows. Consequently, it typically happens near the suction sides of
blades or the vortex cores, where the lowest pressures occur. Fig-
ure 1.2 illustrates different cavitation types from sheet to tip vortex
cavitation.

Cavitation is usually harmful to the marine propeller. Most pro-
pellers suffer from cavitation when reaching high loading or low
ambient pressure scenarios. The phenomenon brings two main harm-
ful aspects: cavitation erosion and sound emission. Among them, the
sound emission initiates this research to understand more about the
bubble behaviors.

Cavitation, in essence, is composed of the bubble growth, coalesce,
and collapse. When bubble radius changes, which occurs in all stages,
sounds will be emitted and usually become the dominant part of
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Figure 1.1: Phase change of water, retrieved from Asnaghi (2015).
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Figure 1.2: Types of cavitation around a propeller, originated from Propul-
sion Committee of 23rd ITTC (2002), and modified by Bosschers
(2018).
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Figure 1.3: Relationships between pressure coefficients. The arrow describes
the sign. The purple line is constant

the overall acoustic signature of the ship. The tip vortex cavity also
yields noise, but this is due to the interface dynamics and interaction
with the ambient turbulence. Still, it is a major contributor to the
broadband noise (Bosschers, 2018; Pennings, 2016; van Wijngaarden
et al., 2005). As a result, an insightful understanding of tip vortex
cavitation is essential, where the cavitation inception is one of the
major topics.

Cavitation inception is influenced by many parameters such as
ambient pressure, surface tension, bubble population, and viscosity
effect.

A few pressure-related quantities are defined for further analy-
ses. Figure 1.3 gives readers an overview. The minimum pressure
coefficient is

o Pmin_Poo

Prin = 1 2
20 uref

, (1.1)

where Py, p, and U,s are the reference pressure, the liquid phase
density and the reference velocity, separately. The minimum pressure
usually occurs at the vortex centers during the tip vortex cavitation.



INTRODUCTION

Cavitation, as a phase change phenomenon, should also take vapor
pressure into account:

=, (1.2)

where P, is the vapor (or sometimes called saturation) pressure. ¢ is
named as the cavitation number since, empirically, the researchers
find it is a critical quantity to characterize the cavitation phenomenon
(Arakeri, 1979). Puit is the critical pressure, which is the actual in-
ception point. The inception point deviates from the vapor pressure
because the actual bubble expansion dominates the inception phe-
nomenon. Bubbles do not necessarily expand severely toward cavi-
tating when the surrounding pressure drops to the vapor pressure
since there are still other retarding parameters such as the surface
tension.

The next quantity describes the relationship between vapor pres-
sure and critical pressure, which is called tension or tensile strength’:

T = pv - Pcrit
=—qCp, —Pu+P (1.3)
= _q (CPcrit + U) 4

where g is dynamic pressure at reference point, %pllrzef. The deviation,
Py, — Puit, increases if the amount of bubbles is limited or the bubble
sizes are small since the surface tension is more dominant in the case.
Also, fluid is traditionally called “strong” water if the tensile strength
is high, while “weak” water is the other way around.

0; is the so-called cavitation inception number, to which the cavita-
tion number has to drop such that the cavitation happens:

Poo - PV - (Pmin _Pcrit)
30U7

ref

0y =

(1.4)

Supposed that the cavitation number is controlled by the reference
pressure, i.e., the inflow velocity and the vapor pressure remain

Not to be confused by the terms, the tension and the surface tension are two totally
different quantities.
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constant. In that case, the cavitation inception number is the cavita-
tion number when the minimum pressure coincides with the critical
pressure. Note that for a normal cavitation tunnel flow field, which
is usually considered incompressible, Poo — Pmin is a constant if the
flow kinematic does not alter so that the minimum pressure will
move simultaneously and equally with the reference pressure. If the
inception pressure equals the vapor pressure, the inception number
is just the negative minimum pressure coefficient.

As briefly mentioned, the critical inception pressure is not neces-
sarily the vapor pressure. The vapor pressure is an approximated
criterion when only a little information is known. There are other fac-
tors that restrict or promote bubbles” growth, such as tensile strength,
residence time effect, contaminant gas, or turbulence (Brennen, 2013).

The role of bubble-surrounding pressure is pronounced. If pres-
sure drops below the critical pressure, cavitation is likely to happen
because bubbles will grow rapidly, so one can observe them. Khoo
et al. (2021) confirm that the pressure indeed plays a significant role
in tip vortex cavitation inception by measuring the flow field around
the tip vortex generated by a hydrofoil. The bubble at the near down-
stream is more likely to cavitate and is less sensitive to external
conditions because the pressure at the vortex center reaches its mini-
mum at around 0.0-0.2co downstream, where cy represents the root
chord length. The minimum pressure value is sufficiently low, so
the change of the ambient pressure and cavitation number and the
turbulence pressure fluctuation still cannot elevate the surrounding
pressure over the critical pressure.

As suggested by Maines and Arndt (1993), tip vortex cavitation
inception consists of four stages:

1. Spherical nucleus entrainment,
2. Spheroidal bubble growth,
3. Transitional phase,

. Cylindrical bubble growth.

N



INTRODUCTION

From the stages, it could be observed that the ambient bubble pop-
ulation is a critical factor affecting cavitation inception. Asnaghi et
al. (2018) even apply it directly as an inception prediction method.
The bubble population affects cavitation inception mostly at the first
stage, i.e. the entrainment of nuclei into the. Bubble capture could
be described by the entrapment time, which is a function of initial
bubble radius, bubble distance to vortex center, vortex size, and vor-
tex core strength (Ligneul & Latorre, 1993; Oweis et al., 2005). Khoo
et al. (2021) investigates bubble population effect on the capturing
event and the activation rates (when the cylindrical bubble growth
is observed) via the polydisperse population under O(10) ym and
the monodisperse population at O(100) ym*. They show that the
activation rate of large bubbles is higher than that of smaller bubbles
by about one order. Chen et al. (2019) demonstrates that capture
and rapid growth mainly happens at O(30) ym. Nevertheless, they
assume that the larger bubbles are less abundant than the smaller
ones, so the initial radial distances of large bubbles are greater than
those of the smaller ones, which is a doubtful coupling hypothesis.
As a result, it is anticipated that the result might be biased and not as
representative as the others. On the other hand, Gindroz and Billet
(1998) directly points out that 59% of the cavitation index reduction
is found with increasing the liquid tensile strength (lower the gas
content).

All in all, developing an understanding of bubble entrapment
within the tip vortex is a key to understanding cavitation inception
and the social impacts, such as the noise mentioned before.

In an experiment, all physics are, in principle, included. However,
it suffers from some unavoidable drawbacks, such as the scaling effect
and inability of measuring the detailed bubble population and paths.
Although the numerical simulation is incomplete due to uncertainties
and modeling errors, it can provide helpful insight if the result is
verified and validated correctly. Therefore, this research investigates
the bubble behavior around the tip vortex via a numerical approach.

Polydisperse distribution means bubble sizes do not concentrate near a value but a
broad spectrum, while monodisperse distribution does have a narrow peak in its
size spectrum.
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1.2 RESEARCH OBJECTIVES

How will bubbles (nuclei) behave when they interact with a tip
vortex?

1. What are the roles and effects of different force terms on bubble
behavior?

Expanding the understanding of the force’s role could assist to
build more robust models to explain the interesting phenom-
ena.

Abdel-Maksoud ef al. (2010) and Peters and el Moctar (2020)
investigate bubble behavior under different formulations, such
as one with pressure gradient force being neglected. Inspired
by them, it is curious what the other forces’ roles in the bubble
motions are with a far more rigorous investigation.

2. What is the effect of initial bubble properties on entrapment
time?

The entrapment time is one of the essential physical quantities
related to the bubble capture, as mentioned in Chen et al. (2019)
and Khoo et al. (2021). The bubbles of different sizes are released
in different locations relative to the vortex core, as Oweis et
al. (2005) have done before. Still, this research would like to
focus on not only the numerical part but also the analytical
part. The development of the analytical part could be assisted
by the knowledge acquired by the previous sub-question. This
research question could potentially help estimate the “influence
zone,” where bubbles are captured throughout traveling times.

3. What is the bubble population of each section?

Many researchers such as Khoo et al. (2021) have pointed out
that the bubble population is important to understand tip vor-
tex inception and its scale effect. Hsiao et al. (2006) and Ku
et al. (2020) investigate the bubble-induced noises via tracking
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bubbles from the upstream to downstream, through which
they either explicitly or implicitly discover the bubble popu-
lation at some streamwise sections. However, a further study
on this topic is in favor: what happens around the location of
the tip vortex core and what the effects of upstream ambient
bubbles are. This question relates to the previous one since the
migration velocities toward the core of different sizes influence
bubble populations as they go downstream. The question can
also shed some light on the cavitation inception hotspots.

4. To what extent can the numerical simulation resemble the
experimental measurement in the context of the bubble motion
around the tip vortex?

Only few researchers, such as Oweis et al. (2005), perform
decent comparisons between the simulates and experimental
results. Furthermore, when it comes to the bubble population
comparison, the number of related studies become even less.
Therefore, this study also carries out a preliminary comparison
research with the a statistical approach proposed by Ir. Nanda.

1.3 CASE PLAN

This research plans to carry out several cases to answer the research
questions and objectives.

A CFD case simulating the tip vortex could increase the under-
standing of the bubble population evolution and the experimental
comparison. However, it is necessary to isolate the tip vortex from the
propeller rotation motion to prevent excessive computational effort.
Two experimental setups are proposed to avoid the motion: half-span
lifting elliptical wing and converging-diverging nozzle (Arndt et al.,
1991; de Montgolfier, 2011; van den Boogaard, 2019). Among, the el-
liptical wing gained more attention, and several related experiments
have been done (Arndt et al., 1991; Khoo et al., 2021; Ku et al., 2020;



1.4 THESIS STRUCTURE

Peng et al., 2017; Pennings, 2016). As a result, the elliptical wing case
is chosen, especially the “Arndt” wing3.

“Arndt” wing configuration in the old TU Delft cavitation tunnel
is applied to perform the numerical simulation. Researchers such
as Nanda ef al. (2022) and Pennings (2016) have performed detailed
measurements on tip vortex cavitation or bubble trajectories near the
vortex center or cavity. Numerically, the tip vortex cavitation of the
wing has also been under intensive investigation these days, such as
Asnaghi et al. (2020), Klapwijk (2021), and Liebrand et al. (2020), on
which the Eulerian simulation could conveniently be based.

However, a more controlled flow field should also be implemented
to examine the influences of different parameters and to perform the
force analysis. As a result, aside from the CFD tip vortex simulation,
bubble motion in the Lamb-Oseen vortex will also be carried out.

1.4 THESIS STRUCTURE

The master thesis is divided into several chapters. First, Chapter 2
carries out an extensive literature review of why specific approaches
are chosen and then elaborates on them. Successively, Chapter 3 tries
to verify and validate both the methodologies and implementations
of the Eulerian and Lagrangian parts. Chapters 4 and 5 together
approaches the research targets by applying both the theoretical
and simulated vortex flow fields. Next, Chapter 6 organizes all the
results from the previous chapters and answers the proposed research
questions from a more aerial perspective. Finally, Chapter 7 sums
up the research and addresses some critical research questions to be
answered in the future.

3 “Arndt” wing is named after Prof. Roger E. A. Arndt, who firstly carried out a series
of extensive cavitation studies with the given hydrofoil: NACA66,-415 (Arndt et al.,

1991).

11
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METHODOLOGY

This chapter describes why the specific approaches and settings are
chosen to tackle the problems at hand.

The reason for choosing the one-way coupling Eulerian-Lagrangian
method is first argued. Successively, the two composite parts are
addressed: the Eulerian flow simulation and Lagrangian Particle
Tracking (LPT). The Eulerian part takes care of the background flow
tield simulation, while bubbles are traced via the latter approach.

2.1 BUBBLE-FLOW COUPLING

Modeling the bubble motion in the flow field has long been chal-
lenging, especially in the cavitation inception research. Performing
accurate simulations while maintaining a reasonable computational
effort stimulates the growth of different approximations toward the
scenario.

Three categories of numerical multiphase approaches are devel-
oped: Eulerian mixture, Euler-Euler, and Eulerian-Lagrangian. Note
that there are few alternative nomenclatures for every single cate-
gory. They are sometimes even inter-used, such as Eulerian mixture
and Euler-Euler approaches. Those terms in the following will be
distinguished to the best.

13
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2.1.1  Eulerian mixture approach

Eulerian mixture regards all fluids in flow as a single mixture fluid
with properties mixed from the composing fluids. An indicator func-
tion controls the mixture state. There is still one set of flow dynamics
governing equations but with an additional transport equation de-
scribing the advection of the indicator functions, which is defined
differently among models.

One of the most used models is Volume of Fluid (VOF) developed
by Hirt and Nichols (1981). It features a low memory requirement
and the suitability on a fixed grid. However, regarding the bubble-
flow scenario, it is not advisable. In seas and the cavitation tunnels,
bubble sizes range from microns to millimeters, implying that the
computational grids should be on the micrometer scale. Modeling
bubbles in millimeters is still feasible for the current computer. How-
ever, the resolution around micrometers has already approached
that of Direct-numerical Simulation (DNS), which is undesirable to
many current computational powers (Cifani, 2017; Fedkiw et al., 1999;
Osher & Fedkiw, 2001).

2.1.2  Euler-Euler approach

Euler-Euler method, sometimes also called the Eulerian-Eulerian
method, considers each fluid flow separately instead. Each fluid has
its own set of governing equations. They are judiciously coupled with
the slip velocity between different fluids, same pressure field shared
by each fluid, and approximated momentum exchange such as drag,
virtual mass, and lift forces (Afolabi & Lee, 2014; Sokolichin et al.,
1997). The method is primarily adopted and developed by chemical
engineering and nuclear reactor simulation (Sokolichin et al., 1997).

However, these additional advantages do not extend its usabil-
ity out of the large cavities or statistical bubble cloud motions. To
capture the individual bubble motion, the grids are again required
to approach the targeted bubble size, which is unreasonable. Also,
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initially designed for the bubble clouds, the momentum exchange
modeling will turn into a hindrance without careful treatment down
to the bubble scale. The comparison of the Eulerian mixture and
Euler-Euler methods could be found in Bertolotti et al. (2021).

Note that terminologies of “Euler-Euler” and “Eulerian mixture”
are sometimes misused together, such as Peters (2019) and Yakubov
et al. (2011). The ambiguous usage of these two terms might stem
from Cerne et al. (2001) idea to couple VOF and two-fluid Euler-Euler
together, which is further modified by Wardle and Weller (2013) and
Weller (2008), and is merged in a widely-spread open-source toolbox,
OpenVFOAM®.

2.1.3 Eulerian-Lagrangian approach

Borrowing the concept from the particle-flow interaction, the
Eulerian-Lagrangian method simulates background carrier flow via
standard continuum fluid methods, i.e., the Eulerian approach, while
bubbles, the dispersed phase, are tracked by Lagrangian equations.
In consequence, it is sometimes called Discrete Bubble Model (DBM)
(Ghahramani & Bensow, 2016) if it is the bubble being tracked. Since
an normal grid size is enough, the Eulerian-Lagrangian approach is
the most prominent one to track individual bubbles.

Johnson Jr. and Hsieh (1966) is one of the first who applies the
approach in the cavitation inception simulation. Hsiao and Pauley
(1999) and Latorre (1982) have also investigated tip vortex cavitation
via the scheme.

It assumes that bubbles and flow are only weakly-nonlinearly
coupled so that the bubble motions could be separated from the
flow field with only some source corrections (Xu et al., 2002), local
density difference (Finn et al., 2011; Ma et al., 2015) or even without
any correction added into flow momentum equations. Depending
on the interactions and corrections added between the phases, there
are one-way (carrier flow toward bubbles), two-way (carrier flow to
bubble and the other way around), and four-way couplings (two-way

15
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Figure 2.1: Map of flow regimes in particle-laden flows, originally proposed
by Elghobashi (1994) and further adapted by Vallier (2010). ®,,
is the volume fraction of the dispersed phase in the interested
region. T,/ Tk is the ratio of particle response time (in Stokes
limit) to turbulence Kolmogorov time scale.

along with the bubble-bubble inter-couplings). The complexity and
computational requirement grow from one- to four-way coupling
schemes.

Elghobashi (1994) divides method regimes based on the volume
fraction, as shown in Figure 2.1. Although initially proposed for the
particle-laden flow, it is reasonable to extrapolate the scheme to the
bubble flow. The bubble does not grow explosively in the capturing
stage, so the initial volume fraction is nominal enough. As calculated
from Hsiao et al. (2006) and Khoo et al. (2021), the volume fractions
of disperse phase all fall below 10~; therefore, the one-way coupling
is enough.

Recently, researchers have developed a family of methods that can
exchange bubble simulation between Eulerian and Lagrangian meth-
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ods, which is the so-called hybrid or multi-scale Eulerian-Lagrangian
(Hsiao et al., 2017; Lidtke, 2017; Vallier, 2013). If a bubble grows
to a size large enough to cover several cells, the Eulerian mixture
takes over, while a bubble will return to the Lagrangian control if
it shrinks too much. The method can also specity the slip velocity,
which is essential for the accuracy (Hsiao et al., 2017). The aforemen-
tioned researchers reported promising noise or flow characteristics
results compared to the experimental counterparts. However, some
issues, such as the sudden pressure waves during transition times
from Eulerian to Lagrangian frameworks, still need to be addressed
(Ghahramani & Bensow, 2016). Furthermore, the switch between Eu-
lerian and Lagrangian reference frames should also be investigated
more since the transition based purely on grid size is not physical.

This research will apply the pure one-way coupling Eulerian-
Lagrangian method since tracking bubbles individually are of the
most interest considering the research questions. Also, it could save
the computation loading quite a bit.

2.2 EULERIAN FLOW SIMULATION

This section addresses the flow governing equations and the im-
portant closure strategies — turbulence models. It is noted that the
tip vortex cavitation inception does not involve any large cavity at
the beginning stage, so the fully-wetted flow is chosen instead of a
cavitating tip vortex flow.

2.2.1  Flow field governing equations

The fluid flow is governed by the mass and momentum conserva-
tion, i.e., Navier-Stokes equations. Mass conservation equation, also
known as the continuity equation, reads
aﬁp i ap Lli _
ot axi

0, (2.1)
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where t denotes time, p the fluid density, U; the i component of the
flow velocity, and x; the i" component of the Cartesian coordinates.

The momentum conservation is governed by the Navier-Stokes
equations of Newtonian fluid:

opU; L apul‘u]‘ _ _ai n oT;;

o ox ox; | ox;’ (22)

where P denotes the static pressure, and T;; the deviatoric stress
tensor reads

Tj=nu (251']' — 3axm5ij> , (2.3)
of which y is the liquid-phase dynamics viscosity, 2/3 is an assumed
constant by Stokes, and the strain rate tensor is defined as

1 /au; | aU;
Sl] N 5 (aX]‘ + ax,‘> ’ (2'4)

The present Navier-Stokes equations are of the compressible form
but it could also successfully describe the incompressible flow in the
current case.

2.2.2  Turbulence models

CFD encounters a critical challenge when the Reynolds number (Re)
increases. The nonlinear nature of the convective term gives rise to
turbulence and energy cascade, hence introducing the scale separa-
tion (Nieuwstadt et al., 2016). CFD has to increase its grid resolution
to resolve the viscous dissipation range (Kolmogorov scale), the most
miniature scale of the energy cascade. Also, the time step is confined
by the dissipation time scale and Courant number#*. In a typical cavi-
tation tunnel scale, the Reynolds number is approximately 10°-10°,
requiring computational effort only affordable for a supercomputer.



2.2 EULERIAN FLOW SIMULATION

As a result, proper transition and turbulence modelings are important
in CFD field, not to mention simulating the present case.

Turbulence models divide, either in spatial or temporal domains,
flow field variables (®) into time- or spatial-averaged/filtered ((P))
and fluctuation/residual (¢) parts. They aim to model the nonlinear
fluctuation interaction part from the filtered /averaged, i.e., resolved
part.

Reynolds-averaged Navier-Stokes (RANS) method family averages
flow variables either within a period of time or with several ensem-
bles, so the resolved part is usually called time/ensemble-averaged
quantity, and the unresolved one is the fluctuation. On the other hand,
Large-eddy Simulation (LES) or other related approaches filter flow
fields spatially with a convolution kernel. Therefore, the resolved
and unresolved quantities are called filtered and residual parts. How-
ever, in mathematics, they have the same form of ® = (®) + ¢, so
the symbols remain the same intentionally. Also, unified names of
the “resolved” and “unresolved” to the symbols will be applied for
simplicity.

In order of reducing the minimum resolved scale, categories of
turbulence models may be listed as: potential flow (no turbulence
modeling), RANS equations, hybrid models, bridging models, LES,
and DNs. Typical tip vortex cavitation simulations limit themselves
from RANS to LES (Asnaghi et al., 2017b; Salvatore et al., 2009). In the
following, the pros and cons of each turbulence model applied in
the tip vortex cavitation simulation will be addressed. Also, since the
Eulerian-Lagrangian approach is applied, the multiphase correction
in turbulence models will not be reviewed.

RANS modeling is the most developed since the early day (Boussi-
nesq, 1877; Reynolds, 1895). The Reynolds-averaging procedure is
applied to the governing equations, and thus the flow variables (P)

Indeed, implicit time integration schemes do not require Courant-Friedrichs-Lewy
(CFL) condition to maintain stability. However, accuracy is still achieved by small
time step sizes.
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are separated into two components, the mean ((®)) and fluctuation

(¢) parts:

(@(t))
¢(t) = @

where T is the characteristic time scale of the fluctuation, 7 is the
averaging window such that it is long enough to rule out the fluc-
tuation but short enough to preserve the unsteady flow properties:
T < T <« O, where O is the characteristic timescale of the mean
flow. According to the process, flow variables are expressed in the
following fashion:

1t
7 /t—TCD<S) ds, with 7T, (2.5)
(t) = (@(t)), (2.6)

U; = (U;) + u;,
P=(P)+p,
Tj = (Tyj) + T,
Sij = (Sij) + sij

The capitalized and lower cases represent the resolved and unre-
solved parts of the physical quantities, respectively.

The mean flow continuity and RANS equations read

9 9p (Ui

o T Tam Y (27)
dp (U | p(Uj) (W) ()  a(Ty) —pRy
ot oy, o o ox =8)

where the Reynolds stress is expressed as
pRij = {puju;) . (2.9)

Another constitutive relationship is necessary to estimate the
Reynolds stress. Boussinesq (1877) proposes a hypothetical relation-
ship between the Reynolds stress and the mean flow strain rate, and
it is named the “linear” eddy viscosity model family since he as-
sumes that the deviatoric Reynolds stress is directly proportional to
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and aligned with the mean deviatoric flow strain rate with an eddy
viscosity, v; (Gatski & Rumsey, 2002):
1

20 (U,)
_Ri]‘ + gRii(Si]‘ =1 <2 <Si]'> - g ax: 51‘]') . (2.10)

The rest for models to fill up is how to estimate the eddy viscosity.
There are generally algebraic, one- and two-equation models in this
family.

The algebraic and one-equation models are proven to be insuf-
ficient to resolve the tip vortex flow. Mohamed et al. (2009) states
that Spalart-Allmaras, a famous one-equation turbulence model, will
result in an excessive viscous dissipation because the existing flow
vortex maintains a strong positive production term of the turbulent
viscosity coefficient. Therefore, the tip vortex further downstream
will disappear.

Two-equation models offer several options but also suffer from
different extents of over turbulent diffusion. One underlying reason
is that the high gradient regions such as the tip vortex core do not
necessarily contribute to the turbulence generation (Nieuwstadt et al.,
2016).

The standard k-¢ model cannot even give a convergent result and
also predict the excessive turbulent kinetic energy near blade surfaces
(Kim et al., 2017; Ku et al., 2020). The realizable k-¢ model can capture
the vortex structure but again is haunted by the drawback (Ku et al.,
2020).

k-w family, another one of the most applied eddy-viscosity models
(Terziev et al., 2020), also gives rise to the same problem. The original
k-w is very sensitive to the freestream turbulence value (Menter,
1992), so it is not considered in the discussion. Instead, the blending
one, k-w Shear-stress Transport (SST) model, is mainly applied in the
literature. However, k-w SST severely underpredicts the azimuthal
velocity around the tip vortex and again suffers from the high level
of the turbulence viscosity.
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k-v/kL model, which is also developed by Dr. Menter (Egorov et al.,
2010; Menter & Egorov, 2010; Menter et al., 2006), aims to include the
scale-resolving property by von Karman length scale and to improve
the convergence behavior (Klapwijk, 2021) It is expected to perform
better than k-w SST model. Still, Liebrand ef al. (2020) points out the
general behaviors resemble k-w SST model.

“[For the linear eddy-viscosity models, two] of the most notable
deficiencies are the isotropy of the eddy viscosity and the material-
frame indifference of the models. The isotropic eddy viscosity is
a consequence of the Boussinesq approximation, which assumes a
direct proportionality between the turbulent Reynolds stress and
the mean strain rate field. The material frame-indifference is a con-
sequence of the sole dependence on the (frame-indifferent) strain
rate tensor. These deficiencies preclude, for example, the prediction
of turbulent secondary motions in ducts (isotropic eddy viscosity)
and the insensitivity of the turbulence to noninertial effects such as
imposed rotations (material frame-indifference). Remedies for these
deficiencies can be made on a case-by-case or ad hoc basis; however,
within the framework of a linear eddy viscosity formulation such
defects cannot be fixed in a rigorous manner” (Gatski & Rumsey,
2002). Liebrand et al. (2020) also indicates that linear viscosity models
cannot satisfy the accuracy of the detailed velocity field near the tip
vortex cavitation but can only predict integral quantities such as the
lift coefficient.

Contrary to the linear eddy viscosity model, the nonlinear one
tries to exploit as much as possible the other characteristics of the
strain rate tensor, such as the ten invariant tensor bases, to avoid
the false alignment assumption between the stress and strain rate
tensors. One of them is Explicit Algebraic Reynolds Stress Model
(EARSM). This model obtains each Reynolds stress individually and
introduces the skew-symmetric part of the mean stress tensor into the
relationship. Certainly, EARSM demonstrates anisotropy of Reynolds
stresses. However, the lift coefficient is underpredicted by about 10%,
so the azimuthal and axial velocities are doubtful (Liebrand et al.,
2020). Still, the same author points out that EARSM is more optimistic
than the linear model due to its anisotropy nature.
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Another category of RANS models circumvents the necessity of the
direct relationship between the resolved and unresolved tensors. In-
stead, they directly resort to the analytical Reynolds stress equations.
Reynolds Stress Model (RsM) solves transport equations for each
Reynolds stress component. Inherently, the model also captures the
anisotropy nature and should be more accurate than EARSM. Some
scholars state RSM seems to perform better in wetted tip vortex flow
(still not sufficiently validated), but cavitation behavior is still similar
to the linear model (Ku et al., 2020; Liebrand et al., 2020). However,
the others report that RSM indeed succeeds in the validation (Park
et al., 2021).

Until now, RANS models assume the turbulent boundary layer cov-
ers the whole chordwise. However, the transition between laminar
and turbulent flow is inevitable, especially in such a model scale for
the cavitation tunnel. Therefore, Lopes (2021) argues that a transition
model is necessary to consider the transition, separation, and reat-
tachment. y-Reg; model is proven to be the most robust and succeed
in improving results compared to one without a transition model.
The model falls in the category of Local Correlation-based Tran-
sition Model (LCTM) since it considers the transition phenomenon
individually for each location, which is also the advantage of the
model. However, it is still not mature yet. The performance of the
transition model is highly influenced by the inflow turbulence, con-
vection discretization scheme and so on (Lopes, 2021). Also, it is
hard to converge because transition points keep jumping between
two streamwise adjoined cells due to the switchers in the related
equations (Liebrand, 2019).

Aside from RANS, LES is also widely applied in the field. Compared
to the RANS simulation, LES can predict the cavity interface dynamics,
3D rotation motion and even the meandering vortex (Paskin et al.,
2019; Xie et al., 2021). Moreover, the result is appropriately validated
against the experimental result (Asnaghi et al., 2020; Paskin et al., 2019;
Xie et al., 2021). However, the computational time is considerably
larger compared to RANS.

Hybrid models balance LES’s accuracy and RANS’s computational
efficiency. RANS is applied to predict the near-wall region, while
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LES for the outer part. To name just a few, Detached-eddy Simula-
tion (DES), Delayed Detached-eddy Simulation (DDES), and Improved
Delayed Detached-eddy Simulation (IDDES) all fall in this category.
Several scholars report quite optimistic results with each method
named above, especially for the DDES and IDDES (Liebrand et al.,
2020; Paskin et al., 2019). However, the commutation error is not well
assessed, so the result might still be falsely correct (Liebrand et al.,
2020).

The bridging model is also a category able to balance the compu-
tational efficiency. Partially-averaged Navier-Stokes (PANS) equations
are one of the bridging models. To the author’s knowledge, the
method is applied to the tip vortex cavitation only by Klapwijk et al.
(2021), and is temporally summarized in Klapwijk (2021). Its advan-
tage over the hybrid model is that there is no commutation error
if the modeled-to-total ratio remains constant. Besides, it is easier
to estimate the discretization error because of an explicit modeled-
to-total ratio set. In contrast, LES sometimes even directly couples
discretization error into computation such as Implicit Large-eddy
Simulation (ILES). However, PANS shows an advantage only for the
wetted flow, while the velocity profiles are similar to IDDES one in
the cavitating flow. Also, an extra inflow turbulence generator is vital
to trigger cavity dynamics in both PANS and IDDES (Klapwijk, 2021).

This study plans to use RSM because it is accurate enough and
capable of capturing the anisotropic nature of the tip vortex in the
steady state without increasing too much computational requirement.
Also, the 7-Rey; are applied to account for the transition effect.

2.2.3 Reynolds-stress Model

If not explicitly stated, the theory is highly based on Rumsey (2017,
2022). The Reynolds stress has a set of exact transport equations
by subtracting the averaged equations from the original Navier-
Stokes equations and then multiplying the resulting equation by the
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fluctuation velocity components. The transport equation is generally
formulated as (Cécora et al., 2012; Wilcox, 2006)
9pRij , 9p (U) Ry
ot axk

= pPi]‘ + PHij — PEjj —+ pDi]' + PMij- (2.11)

BRIEF INTRODUCTION TO THE TERMS pP;; denotes the produc-
tion term,

o (U;) o (U;)
pPij = —pRix o, — PRjk o (2.12)

and it is exact since mean velocities gradients are resolved. The
turbulent pressure-strain term reads

aui au]

which represents a redistribution of turbulence kinetic energy to
different directions, and the closure requires the most attention.
Also, an additional dilatation term should be included if it is a
compressible flow. The dissipation term of molecular viscosity and
turbulence fluctuations is defined as

The diffusion term
0
PP =~ 55 (Couiujug)) - 0T
d
oy, () + (gui)) . oD (2.15)
0
_ ((puz-> 5jk + <p1/l]'> (Sik) - pDE,

axk

is composed of the turbulent transport, p7;;, the viscous diffusion
le‘»;-, and the pressure diffusion, pDZ, while the pressure diffusion
term is usually neglected (Wilcox, 2006). The final term

oMy — () <_8<P>+ 8<Tjk>> ) (240 4 205)

ax]' axk axi axk

(2.16)

stands for the compressibility and is again neglected here.
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MODELING OF THE TERMS The production term has enough
information from the mean flow, so no modeling is required. The
dissipation is modeled via

2
peij = 3Pedj, (2.17)

where the isotropic turbulent dissipation rate reads ¢ = C,kw, and
the turbulent kinetic energy is defined as k = R;;/2. The pressure-
strain correlation term is expressed in a very complicated fashion
(Launder et al., 1975; Speziale et al., 1991):

I .
pllj = — <ClP£ + 2C1PPkk) aij
1
+ Cype (aikakj - 3akzakl5z‘j>
+ (Cs — Cv/apan) pk (T;j)

2
+ Capk <ﬂz‘k (Sik) + ajx (Sik) — 3K (Ski) 51']')

+ Cspk (aig (Wie) + ajx (Wi)) ,

(2.18)

where they introduce the normalized Reynolds stress anisotropy
tensor a4;; and the spin tensor W;;’:

R; 2

ajj = % - 551']‘, (2.19)
L 1/au; U

W= (5 5 ) (2:20)

C; and C; are the model coefficients which will be given in Ap-
pendix A. Meanwhile, the isotropic turbulent dissipation rate ¢ is
modeled via an extra transport equation for the length scale, which
will be elaborated soon. The diffusion term is modeled through a
generalized gradient diffusion model (Daly & Harlow, 1970) without
the pressure diffusion term:

_ 9 PkR '\ OR;j
1= o) %

_ 9 PR\ 9R;j
—axk[(”é’d”cyw) o |

(2.21)




2.2 EULERIAN FLOW SIMULATION

MODELING OF THE LENGTH SCALE The length scale is described
by the dimensionless dissipation rate, which is similar to the original
proposition of Wilcox (2006):

dow o (Up)w  ayw pPy 5
ot T ox, T k2 Perw

—i-i + o p—k a—w —i—cfﬁmax %a—“’o (2.22)
Xy Py Xy ) oxjox;" )

All further details of the coefficients will again be given in Ap-
pendix A.

2.2.4 y-Reg; LCTM model

The description is highly based on Liebrand (2019), Lopes (2021),
and Nie et al. (2018) if is not mentioned explicitly, while the detailed
modelling constants are given in Appendix A. The model tries to
control turbulence kinetic energy budgets by multiplying the sources
and sinks in the Reynolds stress equations (see Equation 2.11) with
an intermittency factor () that indicates the level of the develope-
d/developing turbulence:

Pij = vettPij, (2.23)
&;j = min(max(7es, 0.1),1.0)e;;, (2.24)

where ¢ improves the simulated -y with several limiters, which will
be detailed in the appendix. The pressure-strain correlation term is
a redistribution term between the Reynolds stresses, which is also
believed to alter in the laminar boundary layer, so

ITjj = el Tyj. (2.25)

By the two aforementioned tensors, a velocity gradient is composed: %gf = 5jj + Wij.
]

That is, S;; is the symmetric part of the full velocity gradient tensor while W;; is the

anti-symmetric part. Furthermore, the invariant bases of tensor are based on the S ij

and W;; (Gatski & Rumsey, 2002; Pope, 1975).
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INTERMITTENCY EQUATION The following transport equation
describes the intermittency:

dpy  p(Uj)r 9 ue\ oy
ot + ox; = pby PEWaxj V+c7f oxj) (2.26)

The source term is

P’y = Flengthcalg (’)’Ponset)O.5 (1 - Cel')’) ’ (2-27)

where ¢, controls the upper bound of the intermittency. S =

2 <Sij> <Sij> represents the strain rate magnitude. Rength and Fonset
together determine the transition speed of the location. The destruc-
tion term in the equation aims to reduce the intermittency in the
laminar boundary layer

E, = Cu2Q7Fturb(C62'Y - 1)1 (2.28)

where the ¢, and ¢, are some constants, and the latter one control
the minimum of E, to be 1/ce. O = /2 (W;j) (Wj;)° represents the
vorticity magnitude. Fy,;, maintains the turbulence in the turbulent
boundary layer.

Other than that, the model also simulates the local transition
Reynolds number to determine the onset criteria in the y equation:

apReet ap <u]> Regt _ 0 aRth
TR o, = pPy + a% oot (M + pe) ax ) (2.29)

The production term reads
1 -
Py = Corz (Rey! — Reg;) (1.0 — Fyt), (2.30)

where cy; is a constant, ¥ introduces a time scale, while Regil and Fy;
shut down the production term in the free-stream.

Q) instead of (QY) is applied here to represent the mean vorticity magnitude because

the norm operation (4/2 <W,-]-> <W,-]->) is by no mean linear, and thus (Q2) makes no

sense.
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2.3 LAGRANGIAN PARTICLE TRACKING

Solving micro bubbles far under the grid scale is inefficient by bru-
tally refining the grid. Instead, bubble equations are applied to track
them directly, as mentioned in Section 2.1. Also, confined by the
computational capacity and considering the cavitation inception sce-
nario, only the one-way coupling is applied, which is essentially a
post-processing procedure after the CFD simulation.

2.3.1 Bubble motion equation

The bubble motion equation describes how a bubble moves in a
carrier fluid flow field. The equation form is first finalized in Tchen
(1947) and corrected by Corrsin and Lumley (1956). They summarize
Basset, Boussinesq and Oseen’s works in the quiescent flow and
extend the work toward a flowing background fluid. Johnson Jr. and
Hsieh (1966) also propose another formulation that considers bubble
expansions and contractions. However, not until Maxey and Riley
(1983) was a comprehensive derivation based on Navier-Stokes equa-
tions via the perturbation method given. Most of the formulations
are just the varied forms based on Johnson Jr. and Hsieh (1966) and
Maxey and Riley (1983).

Bubble motion equations are generally in the form of

dU
mBTf =Fa+Fp+Fs+Fp+FL+Fx +Fy, (2.31)
where mp represents the net bubble mass and Ug the bubble velocity
vector. The right-hand side represents the added mass force, pressure
gradient force, hydrostatic force, drag force, lift force, Kelvin impulse
force, and history force, one after another.
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ADDED MASS FORCE Added mass, which has long been recog-
nized since the potential flow theory, analogically indicates that the
carrier fluid is displaced when the body or the flow accelerates:

dU dU
Fa = —CampVs (B — ) , (2.32)

dt  dt
where Cayp is the added mass coefficient, Vg the bubble volume, and
U the flow velocity vector. Meanwhile, there was a debate decades
ago on which expression the underlined part should be (Thomas
et al., 1983, 1984),

DU oU

ﬁ <—at+U'VU),
dU ouU

gB <—at+UB'VU),Or
dU

<= aU+(UB—U)-VU>.
relative ot

dt
The first one represents the acceleration of a fluid parcel, the second
one means the flow acceleration seen by the bubble, and the third
one does not have any specific physical meaning. After a rigorous
mathematical derivation, Auton ef al. (1988) and Thomas et al. (1984)
point out that the first one should be the correct formulation.

Sometimes, the underlined term is considered part of the pressure
gradient force, such as Beelen (2018), Johnson Jr. and Hsieh (1966),
and Ku et al. (2020). Nevertheless, in this research, the flow accel-
eration is left there and “the added mass force” refers to only the
flow acceleration part if not explicitly mentioned. Meanwhile, the
body acceleration part will be integrated into the left-hand side of
Equation 2.31.

As for Caypy, it is a measurement of body bluntness (Magnaudet
& Eames, 2000). The sphere’s one is indeed 0.5 as derived from the
potential flow formulation (Chang & Maxey, 1994). Although Cam
will vary with the distance toward the wall (Klaseboer et al., 2014), it
is assumed the bubble is sufficiently far from the boundary, and one
can neglect the effect.
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PRESSURE GRADIENT FORCE The pressure gradient force comes
from the pressure difference between a sphere’s front and rear parts.
Intuitively, one will come up with the form of

Fp = —V3VP. (2.33)

Nevertheless, Buevich (1966) points out, and Maxey and Riley (1983)
completes the statement: “[the formulation of Tchen (1947) is] not
consistent in that the effects of pressure gradient of the undisturbed
flow have been singled out over the effects of viscous shear stress
when in fact the two may well be comparable.” According to them,
the correct expression should be instead

DU
Fp=pVip (2.34)

The researchers, who do not employ this and are based on Tchen
(1947), still apply the simplified formulation such as Hsiao et al. (2006)
and Johnson Jr. and Hsieh (1966). Still, the inferences from their
results will not change a lot since the magnitudes of the other terms
are usually negligible at a high Reynolds number. The difference
between the two formulations will be investigated in this effort.

DRAG FORCE The drag force represents the viscous-pressure and
friction drags exerted on an object. Intuitively, the boundary con-
dition of a bubble surface could be assumed as the slip-wall if in
ultra-clean carrier fluid so that the resulting coefficient will be dif-
ferent from the solid sphere particle (Brennen, 2013). Nevertheless,
the Marangoni effect is also inevitable if surfactants are present in
the fluid (Magnaudet & Eames, 2000). Motion-induced surfactant
concentration at the rear part causes the pseudo-stress. Consequently,
the stress-free condition is no longer applicable now; thus, the drag
coefficient becomes comparable to the solid sphere one. It is safe to
assume that the surfactant concentration and contamination suffi-
ciently trigger the no-slip boundary condition in a usual cavitation
tunnel and the sea environment. For the drag of a no-slip sphere,
Goossens (2019) gives a comprehensive review on most of the ap-
plied empirical drag coefficients. Also, if the bubble is deforming, the
drag coefficient would change. Since it is hard to track bubble shape
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change, Dijkhuizen et al. (2010) and Roghair et al. (2011) propose
to relate the change qualitatively /quantitatively to modified E6tvos
number. However, the form change is not applicable in this study.

LIFT FORCE Shear-induced lift force (Saffman lift) resulting from
vorticity surrounding the sphere is not given in Maxey and Riley
(1983) because such a linearized Stokes flow cannot predict lateral
force (Bretherton, 1962), and furthermore the downwash caused by
the sphere bubble cannot be captured via the perturbation analysis.
However, it is a vital force in the bubble motion and thus will be
considered.

Sridhar and Katz (1995) carries out an experiment in which free
bubbles are released in the horizontally rotating cylinder of fluid
and measures forces from the bubble balance locations. The lift force
yielded from their experiment differs from many existing analytical
or numerical simulations. However, Oweis et al. (2005) says that the
lift coefficient does not influence the final result much.

Another source of the lift force is the Magnus lift force from the
self-rotation-induced circulation, but it is not considered here since,
in reality, the bubble rotation caused by the interaction with other
bubbles is more predominant (Beelen, 2018). Also, the rotational
inertia of surfactants upon the bubble wall is negligibly small so that
the solid-body rotation might be neglected.

KELVIN IMPULSE FORCE Kelvin impulse force starts from the
original impulse formulation:

I= CAMPVB(UB — U), (235)
dI

see Blake et al. (2015) and Landau and Lifshitz (1987) for example.
The equation is originally born for a sphere particle but Ohl et al.
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(2003) confirm experimentally that Equation 2.36 still holds true even
with bubble expanding or shrinking. The force becomes

dI
T (2.37)
dU DU . :

The whole underlined term of the right-hand side is the added mass
force, i.e., the added mass force is part of Kelvin impulse force.
Conventionally, the added mass term is, however, isolated and the
final form of Kelvin impulse force degenerates to only bubble volume
changing term:

Fx = —Camp4R*R(Ug — U). (2.38)

An appropriated derivation could be found in Appendix B.

HISTORY FORCE  The history force comes from the delayed buildup
of the surrounding boundary layer and the related wake since the
aforementioned drag force is calculated in a quasi-static fashion, i.e.,
assuming steady uniform inflow at any moment and location. As a
result, the history force should take the unsteady part left out by the
steady drag force. It accounts for drag force from all the time before
but with a decaying correlation with the passing time. As stated by
Beelen (2018), the history force is normally implemented according
to Mei and Adrian (1992) and Mei et al. (1991) for simplicity but
without overestimation. Readers are referred to van Eijkeren (2016)
for the deeper knowledge.

However, a drawback of the current Basset formulation is that
the drag compartment is based on the Stokes drag instead of the
forms similar to drag for higher bubble Reynolds number, Reg. Talaei
and Garrett (2020) changes the form based on high Reg and also
includes the effect of quadratic velocity dependency rather than
the linear velocity relationship as suggested in the Stokes drag. In
a free falling scenario, after their changes to the formulation, the
revised history force is no longer negligible, which accounts for 15-
25% force contribution for Reg = 0.2-1100, while the simultaneous
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calculation from the Basset form contributes to only 1% at the same
scenario. Takemura and Magnaudet (2004) also points out that the
radius change should be taken into account since the radius change
will also affect the boundary layer buildup. After investigating the
solid particle interaction with the solid rotation vortex, Candelier
et al. (2004) even concludes that the trajectory is more sensitive to
history force and wall effect than the lift force, and that added mass
formulation correction argued by Auton et al. (1988) might even be
less influential than the history forces.

All in all, as Talaei and Garrett (2020) points out, if Navier-Stokes
equations are not analytically solved, all the particle motion equations
are just some low-order approximations from the perturbation of the
original equation, especially for history force term. However, this
is clearly out of the scope of this study. This study will neglect the
history force as many researchers suggested, and leave it as future
work.

FINITE-SIZE CORRECTION Faxén force is a higher-order correc-
tion to each force component if the bubble scale is larger than the
most miniature flow scale. However, Ruth et al. (2021) points out
that the correction could be omitted if the attention is other than the
acceleration spectrum.

TURBULENCE CORRECTION Very little literature has been ded-
icated to turbulence’s influence on the bubble velocity, especially
regarding the tip vertex inception. The flow physics solved by either
RANS or LES has already been filtered or averaged, while most re-
searchers directly plug the filtered physical quantities into the bubble
motion equation.

The Reynolds number by Nanda et al. (2022)’s experiment is 7.07 x
10°, so Taylor’s and Kolmogorov’s scales are roughly 470 (um) and
5.15 (um), where quite a few nuclei/bubbles are within the size: for
example, see bubble size of Hsiao et al. (2006). Hsiao et al. (2006)
also reports an increasing bubble dynamics trend when the artificial
turbulence field is added back to the RANS solution.
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Olsen et al. (2017) proposes to utilize a random walk model, origi-
nated from Gosman and loannides (1983), to estimate the fluctuation
velocity. Z. Zhang et al. (2019) investigates microbubble’s motion with
turbulence probability density function. Vallier (2010), to the author’s
knowledge, is the first one who brings the turbulence correction with
a random walk model into the tip vortex cavitation simulation. The
turbulence dispersion contributes to different bubble distribution/-
clustering along the wall-normal direction. However, the turbulence
correction also relates to the size ratio between bubbles and eddies,
which needs a separate function to model, but it is not thoroughly
considered in the random walk model. Also, the random walk model
will induce some nonphysical oscillations. As a result, the necessity
of a more clever turbulence correction is left to future researchers.

FINAL FORM OF THE BUBBLE MOTION EQUATION As mentioned
before, only the added mass, pressure gradient, hydrostatic, drag, lift
and Kelvin impulse forces are considered. The final version of the
bubble motion equation is

dU
mBTf = Fp + Fp + Fs + Fp + Fp + Fx. (2.39)
Wherein,
dUgp
Fo, = —-C Vg———oi,
A AMP VB dr
DU

FP - (1 + CAM)pVBﬁ/
Fs = (o —p)VBg,
1
Fp = CDEanZ(U —U)|U — Ug,

3 U-Ug) X w
FL = 8CLPVB({XB)/

Fx = —Camp4R*R(Ug — U).

The added mass constant, Capm, is chosen to be 1/2 since only the
spherical bubbles are considered.

35



36

METHODOLOGY

The drag coefficient is expressed as a correction of the Stokes drag
solution (Schiller & Neumann, 1933):

24
(1+0.15Ref®”)  if Rep < 955,
Cp = { Rep (2.40)
0.445 if Rep > 955.
The bubble Reynolds number is defined with its radius:
2|U - Ug|R
Reg = ‘VB‘. (2.41)
1

a in lift force represents the normalized shear rate, |w|R/|U — Ug|.
Mainly, the Auton’s formulation will be applied for the regime of the
bubbles. Auton (1987) and Auton et al. (1988) from some analytical
calculation propose

x, (2.42)
under the conditions of the potential flow and the low shear rate.

For the analytical modeling, the simplified form of the bubble
motion equation comes from a set of assumptions — (1) carrier phase
density is far larger than the disperse one, and consequently, (2)
bubble mass is much smaller than the added mass:

dUg DU 3Cp

—— =3—-2 fo Ug|(U—-U
5 o 28+ | B ( B)

+(U—-Up) X w+ %(U —Up)R. (2.43)

In sequence, the terms on the right-hand side are pressure gradient
and added mass, gravitational, drag, lift and Kelvin impulse terms.
Another simpler form under the conditions of negligible gravity,
applying the Stokes drag formulation, and insignificant bubble size
change reads

dUB . DU 91/1

@ o TR
Both simplified forms are not implemented but present to elude the
discussion.

(U—-Up) + (U-Up) x w. (2.44)
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2.3.2  Bubble dynamics equation

The bubble dynamics equation describes the bubble expansion and
contraction behaviors. It is first introduced by Lord Rayleigh, O.M.,
ER.S. (1917) and Plesset (1949) under the assumption of incompress-
ible surrounding, namely carrier, fluid. Later, Keller and Miksis (1980)
proposes another form considering the compressibility and is ulti-
mately proven the most accurate one in the first-order theory by
Prosperetti and Lezzi (1986).

The final form of the bubble dynamics equation is a combination
of the Keller and Hsiao et al. (2000) formulations:

R .. 3 RY , |U-Ug/

1 R 1RdP, R 12y
“(14+=) (Py+P,—P)+-==8 —4y— — -, (2
+p<+c)( + P, )+pcdt YRR (2.45)

1 represents surface tension at the air-water interface. The gas pres-
sure Py is modeled via the ideal gas law with the polytropic process

3n
P =20 () ) (246)

and n indicates the polytropic constant, which is the unity in isother-
mal condition and 1.4 for adiabatic condition. Brennen (2005) recom-
mend regarding all dynamics with R > 0 as the isothermal condition
but one with R < 0 as the adiabatic condition but the abrupt change
results in the instability of the numerical integration, so the recom-
mendation is abandoned. A constant of 1.4 is applied.

2.3.3 Trick on the interpolation of variables

The idea comes from one of the supervisors, Dr. Lidtke. Directly
interpolating the flow variables from the unstructured grid for the
bubble tracking is arduous, while the structured grid could signifi-
cantly enhance the efficiency. As a result, the flow field variables are
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Table 2.1: Overview of the equations.

Eulerian Lagrangian
Simulation Tracking
RANS Bubble Motion
Equations 2.7 and 2.9 Equation 2.39
RSM Bubble Dynamics
Equations 2.11 and 2.22 Equation 2.45
¥-Reg; LCTM
Equations 2.26 and 2.29

first interpolated onto an agent structured grid. Then the Lagrangian
part can easily access the flow field from the structured grid. The
time-consuming interpolation from the original simulation is only
carried out once, while the efficient interpolation from the agent
structured grid is repeated several times. Consequently, a tremen-
dous efficiency increase is gained. However, this method also suffers
from numerical error, which will be discussed later. Note that if the
carrier flow is formulated theoretically or without discretization such
as the Lamb-Oseen vortex, then this interpolation is superfluous.

2.4 SOLUTION PROCEDURE

The procedure is separated into three parts: the Eulerian simulation,
the Lagrangian tracking, and the post-processing. The Eulerian sim-
ulation gathers flow variables from the tip vortex flow field or the
ideal vortex formulations. RANS, RSM, and ’y-Regt models are applied
to simulate the tip vortex flow, while the ideal vortex flow includes
Lamb-Oseen vortex, for example. An in-house Lagrangian tracking
code is fed with the interpolated flow field variables and simulates
the bubble behavior with the modified bubble motion and dynamics
equations. Finally, the outputs from the two aforementioned parts are
post-processed to generate the targeted results, such as the capture
time and the bubble population evolution. The related formulas are



2.4 SOLUTION PROCEDURE

Eulerian Simulation

Lagrangian Tracking

Figure 2.2: The solution framework.

organized in Table 2.1, while the flow chart for the whole procedure
is shown in Figure 2.2.
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VERIFICATION AND VALIDATION

A successful physics model is based on (two or) three pillars, namely
the experiment, analytical, and/or numerical parts. The model is
solved by analytical or numerical methods, and the results are com-
pared to the experimental counterparts to guarantee the validity. This
chapter confirms the implementations and settings in Lagrangian and
Eulerian parts to be satisfactory by the verification and validation.
The verification is mainly carried out by the code-wise comparison
or the numerical error estimation, while the validation is performed
against the available data from the literature.

An overview of the error sources will be given first with emphasiz-
ing the numerical ones. Then, the Lagrangian part will be examined.
To begin with, the bubble dynamics implementation is validated
against Ohl et al. (1999) for a bubble under the sound waves. Af-
ter that, the bubble motion part is verified with the bubble settling
points in the Lamb-Oseen vortex as suggested by Finn et al. (2011).
Next, the results from Johnson Jr. and Hsieh (1966) are applied to
verify the coupling part in the implementation. Note that the bubble
motion and the coupling part are not validated since the rigorous
experimental data dedicated to those topics are not available. Finally,
the Eulerian part, i.e., the background flow field, is analyzed and
validated against the available data from Pennings (2016).
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3.1 OVERVIEW OF THE SIMULATION ERROR SOURCES

The physics model comes with some errors (or uncertainties), es-
pecially when the numerical simulation is carried out. The errors
mainly cover the model, input, parameter, and numerical errors.

3.1.1  Model error

A set of mathematical models, mainly in the form of equations, are
established to simulate the reality. In this case, the mathematical
models are the bubble motion, bubble dynamics, RANS, RSM, and
the transition equations with the corresponding assumptions. The
so-called model errors come from the underlying assumptions. For
example, the turbulence closure simplifies the under-resolved flow
field and thus yields errors. Another example is the unresolved
contribution from the bubbles to the carrier flow and the other
bubbles. However, the model errors are unavoidable because the real
world has to be simplified such that humans (or computers) can
handle it.

3.1.2 Input and parameter uncertainties

The inputs toward the model also contribute to part of the errors,
which is usually called input or parameter uncertainties. These inputs
are usually demonstrated as the initial and boundary conditions. For
instance, the inflow turbulence intensity and eddy viscosity in the
simulation sometimes do not reflect the reality. The input and param-
eter uncertainties are sometimes due to the lack of measurement of
the quantities.
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3.1.3 Numerical errors

Intuitively, analytical tools should be applied to solve the model
equations, but the inherent complexity suggests that the numerical
solution is more reasonable. Numerical simulation yields several cat-
egories of errors: the iterative, machine, statistical, and discretization
errors.

ITERATIVE AND MACHINE ERRORS Due to the nonlinearity of
the models, iterative solvers such as the conjugated gradient method
are applied to approximate the roots of the system. The deviations
exist between the solved and true solutions, given a finite amount
of iterations. Even if the iterative errors are ruled out, the machine
error (precision) will hinder the solution from the actual roots. How-
ever, machine precision is seldom reached because of the physics
complexity.

DISCRETIZATION ERRORS There are infinite degrees of freedom
in spatial and temporal directions, but the computational capac-
ity can never fully resolve the amount, which yields the so-called
discretization errors. In the current research, the carrier simulation
only needs to take care of the spatial errors since it is a steady-state
simulation. The spatial discretization error can be assessed by the
Richardson’s extrapolation (Richardson & Glazebrook, 1911) or the
least-square root methods (Eca & Hoekstra, 2014; Xing & Stern, 2015).
However, the required computational effort is higher than the avail-
able capacity, so readers are referred to Liebrand (2019) on the related
topics. On the other hand, the bubble simulation has to deal with the
temporal integration errors, which, however, are easily addressed by
the adaptive Runge-Kutta methods with a prescribed error tolerance.

STATISTICAL ERRORS The last numerical error is the statistical
error caused by the unsteady flow oscillations.

43



44

VERIFICATION AND VALIDATION

For example, the von Karman vortex street behind the foil will
yield an oscillating lift value, while the targeted values, the mean,
and the associated uncertainty have to be addressed by advanced
methods such as Brouwer et al. (2015). However, the Eulerian part of
this study is free from this error due to the steady state simulation.

3.1.4 Final remarks

It is noteworthy that although the errors are categorized for simplicity,
some are tangled with each other. Via the Sobol uncertainty index
analysis, Katsuno et al. (2021) point out that the interaction between
the parameter and the discretization errors contribute to a certain
degree.

After recognizing or quantifying the errors, the simulated results
are compared against the experimental ones, called the validation.
If the deviations are sufficiently small, the case will be called a
successful validation.

In the following sections, part of the verification and validation
processes are applied to check the accuracy of the related simulations
and implementations.

3.2 AN OSCILLATING BUBBLE UNDER SOUND WAVES

As designed in Ohl et al. (1999), a bubble is initially placed at the
center of the flow field, and the sinusoidal sound waves are imposed
to trigger the bubble dynamics. The ambient pressure is 100 (kPa),
while the sound pressure oscillating around with the amplitude of
132 (kPa) and the frequency of 21.4 (kHz). The bubble is created with
the size of 8 (um) and the density of 1.225 (kg/m?). Also, the bubble
is assumed to deform in an adiabatic process (n = 1.33). The other
flow parameters are 77 = 0.07 (N/m), p = 1000 (kg/m3), u = 0.006
(Pas), P, = 2.5 (kPa), and py = 0.024 (kg/m3).
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e Ohl et al. (1999)
50 f == Original R-P
[ = Modified Keller

Figure 3.1: Bubble oscillating under the sound waves with different bubble
dynamics equations.

Since the imposed wave frequency is less than the (linear) natural
frequency of the bubble, some extreme behaviors such as the fierce
bubble collapses are present to test the code capacity. As shown
in Figure 3.1, the bubble dynamics implementation is sufficiently
validated. It is also found that if the Rayleigh—Plesset equation is
directly applied, the damping is inadequate, and the oscillating
period becomes too long also.

3.3 SETTLING POINTS OF AN IDEAL VORTEX

This verification exercise is inspired by Finn et al. (2011) who in-
vestigate the balanced locations of a bubble in an ideal vortex flow.
Sridhar and Katz (1995) also applies this method to determine the
bubble lift and drag formulations in a solid-body vortex. Since the
exercise applies the (modified) Lamb-Oseen vortex model, the section
will be divided into two parts. The first part introduces the necessary
information about the vortex and the second part elaborates on the
exercise result.
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3.3.1 Modified Lamb-Oseen vortex model

The modified Lamb-Oseen vortex, developed by Bosschers (2018), is
a flow model as an analytical solution to the two-phase Navier-Stokes
equations, which is described by

F 2 7,2
— 700 — —¢r /rv
Up= 5= (1-pe /™), 1)
oP 12
5 P (3-2)

Wherein, Uy is the azimuthal flow velocity, I',, indicates the circu-
lation evaluated at the infinity, and r, = /4vi¢f is introduced as
the time-varying viscous radius at which the maximum azimuthal
velocity occurs, while ¢ = 1.25647 is set to fulfill the condition. f is
the multiplication constant to indicate the cavitation strength:

2

2 /.2
B= megrc/rvl (3:3)
where 7. is the cavitation core radius. If it is fully wetted,  is 1, and
the modified vortex degenerates to the original Lamb-Oseen vortex
formulation. All of the cases planned to be investigated are flows

before the cavitation inception, so f is unity throughout this study.

The flow vorticity and pressure are also provided to assist the
following bubble motion and dynamics calculations:

r 27,2
— 0 p,—cr/ry
w—gn—r%ﬁe STy, (3-4)
o MR (1 B
P(r) = Ps (27'[r)2{2 Be + e .
per’ o (¢r?\ _ Prer’ . (21 >
Taile) T U
Wherein, E;(z) is the exponential integral, defined as
[e] e*Z
Ei(z) :/ - dz. (3.6)
z

7 Following its own definition, the expression of the constant is actually ¢ =
Re (7% -W_4 (f%e’%», where Wy (z) is the complex Lambert W function at

the kth branch.
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The maximum azimuthal velocity is characterized in the inviscid
vortex form with a deduction coefficient:

I'eo

= A ,
Uy 27Ty

(3.7)

where A = 0.7153, or 1 — e™¢ = 2¢/(2¢ + 1) to be more precisely.

The radial flow profiles with different cavitation levels are recorded
in Figure 3.2. The Lamb-Oseen vortex possesses similar properties to
the Rankine vortex. The flow behaves like an irrotational vortex when
it is far away from the vortex core, while it acts like the solid-body
rotation inside the vortex core, where the viscosity effect dominates.
This is also ascertained in Figure 3.3 where the angular velocity and
vorticity match in the solid-body-like core. One could observe that
the peak of the pressure gradient magnitude is not aligned with
the maximum velocity position. Instead, it situates at a more inner
position, r/ry = 0.6617 in the fully-wetted case, for instance, and the
value is higher than the nominated acceleration defined at the viscous
core radius. This will have some important effect when bubbles are
being captured. Notice that some lines halt halfway to the vortex
core because they stand for the cavitating cases, and the flow inside
the cavitation core is not resolved in this model.

3.3.2 Settling point calculation

Typically, a vortex captures the bubbles via the pressure gradient
and added mass forces, and then the bubble will eventually situate
at the vortex center. However, supposed that a sufficiently large
gravitation field normal to the vortex axis is applied, the final settling
points will deviate from the vortex center since the hydrostatic force
gives rise to another possibility of the force balance with three force
directions: (1) radially-directed lift, pressure gradient, and added
mass forces, (2) azimuthal-directed drag force, and (3) the upward-
pointed hydrostatic force; see Figure 3.4. By the exercise, the errors in
force formulations and the time integration can be identified much
more quickly if there are some.
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Figure 3.2: Flow field profiles compared with Bosschers (2018). The hollow
symbols represent this study’s results, and the black lines in the
background stand for the literature’s analysis. Note that there is
no verification data for the Pressure gradient profiles.
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Figure 3.4: Force balance of a settling location.
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There are two approaches to pinpoint the fixed points: via the
root-finding method or by directly running the bubble simulations.
Through comparing the two methods above, parts of the implemen-
tation are verified.

ROOT-FINDING METHOD  The first method is to place static bub-
bles at multiple locations, and the total exerted forces are computed
accordingly. The fixed points can be obtained from the root-finding
algorithms like the Krylov subspace. Another root-finding technique
is more involved and analytical but is still equivalent to the previous
one. Given that the settling point is at (7s,6s) in the polar coordi-
nates. By decomposing the forces into the vertical and horizontal
components, a set of force balances could be derived:

(Fp + Fp — FL) = F sin(GS)

(3-8)
b = Fgcos(6s)
With some arrangement, the above equations become
3CpUz
cos(bs) = ,
) = 2eR (os/p 1) (3:9)
. (1 + CAM)ug
s =

(oB/p — 1) gsin(fs) + CLUpw’

The settling points can also be found by applying some iterative
methods, such as the Newton-Raphson algorithm.

DIRECT SIMULATION  The other method is characterized by track-
ing the bubbles directly. In this case, the bubble motion equation
does not account for the Kelvin impulse force, and the bubble dy-
namics equation is excluded in order to be more aligned with the
root-finding way. Furthermore, the background Lamb-Oseen vortex
is frozen in time for simplicity and partially for alignment consider-
ations. The initial locations are set at the r, and the null azimuthal
angle direction without loss of generality.

The viscous radius is 11.45 (mm). The other parameters are v} = 1
(mm?/s), 7 = 0.07 (N/m). Totally 14 cases are introduced by varying



3.4 BUBBLES TRAVELING OVER A RANKINE HALF-BODY

Table 3.1: Settling point case configurations (Finn et al., 2011).

Case no. | R(um) | Teo(m?/s) Case no. | R(ym) | Teo(m?/s)
1 250 0.03 8 450 0.05
2 250 0.04 9 550 0.03
3 350 0.02 10 550 0.04
4 350 0.03 11 550 0.05
5 350 0.04 12 650 0.03
6 450 0.03 13 650 0.04
7 450 0.04 14 650 0.05

the bubble radius and the circulation strength, as listed in Table 3.1.

The cases are deliberately set since there will be no distinguishable
settling point other than the vortex center if the nominal drag force
is far higher than the hydrostatic force.

Figure 3.5 shows both the comparisons between the methods and
the literature (Finn et al., 2011). In the literature, they apply the lift
formulation from Sridhar and Katz (1995), different from this study’s
choice (Auton, 1987), so exercises based on both lift formulations
are carried out and present. The results demonstrate a sufficient
verification. Also, the Lamb-Oseen vortex in the literature evolves

with time, so the result comparison might deviate in their own cases.

From Figure 3.5, it is also observed that most of the settling locations
lie at the low angle and small radius regime, clearly indicating that
the azimuthal force, the drag, dominates the scenario.

3.4 BUBBLES TRAVELING OVER A RANKINE HALF-BODY

The case originates from Johnson Jr. and Hsieh (1966) who investigate
the bubble migrations in the sheet cavitation scenario. The bubbles
traveling around a Johnson body are investigated. Note that the body
is more often called the Rankine half-body;, i.e., a potential flow field
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(a) Data from Finn et al. (2011).
4

ETK’

(c) Lift coefficient in this research.

Figure 3.5: Comparison of the settling points from different methods and
the literature. The root-finding method is denoted with the
solid black dots while the hollow red circles are the solutions
predicted by the bubble motion equations.
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induced by a source situated in a uniform inflow, of which the shape
could be described as

*

«___ Y

Xt = tan(7y")’ (3.10)

The coordinates have already been normalized with the body radius,
rg, or equivalently the half-height at the infinite downstream. Note
that the half-height at x* = oo is still finite since the total flux emitted

by the source is bounded.

The nondimensionalized flow field is analytically formulated as

x*

Ux = 1 + W/ (3'11)
. v
U, = 7 (2 1) (3.12)
Cp = (1 - (U;‘Z + U;z)) , (3.13)
dcp 2 (x*2 —y 4 x*/n)
5 ’ (3-14)
dx T (x*z +y*2)

dCp _ 2(2x"y"+y*/m)
dy* T (x*2 +y*2)2 ’

(3-15)

where the flow velocities are normalized by the unperturbed uniform
inflow speed, Uw, and the pressure by the corresponding dynamics
pressure, U2, The according flow field is shown in Figure 3.6 with
a satisfied accurate result, Cp min = —0.586.

Two sets of cases are performed in the original literature, of which
the common basic parameters are

rg = 0.05 (ft) = 15.24 (mm), and U = 50 (ft/s) = 15.24 (m/s).

The first set is by varying the initial vertical coordinates of five bub-
bles with the identical sizes of Ry = 0.02rg, which are all released at
the far upstream, x = —10rg. The second set is by altering the bubble
radius but fixing the initial position at (x,y) = (—10,0.01)rp. Also,
they only consider the bubble motion equation during the simulation,
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Figure 3.6: The pressure contours and the streamlines passing through a
Rankine half-body.

and the bubble radii evolution is computed as a post-processing pro-
cedure with a quasi-equilibrium approach. Also, gravity is neglected
in this case.

The results are shown in Figure 3.7. The paths match the origi-
nal calculations adequately. To gain more insight into the bubble
behaviors, the bubble motion equation is simplified to the form of
Equation 2.44:

% = % + %(U —Up)+ (U—Up) X w. (2.44 revisited)
As expected, the larger bubble is more sensitive to the pressure
gradient than the drag and thus unable to reach the low-pressure
zone behind the stagnation pressure field. Also, the further the initial
position deviates from the body centerline, the less possible a bubble
will be entrapped in the low-pressure zone. The aforementioned
phenomena both represent bubble screening. Although the method
Johnson Jr. and Hsieh (1966) applied is quite simple, and with some
assumptions, the cases can still serve as decent verification exercises
qualitatively.
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Figure 3.7: Comparison of bubble paths around a Rankine half-body. Solid
lines represent the numerical result, while the scattered symbols
stand for the results from Johnson Jr. and Hsieh (1966).

3.5 TIP VORTEX FROM THE LIFTING ELLIPTIC HYDROFOIL

The section compares the simulation results with the experimental
and numerical ones in the literature. As mentioned previously, the
verification study is not performed due to the computation limitation.
An Arndt foil is mounted on the tunnel wall with Angle of Attack
(AOA) of 9° to generate the tip vortex flow field. Apart from the direct
flow field comparisons, the vortex properties such as the viscous
radius and circulation evolution are also investigated.

3.5.1 Case description

The Arndt foil is a lofting surface of NACA66,-415 airfoil sections
whose chord length scales with the vertical half-elliptic contour. The
geometry applied in the TU Delft cavitation tunnel has the root chord

length, cg, of 0.1256 (m) and the half-span (or height), b, of 0.15 (m).

The simulation serves as a preparation for performing the bubble
motion analysis in the tip vortex, and part of the bubble motion
will be compared with the experimental data from Ir. Nanda in
the following chapter so that the configuration will resemble its
setup. However, only Pennings (2016) provides a comprehensive

55



56

VERIFICATION AND VALIDATION

Slip Walls

Figure 3.8: The computational domain.

flow field measurement, and also, plentiful literature has performed
the case in the following-mentioned velocity (Klapwijk, 2021), so a
compromise is necessary. The inflow velocity will be 7.15 (m/s) with
v = 1.002 x 107% (m?/s) and p = 998 (kg/m?>), yielding a base chord
Reynolds number of 8.96 x 10°, a bit lower than the Penning’s one,
9.39 x 10°, but it is definitely tolerable for flow field comparison

Figure 3.8 shows the configuration of the computational domain.
+x stands for the streamwise direction pointing from inlet to outlet,
+z represents the spanwise direction pointing from bottom to top,
while +v, following the lift direction, is designated by the right-hand
rule Cartesian coordinate system. The suction and pressure sides are
in +y and —y directions, respectively.

The physical cavitation tunnel has the cross section evolving from
0.30 x 0.30 (m) to 0.30 x 0.31 (m) to compensate the momentum
deficit from the boundary layers of the side walls. However, the slip-
wall boundary condition is set on all of the side walls to circumvent
the difficulty in the simulation so that a uniform section of 0.30 x
0.30 (m) is applied in CFD simulation.

Figure 3.9 shows the strategy of meshing with a roughly 20M grids.
A set of manual grid refinements around the tip vortex is applied
based on a coarser grid simulation result. Also, the wake region are
resolved by another set of grid refinement. The viscous layers cover
the blade to guarantee that the wall y is of O(1).
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Figure 3.10: The Lo, residual histories.

The inlet is placed 5cy in front of the leading edge while the
outlet is placed 10co behind the trailing edge to efficiently prevent
the numerical reflection waves from the boundaries as suggested
in Klapwijk (2021). The inlet is a Dirichlet boundary of the inflow
velocity, and the outlet is that for the pressure. The inflow turbulence
intensity and the eddy viscosity ratio are chosen to be 1.0% and 1.0,

respectively.

The convergence histories are shown in Figures 3.10 and 3.11.
The grid quality near the blade surface impeded the convergence,
especially for the transition variables, which are particularly unstable
along the grids (Liebrand, 2019). However, the instabilities are locally
confined between the adjacent cells, so the histories of the integral
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Figure 3.11: The lift histories. The mean lift coefficient is calculated via
averaging the values within the red range.
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Figure 3.12: Distribution of pressure gradients through the vortex center
surface.

value, such as the lift coefficient, are still a decent indicator for
convergence.

The resultant foil lift coefficient is 0.7274, while the experimen-
tal one is 0.65. The overpredicted phenomenon is also observed in
Klapwijk (2021), and is probably due to the turbulence modeling.

3.5.2 Special topic on the material derivatives and the pressure gradients

As argued in Section 2.3.1, the pressure gradient is insufficient to
resolve all the present first-order forces, while the material derivative
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Figure 3.13: Distribution of material derivatives through the vortex center
surface.
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Figure 3.14: Relative difference between the pressure gradients and material
derivatives.

Figure 3.15: Distribution of viscous stress gradients through the vortex
center surface.
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Figure 3.16: Distribution of Reynolds stress gradients through the vortex
center surface.

is a more prominent one to include the pressure gradient, viscous
stress gradient, and Reynolds stress gradient contributions:

Do(U) _ a(P)  9(Tyj) pR;
Dt 0x; + ax]‘ an ’ (5316)

From Figures 3.12 to 3.14, it is found that there are substantial dif-
ferences between the pressure gradient and the material derivatives
downstream because the Reynolds stresses are pronounced there,
which is indicated in Figure 3.16. Remarkably, the viscous stresses
do not contribute to the difference, as in Figure 3.15.

The pressure gradient force in both forms will be examined to
answer the question. However, since the rigorous comparison of the
bubble motions between numerical and experimental results is nearly
impossible, only the differences between the two forms are present
in the following study:.

3.5.3 Direct flow field comparisons

The targeted flow field measurements are available from Pennings
(2016). The flow field is measured at several streamwise cross sections.
The main idea is to check if the flow field near the vortex core is
sufficiently resolved.
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(b) Numerical simulation.

Figure 3.17: Axial velocity normalized with the inflow velocity and the
origin aligned with the wing root coordinates.
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(b) Numerical simulation.

Figure 3.18: In-plane velocity normalized with the inflow velocity and the
center aligned with the wing tip planar coordinates.
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Figure 3.19: Near-core velocity distribution of the foremost section (x/co =
0.5). The left-hand side is the experimental data, and the right-
hand side is the numerical result.

Among the slices, the foremost slice (x/co = 0.5) is chosen to exam-
ine the roll-up process during the vortex formulation. The axial and
in-plane velocity comparisons are separately present in Figures 3.17
and 3.18, while Figure 3.19 gives a closer comparison. The prescience
of the tip cavity causes the shadows in the experimental data. Al-
though the roll-up pattern is not clearly shown in the experiment
measurement, there are distinguishable flow regimes in the numeri-
cal one. The flow regimes of a roll-up vortex, as proposed by Phillips
(1981), are characterized by (I) viscous-dominated solid body rotation,
(IT) turbulent diffusion flow, (II) spiral merging zone, and (IV) outer
(mainly inviscid) zone. Figure 3.20 visualizes the zones.

A noteworthy discrepancy is that the axial velocity shows a mo-
mentum deficit in the numerical simulation but a jet-like behavior in
the experimental measurement, which is also observed in Liebrand
(2019) and Xie et al. (2021). The phenomenon is more obvious in
Figure 3.21a. Liebrand (2019) points out that the excessive diffusion
in the RSM model causes the large deviation, and the DDES and IDDES
share the same diffusive nature to some extent. Figure 3.22 shows
that only if the LES is applied with a proper grid resolution the jet-like
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III. Spiral merging zone

IV. Outer zone

Figure 3.20: Schematic diagram of a roll-up process, modified from Phillips

(1981).
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Figure 3.21: Vortex velocity profiles of the section at x/cy = 0.5.
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Figure 3.22: Axial velocity in vortex core by different turbulence modelling
(Asnaghi et al., 2017a).
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Figure 3.23: Vortex line roll-up from the numerical simulation.

nature can be sufficiently captured (Asnaghi et al., 2017a). Asnaghi
et al. (2017a), Asnaghi et al. (2020) also mention that the prediction of
the boundary layer on the blade and the suction zone near the tip
vortex initiation location all contribute to the axial velocity discrep-
ancy in RANS simulation. Nevertheless, the jet-like or velocity deficit
behaviors are all possible in a real tip vortex, and are highly deter-
mined at least by the tip geometry, aspect ratio, and the generated
liftt (Anderson & Lawton, 2003).

Unlike the axial velocity, the azimuthal velocity is not over-sensitive
to the diffusion from the turbulence models or grid resolution. Gener-
ally, the numerical simulation has successfully captured the velocity
trend, but it is still far from accurate from the quantitative point of
view.
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Figure 3.24: Vortex sheet (filaments) roll-up from the lifting-line theory
(Drela, 2014). The current elliptic foil is analog to the left part
of the present aircraft.

The rolling up process itself yields a critical difference from a
2D vortex model: the vorticity vectors are somewhat tilted in the
azimuthal direction of the streamwise plane instead of perpendicular
to the plane, as shown in the vortex lines® of Figure 3.23. As a result,
attention should be paid to the connection between the 2D vortex
model and the CFD results. Another thing worth noticing is the roll-
up direction of the vortex lines. Intuitively, it is expected that the
vortex line roll-up direction (right- or left-hand thumb rule)® should
be similar to the description of the traditional lifting-line theory: the
roll-up direction is identical to that of streamlines; see Figure 3.24.
However, in the present numerical simulation, the vortex lines inside
the tip vortex core rotate contrary to the expectation, as shown in the
dense vortex lines near the core, also in sketches of the deficit-like
part in Figure 3.23.

A vortex or vorticity line, analog to the streamline, is a line tangent to the local
vorticity field everywhere. Although the vortex line and the streamline are similar to
each other conceptually, one should note that the describing objects — vorticity and
velocity fields — are still different. Also, the vortex line is different from the vortex
center line. The former one visualizes the behavior of the vorticity field, while the
latter one describes where the vortex center is on each coordinate plane.

The direction of the vortex line roll-up direction and the direction of the induced
velocity by the vortex line are two different concepts. The swirling of the induced
velocity is controlled by the Biot-Savart law, which is always of the right-hand thumb
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Figure 3.25: The relationship between the axial velocity profile and the
azimuthal vorticity direction.

The roll-up direction of the vorticity line reflects the azimuthal
component of the vorticity. Especially, the axial velocity profile con-
tributes the most to that vorticity component, which Figure 3.25
clearly shows. A jet-like or a deficit-like velocity profiles yields two
different directions of velocity shear and thus the direction of the az-
imuthal vorticity component. As shown previously, the axial velocity
profiles are predicted differently among CFD and experiment (or the
lifting-line theory). As a result, the rolling-up direction predicted by
the current CFD is different from the normal one.

3.5.4 Properties of the derived quantities

The viscous radius and the circulation characterize the evolution
of the tip vortex flow field. The vortex center is selected to be the
minimum point in the pressure field, and the viscous radius is cal-
culated from the distance between the position of the maximum
angular-averaged azimuthal velocity and the vortex center. On the
other hand, the circulation is obtained by integrating the vorticity on
a streamwise section plane. Apart from the aforementioned variables,

rule. However, the rolling up of the vortex line highly depends on the surrounding
flow field, where the right- or left-hand thumb rules are both possible.
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Figure 3.26: Evolution of the viscous radii. Dashed lines represent results
considering the eddy viscosity.

an interesting behavior of the tip vortex asymptotic location is also
analyzed

The viscous radius evolution is shown in Figure 3.26. The di-
mensional viscous radii from the numerical simulation vary quite
a bit, roughly growing from 2.0 to 8.0 (mm) from the near to far
downstream. For simplicity, a nominal value of 5.0 (mm) will be
considered the mean viscous radius in the main study without loss
of generality. The viscous radii are also normalized, assuming that
the vortex behaves like a 3D advection-dominant Lamb-Oseen vortex:

/4
Ty & Lglvx, and v =u. (3-17)

The numerical simulation clearly overestimates the viscous radius in
comparison to the measurement. The underlying reason could be that
the numerical simulation is suffered from excessive diffusion and
that the numerical flow field inside the core is more chaotic at certain
sections, while some even have more than one core. It is also found
that the magnitude proposed by the laminar Lamb-Oseen vortex is
incorrect. As a result, the turbulence eddy viscosity is incorporated
into the formulation, which is the dashed lines:

V= + Vi, (318)
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Figure 3.27: Evolution of the circulation.

where v; is the eddy viscosity. Although the order of magnitude can
roughly be captured via the manipulation, the decaying values still
indicate that the eddy viscosity, in reality, does not fully contribute
to the vortex core diffusion due to the anisotropic nature in the RSM.

Circulation, on the other hand, is normalized by the Kutta-
Joukowski (Zhukovsky) lift-circulation relationship, present in
Figure 3.27. The normalization has also considered the elliptic shape
effect, i.e., an ellipse only occupies 7t/4'° of the bounding rectangular
area. Since the computational domain sides are the slip walls, the
circulation or, more basically, the vortex field cannot pass through
the boundaries to the outer domain or be dissipated by the walls. As
a result, the circulation remains constant downstream from the foil
with only minor fluctuations due to the discretization errors. The
deviation between the mean value and the unity could be attributed
to the finite-span and viscous effects.

One may argue that the scale factor should be (71/4)? because the camber is scaled
down simultaneously. However, according to the thin airfoil theory, the dipole
strength density y(x) is proportional to the local camber slope, which is identical
when the airfoil section is scaled down. As a result, the section circulations are only

1
affected by the chord length: I'(z) = c(z)/ v(x*) dx*. Collicott et al. (2016) also
0

get a similar expression in its Equation 7.29 with more rigorous approach.
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The other thing worth mentioning is the asymptotic vertical lo-
cation of the tip vortex. According to the lifting-line trailing vortex
theory, the centroid of the vorticity should remain at the same posi-
tion across x direction if no obvious outer forces are applied (Betz,
1933; Rule & Bliss, 1998):

1 6dl(x)

— — 2y dy, 1

S=To o —ay XX (3-19)
in which ¢ represents the spanwise coordinate, I'y the maximum
circulation strength of the foil, and the result is 7tb/4 by the lifting-
line theory if the foil is elliptically loaded (or, equivalently, in elliptical

shape):

I(E) = Toy/1- (g)z (3.20)

The asymptotic location of the tip vortex matches with the calculation
with a relative error of only 1%.

3.5.5 Equally-spaced Cartesian structured grid interpolation

As mentioned in the previous chapter, the interpolation trick comes
with some errors. Therefore, the interpolation errors of important
variables are necessary to identify. The extracted grid data spans only
from (—1.5¢g, —0.25b,0.66D) to (6.0co,0.25b,1.16b), and the number
of grid points on each side is identical (Ny = N, = N;). The relative
discretization errors are presented in Figure 3.28, which are sam-
pled at several points near the vortex core at different x coordinates.
Generally, the errors decrease with the expected second-order accu-
racy, and the most refined grid performs the best, so it is applied
for the bubble tracking simulation. Although there are still some
deviations, the limited computational capacity obstacles further re-
finement. The drawback is compensated by carrying out simulations
in the small-scale grid boxes where some interesting phenomena are
found locally.
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BUBBLE MOTIONS IN IDEAL VORTEX MODELS

The chapter focuses on the bubble motions induced by the ideal
vortical flow fields, mainly the Lamb-Oseen vortex models. The
main investigation topics are the capture time, where the numerical
simulation and the analytical solutions are applied to sustain the
proposed statements. Also, a general overview and some results of
the regime plot are given. Note that there will be no experimental
result present in the chapter since this is an idealized case.

4.1 CASE DESCRIPTIONS

The set of cases is performed in a stationary fully-wetted Lamb-Oseen
vortex with T, = 0.29 (m?/s) and r, = 0.1 (m), which resembles
the cases appear in several literature (Oweis et al., 2005; Peters &
el Moctar, 2020; L. Zhang et al., 2016). The stationary flow field, in-
dicating the viscous radius is a constant throughout the simulation,
is employed to simplify the circumstance. Although the result in
this study is mainly based on I', = 0.29 (m?/s), the cases of circula-
tion strength from 0.29 to 29.0 (m?/s) have also been carried out to
investigate its influence. In each circulation case, a total of seventy
bubbles are seeded as a matrix of seven different bubble sizes and
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ten different released radial locations, each of which is a geometric
progression:

Ro/ry = 0.100, 0.064,0.041, 0.027,0.017,0.011, 0.007;
ro/ry = 0.316,0.431,0.586,0.799,1.088, 1.481,2.017,
2.746,3.740,5.093.

Each bubble is released with a velocity identical to the flow.

The cavitation number is chosen to be identical to the one defined
in Peters and el Moctar (2020), which is in a special form of viscous
core velocity and the corresponding pressure:

Py — P,
g = YtV

= 3.602, (4.1)
where P, is the pressure at the viscous core edge and U is the
azimuthal velocity at the viscous core edge. The cavitation number is
fixed at each circulation strength to reach a fair comparison.

Since the material derivatives and pressure gradients are identical
in the stationary Lamb-Oseen vortex, the difference between the two
forms cannot be investigated in this chapter.

4.2 CAPTURE TIME ANALYSIS

To investigate the bubble population around the vortex core, the
entrapment time is a directly-related parameter. The entrapment
time, also called the capture time, is the elapsed time for a bubble
traveling from the released points to a given radial criteria. Apart
from analyzing the capture time trend, the following text addresses
the observations, development and limitations of the analytical cap-
ture time models. The capture time model is inspired by Oweis et al.
(2005), but a far more rigorous inference and the correct foundation
will be present.

Without loss of generality, the capture criterion is set to be a small
radial coordinate value, 7cap/7v = 0.1, which is large enough to allow
some space for the numerical errors around the center but is also
small enough to preserve the capture time trend.
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(a) Paths under the absolute frame. (b) Paths relative to the fluid carrier.

Figure 4.1: The bubble paths in different initial conditions. The different
colors represent the different released locations.

4.2.1  Observations

This piece of text helps to build the foundation of the capture time
model from the observations based on the numerical simulation.
There are totally four observations that assist the analysis.

The first one is that the polar coordinate mechanics assists to
describe the bubble motion in the planar vortical flow. The paths with
different conditions are sketched in Figure 4.1a. As one may notice,
the paths are spiral lines, which sustains the statement. Readers are
referred to Appendix C for an introduction to the polar coordinate
planar motion.

Another observation comes from Figure 4.1b, where 0, = / 0 —

Ofiow dt. The former 6™ represents the bubble motion, and the latter
one is from the flow field. 6., as a measurement of the accumulated
deviation between the bubble and the flow in the azimuthal coordi-
nate, reaches its maximum with only 0.33°, meaning that the bubble
mainly follows the azimuthal flow velocity all over the traveling time.
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Figure 4.2: Free-body diagram of a bubble traveling with the flow.

This further confirms that the relative velocity, Ug — U, only has the
components of the radial direction, i.e.,

U — U = 7é,, (4.2)

and only the radial component of the kinematics is important in the
capture time analysis. Already, an image of the free-body diagram
on the bubble could be depicted as Figure 4.2. Surprisingly but
reasonably, the lift acts in the azimuthal direction and the drag in
the radial direction, contrary to the settling point cases due to the
relative velocity direction. The directions partially reveal the force’s
role, which will be elaborated further in the final part of the chapter.

The third observation originates from Figure 4.3. The apparent
radial acceleration could be appropriately neglected, even if the
bubbles are released under different initial parameters. The plateau
shape is dominant, and the accelerations seem to be mild in each case.
However, applying this observation/assumption has some potential
risks and will be addressed later when verifying the proposed model.

The last observation is about the bubble size changes. It is clear that
the bubble radius changes are not apparent under such cavitation
number. As a result, it is safe to assume that R ~ 0 and R = R,
anytime. The bubble dynamics and the Kelvin impulse force are thus
not necessary to be accounted for in the model.

The suffixes of the bubble kinematic in Newton’s notation have been neglected for
simplicity, such as 7, § and x.
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Figure 4.3: History of normalized radial velocity with regards to different
circulation strengths.

In a nutshell, the polar coordinate mechanics is applied to assist
the analysis, and three other observations are applied to form the
modeling:

0 —0gow ~0, R0, #=~0.

4.2.2  Discussion on the velocity profile

The velocity profile is essential to uncover the model’s validity, so it
is present before the model development and analysis. The dimen-
sionless radial velocity profiles are plotted against the dimensionless
simulation time (Figure 4.3) and the dimensionless radial distance
to the vortex core (Figure 4.4'?) in order to give a more thorough
insight into the background mechanism.

Figure 4.5, as an extraction of Figure 4.3, presents that a bubble
generally experiences three stages:

¢ Initial acceleration stage (the inclined straight lines):

12 Please focus on the simulation lines now. The lines named with “Schiller+LO” will
be introduced later.
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(b) Teo = 29.0 (m?/s).
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The bubble accelerates because the initial radial velocity is not
prescribed in the numerical simulation. The stage is dominated
by the pressure gradient force and terminates when the drag
force becomes comparable, or namely, the bubble reaches a
(quasi-) balance stage in the radial direction.

The velocity profiles of the stage are also similar between dif-
ferent bubble sizes, shown as the overlap of different color
lines in Figure 4.3. The reason is that the pressure gradient
accelerations are identical at the same location even if the sizes
are different; see the related term in Equation 2.43.

A higher vertical intercept indicates a larger initial pressure
gradient felt by the bubble. The pressure gradient force has a
global maximum at r/ry = 0.66 and decays from the point in
all directions, as shown in Figure 3.2d. Apparently, a higher
intercept does not necessarily indicate a closer release point.

Path to the vortex core (the plateau):

The bubble reaches an approximately force equilibrium from
the previous stage and maintains the situation because the
pressure gradient changes within the bubble response time.
This state will be slightly broken if the bubble is too large or
the released points are too close to the vortex center.

Interestingly, the velocity profiles of the large bubbles share
an almost identical shape across the circulation strength, as in
Figures 4.3 and 4.4. The underlying reason is that the constant
Cp due to the high Rep (Equation 2.40) makes 7 purely pro-
portional to Uy, thus I's,, and finally the U,. As a result, the
dimensionless process with U, collapses the large bubble data.
Remind that the dimensional velocities are still different.

From the core to the final point (the spikes):

The bubble reaches a maximum velocity when the pressure
gradient force reaches the maximum at roughly r/r, = 0.66, as
indicated in Figure 3.2d. This explains why the spikes occur at
a similar spatial location and have the same magnitude for the

77



78

BUBBLE MOTIONS IN IDEAL VORTEX MODELS

same bubble size, as in Figure 4.4. After the spikes, the bubble
migrates until it reaches the prescribed capture radial location
with a decrease in velocity.

Figure 4.4 share roughly the same narratives as Figure 4.3, but
it shows a more explicit evidence that the radial velocity is nearly
a stage variable with regards to the radial position. All the lines
from different release positions will finally collapse together, which
is important for developing a model.

4.2.3 Development of the capture time model

The three assumptions mentioned in the previous section will be
employed to derive several capture time models. The idea is that
the apparent radial force balance could predict the bubble radial
velocity from the azimuthal flow velocity. Then the bubble capture
time could be calculated from the temporal integral of the reciprocal
of the radial velocity.

As already shown in Figure 4.2, the radial force balance means
Fa+F =+ Fn, (4-3)

where F, here represents the centrifugal force, an inertial force from
the polar coordinate reference frame. Given that the total apparent
mass is equal to the added mass, the force balance could be easily
transformed into an acceleration balance:

uz u; ~ 3Cp , .
- -5 =Rt o (4-4)
N o’ M\,_/ |

~—
Added mass  Pressure gradient Drag Centrifugal

where the azimuthal flow velocity Uy has been shown mostly identi-
cal to the bubble one rf. The added mass and centrifugal components
can cancel out each other:
2
2% = %#. (4.5)
The bubble radial velocity can then be deduced from the flow az-
imuthal velocity.
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Table 4.1: Variations of the capture time model.

Uy | Inviscid | Lamb-Oseen
Cp vortex vortex
Stokes v v
Schiller X v

Two formulations for both the azimuthal velocity (inviscid and
the current Lamb-Oseen ones) and the drag coefficient (Stokes and
Schiller ones) are applied to test the limit of the simplifications.
With those formulations, four representations of # could be derived,
but the combination of the inviscid vortex and Schiller drag would
be neglected since the other three can already provide a clear and
abundant insights into the modeling. Those variations are organized
in a chart, Table 4.1.

Those with the Stokes drag formulation can be expressed ana-
lytically, while one with the Schiller drag cannot. The derivation
process for the combination of Lamb-Oseen vortex and Stokes drag
is displayed as an example. From the apparent radial acceleration
balance, the corresponding inward radial velocity is

2772
o r
The captured time, with some tedious integration, is thus
tc = /Ycap 1 dr
70 r
_ r>‘<2 . . ro
_ g [ 108(1 —ee ) B r2e=er Lip(e=5"")
= l—%oRz g2 g(l _ eig*z) {;2 s
T'cap
(4.7)

where r* is the normalized radial coordinate by the viscous radius,
and Lij is known as the Spence’s function or the dilogarithm defined
as

. z logt
Lis(z) = /1 f . dt. 4.8)
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The capture time formulation could be reformed using the Buck-
ingham IT theorem. The governing physical quantities are
RO/ v, 1—‘OO/ 7"O/ tCI and 1/1,

of which the number is six, and the unique physics dimensions add
up to two (length and time), which means that four carefully-chosen
dimensionless parameters could describe the system:

Tt R l"oo
I =-25Th="21=",and I, =
r2 r’ v v
With the knowledge of
| IS ..
Uy = e (3.7 revisited)

those dimensionless quantities are formulated in a more meaningful
way:
Ro

= , Ry = — ra‘:—andReV—
Iy Iy Iy "

VrV

Wherein the capture time is normalized by the revolution time scale
of the vortex, and the circulation is embedded into a Reynolds num-
ber characterized by the vortex diffusion scale. Thus, the capture
time could be re-expressed in a dimensionless way:

2
L9 A [ 10g<1—€ o ) r2ee’  Lig(e¢")
tr = + +

"
o

ZRevRSZ i 2 - c(1—eo?) 2

*
Tcap

(4-9)

In the original narrative of Oweis et al. (2005), the flow velocity
is simplified with an inviscid vortex field of the same circulation
strength, so their capturing time is formulated similarly but without
the shaded terms in Equation 4.9, i.e., the capture time formulation
with the Stokes drag and the Lamb-Oseen vortex contains only the
non-shaded term in Equation 4.9.

The assumption of applying the Stokes drag harshly limits the
analysis of the large bubble, where the real drag coefficient reaches
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the plateau of 0.445 if the bubble Reynolds number is sufficiently
large, as shown in the Schiller’s sphere drag formulation:

24
—— (14 0.15Ref®)  if Rep < 955,
0.445 if Rep > 955.

(2.40 revisited)

Thus the combination of the Schiller drag formulation and the Lamb-
Oseen vortex is thus of the most interest. The Schiller drag formu-
lation is complex, but the radial velocity could still be easily found
by Equation 4.5 via the nonlinear root-finding algorithms such as
Newton-Raphson or other similar methods. Then the capturing time
could be obtained using numerical integration techniques such as
the quadrature or Simpson methods.

In this subsection, three (quasi-) analytical variations for the cap-
turing time model are derived. All are based on the apparent radial
acceleration balance in the polar coordinates. The first two are based
on the Stokes drag formulation with different complexities in the
azimuthal velocity profile. The last one is the most complex variation
with the Schiller drag formulation and the Lamb-Oseen vortex.

4.2.4 Comparison between model variations

The subsection explains how the choices among the vortex and drag
formulations alter the capture time results.

Figure 4.6 shows the deviation between the model variations and
the numerical simulation of bubbles released from different radial
positions. Generally, the deviations between the simulation’s and
model’s values increase when approaching the vortex center because
the further bubble has a longer time scale and thus the more negligi-
ble acceleration effect, which is an essential foundation of the model.
The variations using the Stokes formulation significantly underesti-
mate the capture time because the Stokes drag is incredibly small in
the large Rep zone, so the inward radial velocity is hugely amplified
by the pressure gradient, resulting in the low capture time. This is
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Figure 4.6: Comparison between capture time model variations.

also the reason why the original model in Oweis et al. (2005) deviates
from their simulation results. Although the gap caused by the Stokes
drag is too tremendous to fill, including the Lamb-Oseen vortex in
the model enhances the accuracy a bit since the pressure gradient
of an inviscid vortex deviates from the Lamb-Oseen one, especially
within the viscous core.

In short, the model with either the inviscid vortex or the Stokes
drag can cause the underestimation of the capture time. As a result,
only the combination of Lamb-Oseen vortex and Schiller formu-
lation will be included in the following discussions and detailed
examinations.

4.2.5 The capture time trend and the model limitations

Figures 4.7 and 4.8 sequentially show the capture time comparisons
concerning the released position and the bubble radius. Intuitively,
the bubble with a closer initial released position indeed will be en-
trapped faster. In general, the larger bubbles are also captured more
rapidly than the smaller ones since the influence of the pressure
gradient term in Equation 2.43 prevails over the drag one when R
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Figure 4.7: Captured time as a function of the released position via the
analytical and numerical approaches.
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Figure 4.8: Captured time as a function of the bubble size via the analytical
and numerical approaches.
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Figure 4.9: Captured time as a function of the vortex Reynolds number via
the analytical and numerical approaches.

increases. In other words, the large bubble is more susceptible to
the pressure gradient force. Figure 4.9 shows the rest influencing
parameters — the core Reynolds number (effectively the circulation
strength). It is found that the circulation strength indeed makes the
bubble captured more quickly. Not to be disguised by the normaliza-
tion process, the dimensional capture time decreases when the core
Reynolds number increases. The only difference is that the dimen-
sional capture time decrease with T2, for the small core Reynolds
number but I'y, for the large core Reynolds number. The plateau in
the dimensionless capture time is also a result of the drag coefficient
plateau in the high bubble Reynolds number zone, where the inward
radial velocity is proportional to the azimuthal velocity and thus
the circulation strength to the power of unity; see Equation 4.5. The
inference is more explicit in Figure 4.4. The normalized inward radial
velocities do not change with the circulation strength for the large
bubble, so the resultant capture time should also be nearly identical
throughout the core Reynolds number.

The capture time model based on the Schiller drag can almost ac-
curately predict the capture time. This indicates that the assumption
of the force balance can generally be accepted. Another evidence is
shown in Figure 4.4. The velocity profiles predicted by the model ade-
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quately match with the simulation results. However, one can observe
that the large bubble cases yield a more significant deviation. The
underlying reason is that the large bubble has a shorter time scale
and will also reach a higher velocity level, so the acceleration effect
is sometimes unavoidable, breaking the model foundation. Another
possible reason is that the initial acceleration stage indicated in Fig-
ure 4.3 occupies a significant portion of the simulation time. Whereas
the large bubble’s time scale is short, so the portion of the stage is
not negligible. This is quite apparent in Figure 4.4. The transition
from the initial acceleration stage to the next stage (model-predicted
velocity zone) of the large bubble is not as sharp as the small bubble,
so there is a general underprediction of the bubble capturing time
for the large bubble.

Briefly speaking, the large bubble, closer released position and
higher pressure gradient force will cause a shorter capture time. On
the other hand, the model reaches its limitation for the following
reasons. The first one is that if the time scale is too small, which
happens when the large bubble is being captured, for example, the
acceleration will be too pronounced to neglect. The second one,
attributed to the deficit in the numerical simulation, is that the initial
acceleration stage sometimes contributes to a noticeable portion of
the total traveling time, which also likely occurs when the time scale
is small.

4.3 THE ROLES OF DIFFERENT FORCES

The acceleration analysis shows how different forces interact in var-
ious stages and which roles they play. Note that the bubble accel-
erations instead of the forces are analyzed to concentrate on the
kinematic effects. Also, only the furthest released bubbles are inves-
tigated, for they cover most of the motion stages. Furthermore, the
accelerations are all normalized based on U, and r,, which could
be regarded as the nominal centrifugal acceleration. Recall that the
relative velocity is dominated by the radial component, so the force
directions in principle could be simplified as Figure 4.2.
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The acceleration profiles are shown in Figure 4.10. The figures are
plotted in a so-called symmetric logarithmic scale (corresponding to
the symlog commands). If the absolute value of the ordinate value is
greater than a threshold, £1072 in this case, the plot is in logarithmic
scale, while in linear scale (normal plot commands) within the
thresholds. The advantage is to show the transitions from the positive
to negative values without reaching the singular points caused by
the logarithmic function.

The radial acceleration components are normalized by U2 /ry.
There are four dominant forces in the radial direction: pressure
gradient, added mass, drag, and inertial (centrifugal) forces. Gen-
erally, when a bubble is far from the vortex core, the time scale of
the bubble is relatively slow. Thus the acceleration is not prominent,
and the forces are roughly balanced. Consequently, if bubbles are
released further away, the deviation of the capture times between the
model and the simulation is typically smaller. Interestingly, the afore-
mentioned four accelerations seem to be not a function of bubble
size. The added mass, pressure gradient, and inertial accelerations
are only proportional to U3 /r or to rf?, so the size effect disappears.
The drag acceleration is linked to the pressure gradient term since
the apparent radial acceleration is roughly null among the cases.

The azimuthal accelerations, §, are normalized with U2 /rry. In this
direction, only two forces dominate: the lift and inertial (Coriolis)
forces. As mentioned in the previous section, the relative azimuthal
velocity is roughly zero, reflected in the magnitudes of the drag and
Kelvin impulse accelerations. Lift force, in this case, plays a crucial
role in balancing the inertial force, especially inside the viscous
core. This is not coincidence but a feature of the solid body rotation:
w = 20; see Figure 3.3. With the preceding relationship and the
characteristic of the relative motion, one can easily show that the lift
is balanced with the inertial force:

Lift acceleration: (U —Ug) X w = wr,

- . A : (4.10)
Coriolis acceleration: 276 = wr,

where U — Ug is the relative velocity who has a radial dominant
value, 7, and w currently represents the vorticity magnitude.
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4 ) 0 2 4
x/7ry

Figure 4.11: The bubble paths without the lift. The colors represent the
different released locations while the dash and solid lines stand
for Ry/ry = 0.01,0.1, respectively.

4.3.1  The role of lift — an exhaustive analysis

Abiding the conservation law of angular momentum, the azimuthal
bubble velocity will increase when migrating into the core if the lift
force is taken away. However, the excessive centrifugal force in such
a high level of the azimuthal velocity will throw the bubble again
into a larger radial distance, which is analog to the apsidal orbital
precession in celestial mechanics. Thus, the motion near the center
will be chaotic, especially for the large bubble, whose damping from
the drag is not predominant, as shown in Figure 4.11. The angular
momentum®? evolution, Figure 4.12, shows more insightful data. The
bubbles tend to stay at the same angular momentum level instead
of going downward, indicating that there is no sufficient azimuthal-
force-induced moment to reduce the angular momentum.

Again, the angular momentum here focuses on only the kinematic part, so the
specific angular momentum 72 is introduced.
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Figure 4.12: The bubble angular momentum evolution without the lift
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Figure 4.13: Analytical path solutions from the system of ODE.
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Successively, a linearized Ordinary Differential Equation (ODE)
model is introduced to elaborate the issue, which is inspired by L.
Zhang et al. (2016). If the vortex is simplified into the solid-body part
of an equivalent Rankine vortex, i.e., the vorticity is concentrated but
evenly distributed in the viscous core, the bubble motion equation,
with the lift, could be simplified into a system of two-dimensional
ODE:

dx +a% +w—y =+ 1wzx = —law
ae " har TYar T T Tt )
4.
@%—a% —w% +1w2 = 1acux
arz T har T Yar Tav YT ien
where
91/1 Foo
a:ﬁ, and w = g

The system of ODE could be analytically solved by the conversion
of ODE and matrix eigenvalue technique; readers are referred to
any engineering mathematics textbook for further information; see
Kreyszig (2011) for example. As shown in Equation 4.11, even if the
bubbles are too large, the third term at the left-hand side can still be
the source of damping and eventually stabilize the system. However,
the equations of motion without the lift read

@—ka%—l—%wzx——law
KT IR S N

d?y dy 3 , 1
@%—aa—l—zwy—iawx.

(4.12)

The lift-induced damping terms diminish, so the system becomes
an underdamped oscillation if the bubble is large enough. The com-
parison of the analytical path solutions is depicted in Figure 4.13.
One with the lift indeed shows an overdamped behavior, while one
without the lift shows an underdamped behavior.

In a nutshell, the lift force acts in the azimuthal direction and is a
retarding source for the angular momentum. By balancing out the
Coriolis force, it stabilizes the system.
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4.4 REGIME PLOT

The regime plot is a kind of phase plot describing the state of a bub-
ble group, which is initially proposed by Ir. Nanda. Several bubbles
are seeded numerically, and their physical quantities are recorded
throughout the tracking time. Plotting the physical quantities against
each other reveals some secrets behind the spiral lines, as he sug-
gested.

4.4.1  Underlying idea of the regime plot

The bubble motion equation is consulted to find the dominant physi-
cal quantities. By assuming the added mass coefficient is one-half,
water density is far higher than that of the bubble, and the Kelvin
Impulse term is not pronounced enough, the bubble motion equation
could be simplified toward

dug _ DU 3 C D

3 ,
+(U— UB) X w + E(U —Ug)R. (2.43 revisited)
Thus, the representative quantities are

Ug, U, w, g, R, Cp, Cr, and «.

With the knowledge of
DU 2|U - Ug|R lw|R
’ or | > & Cp = Cp(Rep), Rep ” , and & U—Us/’
the set of quantities degenerate to
U, Reg, and «. (4.13)

Meanwhile, the flow field quantities are dependent on the radial
position 7, so the final three quantities are

7, Reg, and a. (4.14)

Ir. Nanda suggests that recording the three physical quantities might
reveal the mechanism of bubble behaviors near the vortex.
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Figure 4.14: Regime plot of the numerical simulation. The upper bundle
represents the large bubble at different released positions while
the lower ones for the small bubbles.

4.4.2  Results from the numerical simulation

The numerical regime plot, Figure 4.14, only presents the largest and
smallest bubbles, while all the others resemble the demonstrated
behaviors but lie between lines of the extreme bubble sizes. Since all
the bubble sizes do not change much throughout history, Reg can be
regarded as an indicator for the bubble radial velocity.

The Rep-« line also consists of three stages, analog to the velocity
stages, which are shown separately in Figure 4.15. The narrative is
also similar to Section 4.2.2, but with more attention to the abscissas
of the regime plot:

¢ Initial acceleration stage (left-leaning line segment):

The bubble is accelerating because the initial radial velocity is
not prescribed. Also, because Reg is proportional to the radial
velocity and « is inversely proportional to that, the lines have
the slope of negative unity. Another reason is that the bubble
does not move much during the initial acceleration stage, so
the experienced vorticity stays nearly constant.
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Figure 4.15: Different stages in the bubble regime plot.

¢ Path to the vortex center (right-leaning curve segment):

The bubble is still moderately migrating, but the experienced
vorticity also increases since it starts migrating inward effec-
tively. Besides, the curves of different released points coincide
with each other owing to the state-dependent nature of the
radial velocity, as mentioned before.

¢ Entrapment by the vortex center (blue peak of line clustering):

The bubble has kept traveling to the near center point, although
there is still some deceleration at the ending stage, which can
be observed from the Rep-7/r, plot. The peak velocity comes
from the maximum pressure gradient occurring at r/r, = 0.66
and is characterized by the blue peak. The ending line also
has a negative unity slope because the core’s vorticity is nearly
constant.

On the other hand, the Reg-r/r, plot has only two distinguishable
parts: first, the initial acceleration stage and the path to the vortex
center. The arguments are similar to the Rep-a plot with a clearer
view of the velocity evolution. Actually, the plot resembles Figure 4.4
because Reg, as mentioned above, could serve as an indicator of the
radial velocity. Further secrets should be unveiled in the realistic tip
vortex simulation case.
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BUBBLE MOTIONS IN THE REALISTIC TIP VORTEX
FLOW

The chapter directly applies the CFD simulations validated in Chap-
ter 3 as the background flow field and investigates the bubble motion
around the tip vortex. The results will be compared to some aspects
of the previous ideal vortex and the experimental ones.

5.1 CASE DESCRIPTIONS

The inflow velocity is chosen to be 7.15 (m/s), and the corresponding
base chord Reynolds number Re, is 8.96 x 10°, a bit higher than the
Ir. Nanda’s one, 7.07 x 10°, but is still comparable.

As motioned before, the bubbles are not tracked throughout the
flow domain. Instead, three domain clips are extracted to let the
bubbles travel inside, as shown in Figure 5.1. The domain clips are
exactly the agent interpolation grid as mentioned in Section 2.3.3.
The large domain includes the foil to investigate its effect. The first
small domain is designated to explore an interesting phenomenon
called stagnation bubble which will be addressed later. The second
small domain is extracted to achieve the accuracy and the direct
regime plot comparison with the experimental one. The maximum
simulation time is set when most bubbles have passed through the
domain box. For example, it takes about 0.1 (s) for most bubbles to
exit the general domain.
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Figure 5.1: The original CFD flow domain with two clipped sub-domain
and the corresponding initial bubble locations.

The seeding locations are shown as the black dots in Figure 5.1.
In the general large-domain simulation, bubbles are seeded on an
upstream plane with x/cop = —0.75, of which the crossing point of
the two perpendicular lines on the plane is the projection point of the
foil tip. The bubble seeding locations are similar to the streamlines
into the vortex core to eliminate particle locations that are potentially
useless (Hsiao & Pauley, 1999), so they are asymmetric about x-z
plane. On the other hand, the bubbles are placed randomly around
the local upstream center in the small-scale simulation.

Contrary to the narrow range of the bubble sizes in the ideal vortex
case, the bubble size ranges from a micron to a millimeter to cover
most sizes of a usual bubble population:

Ry = 1.00,3.16,10.00, 31.62,100.00, 316.22,1000.00 (xm).

The cavitation number is 1.6 as in Ir. Nanda’s experiment setting.
Furthermore, the corresponded simulations without bubble dynamics
are also carried out, i.e., ¢ = oo to inspect the bubble expansion effect.

Previously, it has been argued that the pressure gradient force
should be expressed in the material derivative form. However, the
material derivative introduces numerical instability to the time march-
ing due to its chaotic nature and the interplay with the discretization
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error, so only the pressure gradient is applied for all the following
simulations.

5.2 LIMITATIONS OF THIS SIMULATION

Constrained by the applied methods and the computational capacity,
the tip vortex cavitation case has several limitations.

The first one is that the current LPT method might not be adequate
to resolve the shape and motion of the giant bubble. To estimate
when a bubble will not be spherical, Weber number,

_ 2p|U-Ug[’R
17 7

We (5.1)
is introduced as a ratio between drag (form-breaking effect) and
surface tension (form-maintaining effect). When the Weber number
is larger than the unity, the bubble tends to deform away from a
sphere and thus challenges the validity of the current LPT method. In
the simulation, the Weber numbers of some large bubbles, especially
when the bubble dynamics is included, are already far larger than
unity, so the result is highly limited.

Next, the computational capacity also highly limits this part of
the research. The cases are carried out without the adequate res-
olution around the tip vortex due to the memory-intensive agent
structured grid as mentioned in Section 2.3.3. Nevertheless, thanks
to Dr. Lidtke, he runs a general case with the full capacity directly
through a self-developed tool upon ReFRESCO. That is to say, the
agent interpolation grid is removed, and the required flow variables
are directly interpolated from the original unstructured grid. The
simulation data is integrated into this chapter to discuss the influence
of the interpolation error. The case will be called “performance case”
hereafter for simplicity.

In consequence, the chapter focuses more on qualitative reasoning,
while the quantitative discussions will be somewhat avoided.
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5.3 WINDOW ANALYSIS

Not all the bubbles from the upstream ambiance can travel into the
vortex core and contribute to the tip vortex cavitation. Unlike the
previous case with only the ideal vortex, the tip vortex case comes
with a foil and a finite streamwise length limit. The pressure field
induced by the hydrofoil will hinder the bubble from reaching the
core, such as the leading edge stagnation pressure or the finite-span
effect. On the other hand, the finite streamwise distance limits the
maximum bubble evolution time. As a result, it is of interest to
classify under which circumstance a bubble will enter the core.

Whether or not the vortex can capture the bubble is the function
of the initial bubble positions, the initial bubble size, the cavitation
number, and the vortex strength, as shown in the previous chapter.
The research is mainly focused on the initial bubble positions and
sizes. Only the bubbles that go into the core within x /¢y = 0.05-2.5
are considered since those more downstream seldom contribute to the
cavitation inception, and those further upstream are just experiencing
a strong initiating roll-up process and are hard to measure accurately.
The capturing radius is set to be the radial distance smaller than a
certain fraction of the averaged viscous core radius 2.5 (mm), where a
typical viscous core radius is about 5.0 (mm) as present in Chapter 3.

A bubble can be captured via two mechanisms: following stream-
line into the vortex center from the upstream or via the vortical
pressure gradient after the bubble passes the foil. The small bubbles
generally follow the former method, while the large bubbles usually
get entrapped by the latter approach. As a result, the large bubbles
are captured more possibly, as shown in Figure 5.2.

From the shape in Figure 5.2, it is deduced that the bubbles can
only be captured if not located near the lower suction side. Due to
the spanwise downward (—z) velocity induced by the finite-span
effect, the bubbles situated among the aforementioned locations are
pulled down. It is thus more impossible for them to reach the vortex
core.
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(b) Simulation without bubble dynamics.

Figure 5.2: Window analysis for two simulation scenarios. Panel from left to

right roughly represents the large, medium, and small bubbles.

The green diamonds represent the bubble expansion effect across
different o and the green plus symbols stand for the bubble
screening effect across different Rg. Note that the y direction is
flipped viewing from the upstream.
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It is also found that the large bubbles, especially for those who
are shaded with pink and brown, cannot be easily captured at the
pressure side of the projected foil shade (green plus symbols). On
the other hand, the small bubbles, such as the orange-shaded and
red-shaded ones, can be entrapped effortlessly. The reason behind
it is similar to the one in the sheet cavitation. The strong stagnation
pressure gradient field in front of the hydrofoil screens the large
bubbles, which are more sensitive to the pressure gradient and has
less possibility of entering the capturing zone, unless the original
bubble size is sufficiently large so that it can be quickly captured
after passing the pressure screening zone.

The green diamonds indicate that the medium bubble could be
captured with the bubble dynamics even if the initial released po-
sition is far from the tip vortex. The bubble can expand to a larger
one and finally be captured by the tip vortex. However, the bubble
capturing zone does not deviate much with or without the bubble
dynamics. This could probably be a result that large bubbles have
already passed the threshold to be captured, so any expansion is
only the accelerator instead of the catalyst, while the small bub-
bles, of which the size changes are reluctant to the pressure change
and which mainly follow the streamlines, behave similarly in both
cavitation numbers.

In this section, it is observed how the bubble capturing is influ-
enced by the cavitation number and how the surrounding flow field
induced by the foil affects the bubble motion. The large bubble has
more possibility of being captured than the small one but is also
more influenced by the pressure field, such as the stagnation pressure
field.

5.4 BUBBLE POPULATION EVOLUTION

Bubbles close to the tip vortex are explicitly related to the cavitation
inception. Apart from the bubble capture, it is crucial to quantify
the bubble population in every section to devise conclusions such as
the cavitation hotspots. The flow field is split into sub domains with
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Figure 5.3: Bubble population for several simulation scenarios.
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(c) Performance case.

Figure 5.4: Axial velocity with regard to the axial coordinates, with window
averaging along time interval of 1 (ms) to extract the trends.
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ox/co = 0.1, and then the ratios of the bubbles near the tip vortex to
the original number of bubbles are recorded for each bubble size and
each sub domain. The “near” region is defined by a radial distance
of 7mm to cover roughly 1.5r,. Note that N/ Ny can be larger than
100% since the apparent bubble number increases if some bubbles
spend more time there.

From Figure 5.3, the large bubbles tend to accumulate at the near
downstream, while the small bubbles can be successfully advected
downstream after being captured. The phenomenon can also be
clearly seen in Figure 5.4. The large bubbles are more readily be-
ing captured to the (quasi-) limit cycles or the stable nodes. The
phenomenon also reflects in several spikes of Figure 5.3b. The accu-
mulation of the large bubble upstream is caused by the stagnation
bubbles, of which the theoretical base and detailed analysis will be
present in the next section.

The number of bubbles from the simulation without bubble dy-
namics surpasses one with bubble dynamics because the bubble
dynamics will propel the bubble growth to an unrealistic size and
eventually be driven away from the tip vortex due to the numerical
instability and interpolation errors. Still, the accumulation of the
large bubble is observed upstream. In the simulation with bubble
dynamics, the medium bubbles with the size of O(100) (#m), charac-
terized by the yellow colors, have expanded to larger sizes, so there
are observable number deductions, while the simulation without the
bubble dynamics does not have this effect.

The performance case has provided the opportunity to explore the
effect of the interpolation error. It is observed that the bubbles possess
different detailed behaviors before and after the grid refinement,
either in the bubble population or the axial velocity profiles. The
bubble capturing speeds, slopes in the axial velocity profiles, are even
different. However, the qualitative behaviors are still similar. Hence,
the chapter focuses on the phenomenon explanation instead of the
quantitative description as mentioned before.
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(a) Normal simulation. (b) Simulation without bubble dynamics.

Figure 5.5: Axial velocity with regard to the axial coordinates, with window
averaging along time interval of 1 (ms) to demonstrate the trend.

5.5 STAGNATION BUBBLE

As mentioned in the previous section, the stagnation bubble phe-
nomenon dominates the bubble population evolution to some extent.
However, since the general solution does not fully resolve the back-
ground carrier flow field, there is still a possibility that the stagnation
bubble is a side effect of the interpolation error. Consequently, an-
other specific small-scale simulation is carried out to rule out the
effect. Figure 5.5 shows the simulation result. All the fine grid simu-
lations indicate the existence of the stagnation bubbles. Figure 5.4c
has also sustain the statement. Some of the bubbles are even driven
upstream. It is more confident to declare that the likelihood of the
interpolation error has drastically reduced. A series of attempts to
describe the phenomenon with models are carried out afterward.

5.5.1 A possibility of developing the model

The drag force acts in the +x direction, while the axial pressure
gradient and added mass forces act in the —x direction if a static
bubble is placed in the center. One would reasonably expect that,
due to the interplay of the drag, pressure gradient and added mass
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forces, the bubbles might stagnate, and some will even be adversely
advected.

A fully roll-up vortex model from Moore et al. (1973) is applied to
gain some qualitative insight into the force balance at each stream-
wise point. The pressure profile along the vortex center is expressed
in

LS

0
P(x) = W/_OOX 1Vn21(X) dx, (5-2)

where

7= Usotfoi1 v/ 6C0
T (5.3)
Viu(x) = 27T (1.5 — 0.5m) (—x) %1 F1(0.5 + 0.5m; 2; x).

I'(z) is the mathematical Gamma function, not to be confused with
the circulation strength, while 1F; (a;b; z) is the Kummer confluent
hypergeometric function. a¢ is the foil angle of attack in radian. m
is the lifting line distribution factor, which is 1/2 for the elliptical
loading case. The axial pressure gradient can be easily found by the
numerical integration and analytical method dealing with x. The axial
velocity is predicted by roll-up mass balance and the momentum
deficit from the boundary layer:

Ur(0) 60y (c0\05, o5 €0\ %%

from which the drag force could be deducted. ¢, is a variable constant
with regard to the loading condition, which is —0.128.

Reader should notice that the vortex formulation is merely ac-
ceptable. It is found that the axial velocity within a particular range
becomes negative, which is nonphysical. As a result, the model can
only provide a qualitative picture.

Figure 5.6 shows that, in this model, the bubble is not necessarily
staying at a particular force balance position but instead reaching the
point and going backward since it predicts an unstable fixed point,
which is contrary to the observation from the simulation. On the
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Figure 5.6: Force balance of different scenarios. In the symmetric logarith-
mic scale with the threshold of 10~3.

other hand, the model correctly explains that the stagnation point of
the large bubble is further downstream than that of the small bubble.
This is also observed in Figure 5.4a, where the small bubbles stagnate
only near the stable upstream points.

5.5.2 An additional factor to be further investigated

Although it is appealing to develop an intuitive model from the
opposite forces, the drag, pressure gradient and added mass forces,
the model can only predict the backward tendency, but the bubble
oscillation around a steady node is not even modeled. It is suspected
that the lift force also plays an important role but is not accounted
for in the model.

To verify the statement, Lissajous curves plotted between the axial
acceleration components of the forces are shown in Figure 5.7. Parts
of the graph tend to collapse into an 135°-inclined line, meaning
that the lift force component truly fills the gap to make the bubble
oscillate. Otherwise, purely the drag and the pressure gradient force
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Figure 5.7: Normalized acceleration in the axial coordinates with inflow
velocity and the chord length, with window averaging along
time interval of 1 (ms) to demonstrate the trend.

cannot make the characteristic Lissajous curve. The lift force indeed
contributes to the stagnation phenomenon.

Only acknowledging the lift effect is inadequate for building a
more robust model describing this phenomenon. Details are still to be
addressed, such as the detailed force direction evolution and a more
exact bubble position prediction. However, the tip vortex simulation
is not a sufficiently controlled environment for developing a model.
A better setup could be a swirling element inside a tube with some
bubbles seeded inside (inspired by Ir. Stigter, the daily supervisor,
setup). Restrained by the research scope, the phenomenon shall be
investigated by the future researcher.

5.5.3 Remarks

As a result of the interplay of several forces, the stagnation bubble
phenomenon plays a critical role in the bubble population evolution
of the current case and is possibly related to the cavitation hotspot.
However, the influence from the drag force points out that the deficit-
and jet-like axial velocity profile might affect the behavior or even the
existence of the stagnation bubble. Also, the axial velocity profile, as
is stated in Section 3.5.3, might contribute to different vorticity roll-up
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Figure 5.8: The estimated bubble probability distribution.

directions, and thus the varied lift force might yield the different
behavior. Consequently, its mechanism and behavior are to be further
explored by future researchers.

5.6 REGIME PLOT

The bridge between the numerical analysis and the experimental
data is built statistically via the regime plot. By tracking r, Rep, and «,
the statistical bubble behaviors could be unrevealed, and comparing
the numerical and experimental results thus becomes possible. This
section presents all the Lamb-Oseen, CFD tip vortex, and experimental
results to gain more insight.

In Ir. Nanda’s experiment, the regime plot is composed by record-
ing plentiful bubbles within only a small streamwise range, dx/cy ~
0.3. As a result, apart from the original full domain simulation, this
study also carries out the numerical simulation of a small sub-domain.
However, due to the initial acceleration effect, this study applies a
longer streamwise distance and cuts off part of the beginning to
achieve a fairer comparison. The small domain spans x/co = 1.5-2.5,
as shown previously in Figure 5.1.
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The estimated experimental bubble distribution is centered around
O(300) (um), as shown in Figure 5.8, so only the data of the size is
present.
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Figure 5.9: Collections of the regime plots.

The real flow CFD (Figure 5.9a) yields similar result with the Lamb-
Oseen case (Figure 5.9b), especially for the r-Rep sub-plot. They
both follow a narrow Rep trace to enter the core, meaning the radial
velocity profiles are still quite similar for the bubble released at
different radial positions. However, the Reg behaves more chaotic
around the viscous core of the CFD simulation. The reason is that the
stagnation bubble comes with the velocity oscillations around a point
so that Rep is also oscillating in a fairly large amplitude, which is also
reflected in the blue inclined lines in the a-Reg sub-plot of the CFD
one. Furthermore, the viscous core of the CFD tip vortex simulation
is undoubtedly more complex than the Lamb-Oseen vortex. There is
more than one core in a single streamwise section. Consequently, the
bubble behaviors near the viscous vortex are destined to differ across
the two settings. However, there are still some other optimistic results.
The blue peak in the a-Rep sub-plot is present in both the Lamb-
Oseen and the CFD tip vortex, indicating the peak radial pressure
gradient is sufficiently captured. Also, the top-left inclined envelope
in the a-Rep sub-plot behaves similarly across the two simulation
results, indicating different bubbles share a similar radial velocity
profile.
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The real flow CFD (Figure 5.9a) gives an acceptable comparison
with the experimental one (Figure 5.9c). Again, the blue peak and
the top-left inclined envelope in the a-Rep sub-plot are sufficiently
present in both scenarios. However, the experimental data present
only a looming trend of the Rep trace in the r-Rep sub-plot. Also,
the bubbles are rarely present within the viscous core. The reasons
are anticipated to be that the total record time in the experimental
study is relatively short, the other bubble sizes are also not negligible,
and the CFD flow field is different from the experimental one. It is
acknowledged that the experimental flow field has a persistent cavity,
but CFD is a fully-wetted simulation.

The regime plots from three different sources have been compared.
Several essential features, such as the narrow Reg trend and the blue
Rep peak, are present in all the sources. However, some apparent
deviations are also observed, so further improvements in the CFD
simulation and the experimental measurement should be taken care
of to make the comparison more optimistic.
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DISCUSSION

This chapter merges the previous chapters” results and some pre-
liminary discussions from the associated simulations to provide a
bird’s-eye answer to the original research questions.

6.1 THE ROLES OF THE FORCES

Understanding forces” roles in the bubble motion might not be as
effective in observing a phenomenon as directly running a simula-
tion. However, these understandings are crucial to developing and
dissecting the mechanism behind the phenomenon.

The bubbles are subjected to the following forces inside the flow
field: (1) pressure gradient, (2) added mass, (3) drag, (4) lift, (5)
hydrostatic and gravity, and (6) Kelvin impulse forces. They play
different roles in the vortical flow field.

The pressure gradient and added mass forces act as the suction
force to trap the bubble into the vortex core in the radial direction.
However, the continuous acceleration will yield the non-negligible
radial velocity; thus, the drag force grows and tries to balance the
suction force. This study exploits the force balance feature to develop
a series of the capturing time model in the Lamb-Oseen vortex flow
field.
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On the other hand, the lift force is crucial in the stability through
acting in the azimuthal direction, especially in a Lamb-Oseen vortex
flow field. It reduces the azimuthal velocity effectively and suffi-
ciently balances out the Coriolis force. Thus, the lift force avoids the
oscillating behavior when bubbles migrate inward. One may notice
that the drag force should also provide the retarding force if there is
a velocity difference in the azimuthal direction. However, the drag
acceleration magnitude is relatively limited, especially for the large
bubble, so the lift force still plays a critical role in stabilizing the
bubble paths.

The gravitation-induced force is relatively weak compared to other
accelerations, such as the pressure gradient force, so it is often ig-
nored. Notwithstanding, if the vortex field is weak enough, the
gravitational field is sufficient to affect the bubble behaviors, such
as the settling bubbles in the verification study. The Kelvin impulse
force is also negligible most of the time since the bubble growth is
only confined in the vortex core, where the bubbles spend the least
time during the capturing process.

The discussion based on the ideal Lamb-Oseen vortex can provide
some basic understanding of the real tip vortex case, but there is still
more to be explained. The stagnation bubble, observed in the CFD tip
vortex simulation, is not spotted in the ideal case since the stagnation
bubble is essentially a 3D phenomenon. All the forces other than
the hydrostatic and Kelvin impulse forces contribute to the event,
but instead of the radial or azimuthal direction, the interplay occurs
mainly in the axial direction.

Each force plays a different role in the different flow scenarios.
The pressure gradient and the added mass forces generally act as a
suction around the vortex but sometimes also contribute to the axial
behaviors. The drag and lift forces flexibly adjust their roles with the
relative velocity vector in different flows, while the Kelvin impulse
and gravitational forces are generally negligible in the context of this
study.
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6.2 BUBBLE POPULATION EVOLUTION AND PARAMETER INFLU-
ENCE

The bubble population around the tip vortex is important in revealing
the cavitation inception hotspots. A capture time model based on
the force balance is first developed to facilitate the analysis of the
Lamb-Oseen vortex. Then, the bubble motions around the CFD tip
vortex are studied.

It is found that three quantities have a deterministic effect on the
capturing time: initial bubble radius, initial release location, and
vortex Reynolds number. The Lamb-Oseen vortex case points out
that a bubble with a larger size or closer release location is entrapped
more quickly than the opposite. A higher vortex Reynolds number
also indicates a lower capture time.

The corresponding capture time model is developed by exploiting
the apparent radial acceleration balance to identify different parame-
ter effects on the bubble capturing phenomenon and the model gives
optimistic results compared to the Lamb-Oseen case. Initially, the
research aims to develop a capturing time model that can predict the
2D stationary Lamb-Oseen vortex and the realistic tip vortex flow
field. However, the real tip vortex is too complex to be simplified into
the flow field similar to the ideal vortex. The rolling-up process intro-
duces the inclined vortex vector, non-axial-symmetric velocity field,
and the multi-core structure in the CFD tip vortex. All the non-ideal
behaviors, however, qualify the application of the model.

The tip vortex simulation analyses are thus focused more on the
bubble population evolution. The first point is to understand what
window upstream has to pass in order to be captured into the tip
vortex in a certain finite downstream distance. It is found that both
the screening and the finite-span effects are crucial parts along with
the well-regarded pressure gradient suction force.

After passing the foil, it is essential to understand the bubble pop-
ulation evolution. The small bubble typically maintains a constant
level of number because they mostly follow the streamlines and are
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hard to capture if situated at the downstream ambient flow. Con-
versely, a large bubble can easily be captured even if distanced away
from the tip vortex far downstream. It is also spotted that the large
bubbles tend to accumulate at the near downstream due to the afore-
mentioned stagnation bubble. As mentioned in the previous section,
the lift, drag, pressure gradient and added mass forces dominates
the stagnation bubble and pull them into either steady nodes or limit
cycles situated on the tip vortex. As could be inferred, the attractors
are anticipated to be the hotspot for the cavitation inception.

The capture time model developed in the Lamb-Oseen vortex
helps to understand the dominating parameters in the entrapment
process, but the tip vortex flow introduces the stagnation bubble
phenomenon that needs additional care. These two events together
yield the complex behaviors in the bubble population evolution.

63 COMPARISON WITH THE EXPERIMENTAL DATA

The regime plot bridges the numerical results to the experimental
one, but the comparison is only acceptable. The regime plots from
all the sources show limited similarities. It is anticipated that the
fundamental flow field difference and the bubble recording time
difference cause the deviation. However, the regime plot can success-
fully combine and show the bubble stages in the ideal Lamb-Oseen
case. As a result, if the numerical simulation is more aligned with the
experimental setups, the regime plot should provide more insight
into the comparison and the mechanism.
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7.1 CONCLUSIONS

This research aims to better understand the bubble behaviors around
the tip vortex and the related mechanisms, as a foundation of the tip
vortex inception study. The research is based on a one-way coupling
Eulerian-Lagrangian approach to resolve bubble motions in different
flow fields.

The bubble tracking inside a CFD tip vortex flow field clearly shows
the entrapment and the accumulation of the large bubbles at the near
upstream, which are expected to be the hotspots of the tip vortex
cavitation inception.

Driven by curiosity, the research scrutinizes the capturing events
and the stagnation bubble phenomenon with the acceleration (or
equivalently the force) analysis. This research develops a series of
models to determine the capture time with the bubble size, initial
location, and the circulation strength of a surrogate flow field, the
stationary Lamb-Oseen vortex. The model reveals the radial bub-
ble force balance between the drag, the added mass and pressure
gradient, and the centrifugal forces. As an unintentional discovery
while developing the model the bubble lift force is emphasized as a
stabilizer of the system. The other model about the stagnation bubble
phenomenon is relatively immature, but it also heralds the signifi-
cance of the lift along with the other forces. It could be argued that
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this study highlights the role of some common forces, such as the
drag and pressure gradient forces, but also dives into the importance
of the lift force, which has long been ignored.

Comparison against the experiment is also carried out via the
regime plot, a more statistical way proposed by Ir. Nanda. Due to
the difference in flow fields and the recording method, there are
some deviations between the numerical and the experimental results.
However, the idea of the regime plot has been proven capable of
revealing some velocity evolution details, so it should be helpful in
future research.

Nevertheless, several aspects have deducted the credibility of the
research. The RSM model applied in the thesis, as stated in the litera-
ture review, shares the diffusive nature in the RANS family. Thus the
axial velocity is falsely predicted, while LES is highly recommended
to capture the flow field in the real world. Secondly, the bubble track-
ing model in this research can only deal with spherical bubbles, but
the magnitude of the Weber number has already surpassed the limit
drawn by the model. Also, the interpolation error, specifically in the
tip vortex flow simulation, sets the ceiling the research can reach.

Despite some unavoidable limitations, the insights into the force
analysis, the bubble population evolution, and the comparison
against the experiment still build a solid foundation for future
tip-vortex cavitation research.

7.2 RECOMMENDATIONS

The prescribed research scope and time span highly restricts the
research. Consequently, some interesting potential research directions
which cannot be investigated in the period are present.

INVESTIGATION OF THE LPT MODEL IN DEPTH The current LPT
models include only the most common forces, but the history force,
the finite-size effect and the turbulence contribution are not included
in the modeling. Although some literature argues that the effect
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should be negligible, a decent study with a rigorous and direct com-
parison to the experiment is necessary, especially in the context of the
vortical flow. Also, the bubble lift force deserves further investigation
either in formulation comparison or devise a new one. The devia-
tions between different lift force models have to be described with
the logarithmic scale, resulting in totally different bubble behaviors.
Although some literature has presented the capture time comparison
between the different models, the difference in the lift force’s role
should also be addressed.

CALL FOR THE BUBBLE INITIAL CONDITIONS The bubble re-
leased numerically in a flow field experiences a weird initial accel-
eration stage at the beginning, owing to the wrong bubble initial
conditions. The initial acceleration stage shall be ruled out to make
the simulation more precise. Currently, the bubbles are released with
the carrier flow velocity, meaning that only the drag force is consid-
ered. This would be acceptable if released far away from the target
research zone. However, it would be doubtful otherwise, especially
after incorporating the history force. It is proposed that the bubble
could be released with the force equilibrium velocity, through which
the issue could at least be partially solved.

INVESTIGATION OF THE STAGNATION BUBBLE It is still uncer-
tain if the stagnation bubble is a realistic phenomenon or merely
a consequence of the discretization error since no experimenter or
simulation expert has reported this phenomenon in the tip vortex
flow. Still, Ir. Stigter has provided an optimistic evidence that the
phenomenon might exist at least in the confined vortex in a pipe. If
the phenomenon indeed occurs, the next step is to set up a more con-
trolled flow field instead of the tip vortex to discover the mechanism
behind it and finally model it in the context of the tip vortex.
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DETAILS OF THE TURBULENCE AND TRANSITION
MODELS

A1 RSM

Again, if not explicitly stated, the theory is highly based on Rumsey
(2017, 2022). The transport equation for Reynolds stress reads

dpRij 9 (Uk) Ry
TR A pP;j 4 plLij — peij + pDjj. (A.1)

The transport equation for the specific dissipation rate is defined as

dpw  9dp (Uy) w _ QW pPkk
oF T oy k Pupe?

0 Pk dw o Ok dw
ax [<H+ Ow >8x]+0wmax <8x]ax] O>' (A-2)

The formulations of the different terms in Reynolds stress transport
equation are

9 (Uj) d (U;)
pPij = — pRix ox, — PR v,

1
pll; = — <C1P5 + zClpPkk> @i
1
+ Czps (aikakj — 3ﬂklakl(5i]’>
+(Cs — C3anan) pk (T;)
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2
+ Cypk <tlz‘k (Sik) + ajx (Sik) — 3k (k) (51']')
+ Cspk (aig (W) + ajx (Wik)) ,
2
pEij =3 Pedij,

o 8 kal aRl]
pDij; ~ox, [(Wkl + DC,,w) o | (A.3)

For the pressure-strain coefficients, Launder et al. (1975) and
Speziale et al. (1991) have separately provided a set of the values
for the near-wall and away-from-wall treatments. All the model
constants are blended in an SST fashion with

¢ =R + (1- F)¢pl (A4)
F; = tanh <§4) (A.5)
, Vi 500\ 40 ok
{ = min [max (Cywd' owd | " (CD)& (A.6)
_ P max (2K 9w
(CD) =0, » max (an aXk,O ; (A7)

where d is the distance to the nearest wall. Table A.1 shows model
coefficients for the near (with (w)) and far-wall (with (¢)) conditions.
Here, the equilibrium parameter, C,, is 0.09, and C%LR = 0.52 has
been modified to better agree with the log layer of a zero-pressure
gradient boundary layer.

Table A.1: Model coefficients for of RSM.

N Buw Ow o] G |GG Cs C3
@) | 05566 | 0.075 |05 |0 18/0 |0 |05 |0
¢ | 044 | 0.0828 | 0.856 | 1.7142 | 1.7 [ 0.9 [ 1.05 | 0.8 | 0.65

Cy Cs D
@) | 0.5(18CHR +12)/11 0.5(—14CHR +20) /11 | 0.75C,
¢ | 0.625 0.2 0.22
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The transport equation of intermittency reads

dpy oWy 9 B 97
o + Bx]- = poP, pE7+8x]- ;1+Uf ax]- . (A.8)

The transport equation of the local transition Reynolds number is

dpReg, N 9p (U;) Rey;

0 oRe
o e = pPo + =— (Uet(y + 1) 9t> . (A)

ox; ox;

] ] ]

The production and destruction terms in the transport equation are
formulated as

E, = CaZQ’)’Pturb(CeZ’)’ -1),

P7 = Flengthcals_ (')/Fonse’r)o'5 (1 - Celr)’) ’ (A.10)
1 -

Py = Corg (Rep; — Regy) (1.0 — Fyy) .

For Fiub,

Foub = e’(RT/4)4, with Rp = ;fclz (A.11)
For Fength,

Fength = Fength,1 (1 — Fsublayer) + 40Fsublayer, (A.12)
with

Rength,1 =

39.8189 — 0.011927Req; — 0.000132567Rep,, Reg; € [0,400),
263.404 — 1.23939Req; + 0.00194548Res;,

—101.695 - 10~5Re;,, Reg; € [400,596),
0.5 — 0.0003 (Reg; — 596.0) , Reg € [596,1200),
0.3188, Regs € [1200, +0),

(A.13)
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and

Fsublayer = ¢~ (Rew/ 200)2, with Re, = pc:ldz‘ (A.14)
For Fonset,

Fonset = max(F onset2 — Fonset3,0), (A.15)

with

F =max | 1— & ’ 0
onset3 — 25 ’ ’

F onset2 — min (max ( F onsetl/ F énsetl )/ 2)/

F B ReV (A16)
onsefl ™ 5 193Rep,”
Sd?
ReV = L/

with momentum thickness Reynolds number determined by

Reg. =
—3.96035 + 1.0120656Req; — 0.00086823Re;;
+696.506 - 10Rej, — 174.105 - 10~ 12Rey,,  Reg; < 1870;
Regr — (593.11 4 0.482 (Reg; — 1870.0)) , 1870 < Reg;.
(A.17)
For Fy,;,
4 Ceoy — 1 2
Fpt = min | max Fwakee_(d/‘s) ,1— < = > ,11, (A.18)
Cep — 1
with
3750 uReq;d
Fake = ¢~ (Rew/10°7 (A.20)

U = /Ucly. (A.21)
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For T,
500y
= ol (A.22)
For ReZ?,
Rej; 1173.51 — 589.4281 +0.21961 2, 1<13,
0 331.50(I — 0.5658) 0671, I>13,
with
F(Ag) =

1+ (12.986A¢ + 123.66A2 + 405.689A3) e~ (/19 1, <0,
140275 (1 — e=35%) ¢~ 1/05, Ag >0,
(A.24)

where the turbulence intensity (without percentage) and effective
factor read

I =100 i[k/3, (A.25)
p6? dU
_ A.
Ao © s’ (A.26)

and the streamwise velocity gradient together with momentum thick-
ness Reynolds number say

du U; u]' ol;
= A.
ds ~ U? ox;’ (A.27)
Red = PO (A.28)
M
Afterwards, y.s is computed:
Yeft = max('}’/ 'Ysep)/ (A.29)

where

. Re
Ysep = IN (51 max <0, <32351‘;eec> - 1) Freattach, 2> Fot,
(A.30)
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Table A.2: Constants for LCTM model.

Cal | Ca2 | Cel | Ce2 | Cot | S1 | Oy | Opt

2.0 | 006 |1.0| 50 | 003 | 2 |10 | 20
with

—(Ry/20)*

F reattach = €

(A.31)

In Table A.2, the previously-unmentioned constants are given.



DERIVATION OF KELVIN IMPULSE FORCE

This chapter will demonstrate how to derive the Kelvin impulse force,
including the added mass force, under the potential flow assumption.
Unlike other references, this article illustrates how the impulse and
force at the infinite surface vanish.

Consider a translating bubble inside a quiescent fluid, as shown in
Figure B.1. Wherein, n represents the surface normal, xg the bubble
centroid, x an arbitrary flow field point, Se, an infinitely large material
surface that encloses the whole flow field, Sg the bubble wall, and V
the flow domain enclosed by the two aforementioned surfaces. The
goal is to assess the fluid’s force on the bubble (wall). By investigating
the momentum change in the fluid flow, the force bubble exerting on
the fluid is computed, and thus the force from the fluid to the bubble
is obtained through Newton’s third law of motion.

Newton’s second law of motion of the whole fluid reads

dp
a:ZF:1:b+1:0o+1:]3,, (B.1)

where P represents fluid momentum, F,, the body force, F, the
forces from S, Fg the force from the bubble. In this scenario, the
gravitational effect, thus the body force, is intentionally neglected for
simplicity:

dpP

— = F, + Fg. B.
ar + Fp (B.2)

129



130

DERIVATION OF KELVIN IMPULSE FORCE

- -

” ~
-, N
I{\,’ N
7/ N
/7 \
’ \\
/ (]

I X \
i \
] V \
] 1
I 1

|
! 1
\ !
\\ S !
/
\ B 7
\ /
\ ’
So .
N 4
N L’
\\ ’/

~~————’

Figure B.1: Schematic diagram of a translating bubble.

The fluid momentum is calculated via a volumetric integral of the
fluid velocity and mass:

P— / pUdV. (B.3)
1%

By applying the potential flow formulation and the scalar gradient
theorem,

P= / nVedV = / ogndS + / opn ds, (B.4)
1% Soo SB
T —Ip

where ¢ is the flow potential. Rearranging terms in Equations B.2
and B.4 yields
dlIp dI

Followingly, it will be shown that the last two terms at RHS vanish if
Se is allowed to extend to infinity.

A translating dipole could describe the flow potential of the sce-
nario (O(r~2)) to remain the shape and a moving source (O(r 1))
to account for the volume changing. Given the integral element in
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I, scales with O(r?) and that the flow potential scales with O(r~1),
directly evaluating I, before temporal differentiation yields an un-
bounded integral. To evaluate the time derivative integral, a Reynolds-
similar transport theorem should be applied:

d Dy . | |
5 fonds = [ Fnds— [9V(n-U)ds+ [ ¢V -Unas,
(B.6)

of which the derivation is are given in Batchelor (2000) (page 134)
and Volokh (2008). Given the incompressibility condition, the time
derivative of I, becomes

dl, d [ D¢
-3 SmplqbndS—/swplDtndS /Sooplch(n U)ds.

(B.7)

Next, the F, term is calculated via the Bernoulli equation:

F, — —/ PndsS
Soo

3
_ _/Sw (poo pa—(f ~>alU > nds (B.8)

J
:/ (pa(f 21U >“d5’

where P, term vanishes since S, is a closed surface. With the infor-
mation above,

dlI
“Fet g

0 D
:pl/s ( aqfn —7|U| D—qt)n —ch(n-U)> ds

= Py ( %U\ n+U-V¢n—¢V(n- )) ds (B.9)
- ( % V¢|'n+ V¢ Vén — ¢V (n- V(,i))) ds

1
o[ (3IVePn -9 9)) as.
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Given that the differential area element scales with O(r?) and that
the integrand is at least of O(r~*)™, so Equation B.g will go to zero.
Physically speaking, that means the total fluid kinematic energy is
bounded since the applied work is bounded. Plugging the inference
into Equation B.5 results in

_ dI

Fg = a (B.10)

Finally, by applying Newton’s third law of motion, Fg becomes the
additive inverse of the targeted value, Fx:

dlg

Fy = ——2.
K dr

(B.11)

The remaining problem is evaluating Ip.

The fluid potential in this scenario is, as mentioned before, com-
posed of a source and a dipole, as presented in Kundu et al. (2015):

R2R R3

P =— — Ug - (x — xp)
X=X 2x—xgf” (B.12)
__RR R
¢ a2’

Here, t is the unit vector pointing from the bubble centroid to the
flow field point x, and  represents the distance from the bubble
centroid to the flow field point. The flow potential at the bubble
surface is

1
¢‘ = —RR — SRUj - £. (B.13)
¢=R

Thus, Iy is evaluated as follows:

I =p [ ¢(¢ = R)nds

o1
= —RR — =RUg - ds.
o), (o)

14 ¢~ O(r~1),and V¢ ~ O(r2).
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Figure B.2: Schematic diagram to explain Kelvin impulse intuitively.
Since RR is constant over the bubble wall,
1
IB = Pl/ <—RUB : f‘) ndS
S
= pl/ / —fR (Ug - #)nR*sin 6 d¢ do
0=0

—pl/ / —fR3 (Ug-t)nsinfd¢do,
6=0

and with n = —% = — sin 6 cos @i — sin § sin ¢j — cos Ok along with
some tedious calculations,

1 4
In = —0— 7R3
B 2p137[R UB

1
= §P1VBUB~
As a result,
d /1
Fe=—% <2P1VB(t)UB(t)> , (B.14)

which matches what is presented in the main body.

A more straightforward way to comprehend this phenomenon is to
imagine a scenario where an expanding bubble is moving from left to

right, equivalent to the fluid flowing from right to left; see Figure B.2.

According to Bernoulli’s equation, the windward side experiences a
lower velocity than the leeward feels from the velocity superposition

principle, so the pressure at the windward side is higher. As a result,

an expanding bubble will experience a Kelvin impulse force opposite
to the moving direction.
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PLANAR MECHANICS IN POLAR COORDINATES

A minimum description of the polar coordinate as a preliminary
is addressed. For further information, readers are referred to the
textbooks in dynamics; see Hibbeler (2016) for example.

Two position-related unit vectors characterize the particle motion
in the form of polar coordinates: outward-pointing radial direction
and counter-clockwise azimuthal direction. The position r is defined
in

r=reé, (C1)

where &, = cos i + sin 6] in the Cartesian coordinate. The velocity is
defined as

vV = %I‘ — rér + rér — rér + reé@/ (C.Z)
where

d .

GE = be (€3)

d ., s

aeg = —08¢,. (C.4)

Differentiating the velocity formulation yields the acceleration
d? s A2\ A i L med) a
a= 5r= (¥ —r0%) & + (r0 + 270) &. (C.5)

Wherein it contains not only the normal second derivatives of the
coordinate axes but also the fictitious term, or the so-called inertia
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accelerations: 6% and —2#6 represent the centrifugal and Coriolis'>
accelerations, respectively. The acceleration without the inertial terms
is called the “apparent acceleration,” while the total is named “ab-
solute acceleration.” The terms should be distinguished carefully in
the acceleration analysis.

15 One could regard the Coriolis force here as the effect from the conservation of the
angular momentum: if the bubble moves toward the center, the term will accelerate
8.
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