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Abstract
Algorithms and AI tools are becoming increasingly influential artefacts in commercial and governance contexts. Algo-
rithms and AI tools are not value neutral; to some extent they must be rendered knowable and known as objects, and in their 
implementation and deployment, to see clearly and understand their implications for moral values, and what actions can be 
undertaken to optimise them in their design and use towards ethical goals, or whether they are even suitable for particular 
goals. Transparency is a term with variable uses and interpretations, a problem which can challenge its use in design and 
policy. Here, we attempt to further clarify transparency. We argue that transparency is the state of affairs that obtains when 
relevant and understandable information about some X is available and accessible to some target audience (A), so that this 
information is sufficient for A for the purpose (P). Moreover, we connect this conceptualisation with transparency’s moral 
value, where P is to provide an account about X’s supportive or conflicting relationship with relevant values and goals. Such 
teleological ends in our context here can be the ability to account for the degree to which an algorithm, process or organisa-
tion respects certain values and is conducive to (social) goals.

Keywords AI · Algorithms · Transparency · Ethics · Values

1 Introduction

Algorithms and Artificial Intelligence (AI) are gaining great 
purchase in a variety of industrial, commercial, and govern-
ance contexts and are viewed as important sources of action-
able information, vested sometimes with great authority. In 
many of their contexts they can contribute towards processes 
and actions that produce significant impacts on individuals.

To some extent they must be rendered knowable and 
known as objects, and in their design, implementation and 

deployment phases, to see clearly and understand their 
implications for moral values, and what actions can be 
undertaken to optimise them in their design and use towards 
ethical goals, or whether they are even suitable for particular 
goals.

In this paper, we closely examine the concept of transpar-
ency and its attendant uses with regards to algorithms before 
proposing an account of moral transparency. We note that 
complete transparency of an algorithm as an object itself 
(in its totality of constituting parts) is not always necessary 
or sufficient, but to support accountability and responsibil-
ity, a variety of aspects of the algorithm and its embedding 
are necessary. Therefore, we are not merely concerned with 
transparency of the algorithm, as such, but also transparency 
concerning the algorithm or AI tool (its larger environment).

In what follows, we conceptualise transparency as a state 
of affairs conducive to the production and acquisition of 
information about some X, arguing that such a state of affairs 
has the properties of information that is available, accessible, 
understandable, and relevant for its various purposes. We 
will explain these properties in detail. Moreover, we under-
stand transparency teleologically, inasmuch as it is of some 
X, for some audience (A), and for a particular purpose (P). 
Furthermore, we connect this understanding to the ethical 
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importance of transparency, that is, how it can cast light on 
the ethical acceptability of X and how such knowledge can 
empower human agency and verify or highlight value sup-
ports or conflicts and allow us to respond to them. Therefore, 
more specifically, we will argue that:

Moral transparency is the state of affairs that obtains 
when relevant and understandable information about 
some X is available and accessible to some target audi-
ence (A), so that this information is sufficient for A for 
the purpose (P) of providing an account about X’s sup-
portive or conflicting relationship with relevant values 
and goals.

We open in Sect. 2 by laying out our understanding of 
algorithms and artificial intelligence. In Sect. 3, we remind 
the reader of the value implications inherent in the design 
and use of different algorithms and AI tools. In Sect. 4, 
we lay out extensive discussion of the various elements of 
transparency, including reference to its epistemic nature and 
describing its core features, especially in relation to algo-
rithms and AI tools. Finally, in Sect. 5 we provide an account 
of moral transparency, produced from a synthesised under-
standing of transparency’s moral and epistemic uses.

2  Algorithms and artificial intelligence

An algorithm can be defined as a finite set of steps that are 
carried out to solve a problem, and “[i]f we adopt a data-
centric view, we use an algorithm to transform some data, 
which describe a problem, to some form that corresponds 
to the problem’s solution” [1]. Algorithms are basic math-
ematical artefacts, and are not fundamentally autonomous. 
They are however often embedded in software tools and 
computational systems (themselves embedded in wider 
social, political and economic systems)—they can be pro-
grammed and coded to eventually be efficiently executable 
by computers [1, 2].

We understand AI tools as those where problems are 
solved in software tools or programmes that build and train 
their models through extraction of rules from training data 
using Machine Learning (ML) algorithms (either through 
supervised processes where labelled data are used, or unsu-
pervised processes where it is not) [3]. Linear regression is 
one example of a supervised learning algorithm, the goal of 
which is the accurate estimation of an output value based on 
some input values [3].

Pattern recognition then is usually the task associated 
with ML, and succinctly according to Mark Coeckelbergh, 
“[a]lgorithms can identify patterns or rules in data and use 
those patterns or rules to explain the data and make predic-
tions for future data” [4].

Another technique associated with AI is Deep Learn-
ing which can, according to Panos Louridas, be explained 
as “[n]eural networks that consist of many hidden layers, 
arranged such that succeeding layers represent deeper con-
cepts, corresponding to higher abstraction levels” [1]. Deep 
Learning algorithms in particular may be especially opaque 
due to their complexity. The process of the data input and 
output through to decision in such multi-layered instances of 
ML can render them as black boxes that elude understand-
ing [4–6].

The advantage of ML algorithms is that they can extract 
actionable insights from large amounts of data [7], and thus 
they can effectively automate large-scale cognitive work-
loads towards solving problems.

Having explored what we mean by algorithms and arti-
ficial intelligence, we will now move on to explore in more 
detail their value-laden nature and the necessity of transpar-
ency with regards to uncovering these value implications.

3  The value‑ladenness of algorithms

Algorithms and AI tools are very influential artefacts across 
many of the environments in which they are deployed [4]. 
With their potentially actionable insights producing oppor-
tunities for the management and allocation of resources, 
and the general tailoring of policy towards addressing some 
problem(s), as well as their general capacity to capitalise on 
and contribute to the information economy, they have argu-
ably (and justifiably) begun to dominate discussion of val-
ues and ethics in information and communication technol-
ogy. Their place in informing and driving decision-making, 
sometimes perhaps uncritically, has led to the coinage of 
neologisms such as “algocracy” [8, 9], conveying an acute 
awareness of a potential drift towards governance through 
algorithms.

Algorithms are not value neutral nor without adverse 
implications for values, despite their perceived impartial-
ity they exist within complex socio-technical systems and 
influence (and are influenced by) relations between com-
posing human agents and patients [10–13]. They have been 
subject to criticism and investigation with regard to nature 
of the training data they use, and how such data, should it 
reflect discriminative practices, can help perpetrate negative 
or “pernicious” feedback loops where previous patterns are 
reinforced by the algorithm [11, 14].

Algorithms have evidenced potential embedded racial 
bias, as an investigation of equivant’s COMPAS recidivism 
predictive tool by ProPublica argued [15]. ProPublica found 
that Black defendants were 77% more likely to be flagged as 
higher risk of committing violent crimes in the future than 
Whites, and 45% more likely to commit any kind of crime, 
by the algorithm—statistics not borne out in reality [15]. 
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Such embedded algorithmic bias can translate into racial 
discrimination if it (mis)informs human action (discrimina-
tive parole or sentencing decisions for example).

Even in private sector hiring, the utilisation of algorithms 
can potentially disproportionately and adversely impact 
groups and individuals based on personal characteristics. 
The case of Amazon’s experimental candidate evaluation 
algorithm is well known—an algorithm that was designed 
for the purposes of scoring job applications which was found 
to favour applications from men because much of the train-
ing data consisted of historical applications that were indeed 
mostly from men [16].

The adoption of algorithms by both public and private 
actors has resulted in artificially bolstered gate-keeping 
of access to both public and private resources, potentially 
deeply impacting the economic welfare of vulnerable peo-
ple whom are scarcely positioned to challenge their weighty 
decisions that can include access to housing, healthcare and 
credit [17].

Algorithms implicate other values beyond fairness, 
including (and certainly not limited to) privacy. An enduring 
example of algorithms’ capacity to impact privacy is that of 
the case involving an algorithm used by Target that correctly 
inferred the pregnancy of a teen girl in America based on 
her purchases, which resulted in baby coupons being sent 
to her home and revealing the pregnancy to her father [18].

There are aspects then of algorithms that can predispose 
them towards misuse, and problems in design and planned 
deployment or implementation can have significant conse-
quences for people even as those using them may not com-
pletely understand why or how they are reaching important 
decisions, and those subject to those decisions may not even 
be aware, as in the case of the pregnant girl, that such deci-
sions are being made before they are made.

4  Transparency

The use of algorithms in multifarious contexts can present 
an epistemic challenge for individuals and societies both as 
end-users and data subjects; end-users may be insufficiently 
informed to reasonably use them towards their intended 
goals even as these artefacts create new standards and ways 
of coming to decisions (and regardless of the provenance 
and reliability of their training data or the sensitivity of their 
application domain) [19, 20].

Given the significant value-ladnenness of algorithms and 
their use cases, and the need for verification of their ethical 
suitability for a particular goal, and their decision-subjects’ 
capacity to respond to them, transparency holds significant 
instrumental value. It can also bolster other important val-
ues, including autonomy (knowledge of an algorithm's limi-
tations may make it less a risk of driving one's judgements); 

accountability (knowledge of fault and causation can aid 
in appropriate allocation of blame); and fairness (knowl-
edge of training data composition and sources may help to 
determine, for example, the presence of bias) [21]. There 
needs to be transparency about algorithms and the contexts 
in which they are embedded so that their potential or actual 
impacts can be monitored, challenged, or corrected. Without 
transparency about actual or likely harm, values cannot be 
upheld.

Depending on the discipline or professional area, 
accounts of transparency differ quite substantially [22, 23]. 
Often, such as in the areas of computer ethics, it involves 
ideas of proactive intentional disclosive communication, 
and enhanced accessibility and visibility of selective infor-
mation by an organisation to inform information receivers 
(stakeholders) of relevant facts [22]. In other areas, such 
as software engineering and computer science, the concept 
has sometimes translated into something quite different, for 
instance referring to the invisibility of processes in a net-
work [22, 23]. Transparency implies that something can be 
seen through—however here we are not interested in trans-
parency as invisibility of an object [24], but clarity of an 
object unobscured by distortions and obstacles. We are inter-
ested in transparency as it relates to knowledge (see [24]), as 
a state of affairs conducive to, ideally, the construction and/
or acquisition of knowledge.

The account we will give of transparency here will be 
a synthetic one, cognisant of its uses in the academic lit-
erature, and will as a result be a broadly applicable one. A 
generally applicable account of transparency is necessary 
because it is not only the algorithm as a mathematical con-
struct that should be known, but also, the context in which 
it is embedded—often we must be able to see, unobscured 
inasmuch as possible, and understand its whole socio-tech-
nical assemblage (see [25]).

4.1  Opacity of algorithms and epistemic opacity

Machine Learning (ML) algorithms are often black boxes, 
the inner workings of which cannot be observed or under-
stood, and even their implementation and deployment within 
their organisational contexts can be less than transparent [5, 
26, 27]. This opacity can emerge for three reasons.

The first is secrecy, information about an algorithm may 
be restricted to protect its owner’s intellectual property 
rights, or to prevent manipulation or gaming by prospec-
tive algorithmic subjects attempting to evade analysis [12, 
28, 29]. Related to this, is the fact for any other number of 
reasons, the deployment and utilisation of algorithms across 
a variety of contexts may not be sufficiently publicised and 
persons can find themselves unknowingly subject to auto-
mated decisions [17].
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The second is illiterate opacity, which stems from persons 
(probably most persons) being insufficiently knowledgeable 
or skilled to understand algorithms on a technical level [28]. 
The third is intrinsic opacity, which emerges from the com-
plexity of dynamic ML algorithms that operate with scale 
and speed, and mathematical rather than semantic ontology, 
that may be even beyond the epistemic capability of domain 
experts to understand [28, 30]. As noted by Mittelstadt, Rus-
sell, and Wachter [31], “[w]hat distinguishes machine learn-
ing is its arbitrary black-box functions to make decisions. 
These black-box functions may be extremely complex and 
have an internal state composed of millions of interdepend-
ent values”.

This opacity poses obvious difficulties. It can be difficult 
to determine or understand an algorithm’s casual role in 
some event or state of affairs, or even if it was involved in it 
at all if the veil of secrecy is thick enough that even its exist-
ence is unknown to most (consider the slew of surveillance 
tools exposed by the Snowden revelations as an extreme 
example). Algorithms cannot be effectively challenged or 
indeed corrected without sufficient knowledge. They can 
influence the decisions of persons who do not fully under-
stand their limitations.

Work in the philosophy of science provides additional 
insights on opacity which reflect on these above described 
problems and their epistemological aspects. This is relevant 
to our discussion here and warrants some exposition, as this 
philosophical work on opacity gives more form to what we 
expect of its opposite, transparency. In the influential work 
of Paul Humphreys [32], he elaborates on a definition of 
epistemic opacity in response to the novel epistemic chal-
lenges presented by computer simulations, which is:

… a process is epistemically opaque relative to a cog-
nitive agent X at time t just in case X does not know 
at t all of the epistemically relevant elements of the 
process. A process is essentially epistemically opaque 
to X if and only if it is impossible, given the nature of 
X, for X to know all of the epistemically relevant ele-
ments of the process.

This definition speaks to the problems with ML algo-
rithms that operate with scale, speed and beyond the seman-
tic capabilities of human agents—such algorithms by this 
definition are almost inescapably opaque.

Claus Beisbart takes a different approach to the concept 
of opacity, preferring an ordinary language derived con-
ception as a disposition to resist epistemic access (which 
includes both knowledge and understanding) [33]. Beisbart’s 
argument at its most basic is a simple one, that something is 
opaque if it is difficult to know [33]. A core feature of Beis-
bart’s argument is that a lack of knowledge or understand-
ing from the human agent’s perspective is not the crux of 
opacity, rather opacity stems from the barriers to obtaining 

knowledge and understanding [33]. Beisbart emphasises the 
importance of relevant features to promote knowledge and 
understanding of something, thereby addressing a potential 
gap in Humphreys’ interpretation (as argued by Beisbart “[p]
rocesses may become the object of different epistemic pro-
jects, depending on what the precise aims of the investiga-
tion are, and these aims determine what is relevant”) [33]. 
Besibart’s full explication of opacity is [33]:

1. The application of a method is opaque to the extent 
to which it is difficult for average scientists in the 
default setting to know and to understand why the 
outcome has arisen.
2. A method is opaque to the extent to which its typical 
applications are opaque.

These insights are invaluable to understanding the prob-
lem of opacity, transparency, and complex algorithmic arte-
facts. In particular, we are inclined to largely (but not strictly 
entirely) agree with Claus Beisbart’s understanding of opac-
ity and build upon this in particular in what follows. This 
approach is elegant in adhering to the ordinary language 
usage of opacity and we believe satisfactorily responds to 
some lack of clarity surrounding Humphreys’ formulation 
(for instance, open questions relating to relevance), and 
furthermore it is useful in positing that a crucial element 
of opacity is not that it relates strictly to the pre-existing 
knowledge or understanding of epistemic agents, but barriers 
to coming to this knowledge or understanding. In our work 
that follows, a major concern is understanding these barri-
ers so that knowledge can be acquired, and importantly that 
can ultimately be acted upon in morally meaningful ways.1

4.2  Transparency in relation to openness, 
interpretability, and explainability

4.2.1  Transparency and openness

Before proceeding yet further, we would like to make some 
additional remarks on what transparency is not, given the 
apparent conflation of transparency with simple openness in 
much of the literature, as well its perhaps unclear relation-
ship with explainability and interpretability. If opacity is a 
main threat to transparency, it might seem attractive to think 
of transparency as openness. Indeed, a more or less common 
understanding of transparency is that it involves the provi-
sion or production of information (disclosure) to some agent 
outside of the immediate sphere of the disclosing agent that 
supports decision-making [23, 34–38].

1 However, we still remain interested in individual epistemic capa-
bilities of different agents which responds to the teleological aspect of 
our conceptualization of transparency.
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For example, Patrick Lee Plaisance primarily defines 
transparent behaviour as honest forthrightness, and argues 
that [39]:

...transparent behaviour can be defined as conduct that 
presumes an openness in communication and serves a 
reasonable expectation of forthright exchange when 
parties have a legitimate stake in the possible out-
comes or effects of the communicative act.

In a similar vein, Christopher Hood argues that transpar-
ency is “…the conduct of business in a fashion that makes 
decisions, rules and other information visible from outside” 
[40]. Turilli and Floridi2 point out that in [23]:

…the disciplines of information management studies, 
business ethics and information ethics, “transparency” 
tends to be used to refer to forms of information vis-
ibility, which is increased by reducing or eliminating 
obstacles. In particular, transparency refers to the pos-
sibility of accessing information, intentions or behav-
iours that have been intentionally revealed through a 
process of disclosure.

However, an approach to transparency excessively wed 
to intentional disclosure is problematic. Transparency and 
openness are neighbouring concepts [41], but they should 
not be conflated. Openness is primarily an attitude and 
related to intentional action, while transparency is a state 
of affairs.

Whilst disclosure of factual data for which they are 
directly responsible by an honest organisation or individual 
will often, but not necessarily, be a pre-requisite for trans-
parency, intentional disclosure does not guarantee useful 
information. Moreover, information can become available 
without the consent of an agent we might expect to be nor-
mally or primarily responsible for its communication, or 
could leak accidentally.

Data may require interpretation and elaboration before it 
can be a useful tool for decision-making [34]. David Heald, 
citing Larsson [42], offers this distinction [36]:

....transparency extends beyond openness to embrace 
simplicity and comprehensibility. For example, it is 
possible for an organisation to be open about its docu-
ments and procedures yet not be transparent to relevant 
audiences if the information is perceived as incoherent. 
Openness might therefore be thought of as a charac-
teristic of the organisation, whereas transparency also 
requires external receptors capable of processing the 
information made available.

A transparency which privileges openness might also 
privilege seeing over understanding, to the extent that related 
duties may be discharged simply from disclosure of poten-
tially insufficient or even non-interpretable information, as 
Ananny and Crawford [25] argue, “[s]eeing inside a system 
does not necessarily mean understanding its behaviour or 
origins”. Indeed, an understanding of transparency as open-
ness, were it to make agents duty-bound simply to provide 
information (without selectivity, perhaps even intentionally 
so), can result in a situation where, “[i]ncreasing transpar-
ency can produce a flood of unsorted information and mis-
information that provides little but confusion unless it can 
be sorted and assessed” [43].

Moreover, again, conflating transparency with openness 
fails to account for involuntary disclosure. When involun-
tary disclosures (leaks) occur from an organisation and we 
learn more about that organisation and its practices (again 
for example, Edward Snowden’s disclosures about the NSA’s 
surveillance apparatus), we might normally say that some 
transparency has been attained and yet the organisation itself 
was by no means open, nor forthright.

Another issue is a somewhat semantic one, and arises 
when we consider transparency of an artefact. Whilst an 
algorithm or AI can certainly be “open” to public inspection, 
that is, available and accessible, an artefact cannot neces-
sarily be open in the sense of being forthright and honest. 
Beyond that, as we have said, if an artefact is available and 
accessible that does not mean it is understood and it seems 
unreasonable to say that something which is esoteric is trans-
parent (at least not to a particularly useful degree), it is still 
possibly opaque.

For transparency to be a useful concept, it needs to incor-
porate features beyond openness, it needs to be teleological 
and therefore relevant to something, and entail the commu-
nication of useful information.

4.2.2  Transparency, explainability, and interpretability

Beyond openness, there is some lack of clarity surround-
ing the relationship and distinction between transparency, 
explainability, and interpretability. We argue that whilst 
these are neighbouring (if not to some degree integrative) 
concepts, they are also not necessarily the same and there are 
distinctions that should be initially clarified here.

This triumvirate of connected concepts appears often, 
especially in technical literature and literature relating spe-
cifically to algorithmic transparency and transparency on 
a technical level (also see especially the xAI literature). In 
this literature, essentially, transparency is defined variously 
as making the internal workings of an algorithm apparent 
(even by design) or, somewhat distinctively, comprehensi-
ble (or has the potential to be understandable), or at least 
its outcomes [31, 44–47]. Explanation can refer to ways of 

2 Their work remains cognisant of the multifaceted nature of trans-
parency, however, noting that information provided should be "…true 
semantic content that can be used for epistemic purposes" [23].
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transmitting information about the algorithm, particularly 
in terms of reasons, decisions, and evidence, in support 
of building trust and understanding of its appropriate use, 
and has been considered an interface between person and 
algorithm [31, 44, 47]. The EU High-Level Working Group 
on AI links technical explainability to the traceability and 
understandability of decisions to humans, and also empha-
sises the importance of the explainabiliy of decision-making 
processes and organisational embededness [48].

Finally, interpretability can also refer to the comprehen-
sibility of a model and its output and how it behaves [31], 
or the capacity to provide human understandable interpreta-
tions that are in distinction to explanations, not necessarily 
meaningful to users [44].

To be clear here and reiterate, at a basic level we under-
stand transparency as a state of affairs conducive to, ideally, 
the construction and/or acquisition of knowledge about some 
X. In this case, a transparent algorithm is one about which 
sufficient information exists or can be generated and shared 
that can answer relevant questions about it (transparency 
then, is decomposable to different questions or corresponds 
with different levels of abstraction). Explanation is a relevant 
feature of transparency, representing the meaningful com-
munication of relevant information that contributes to more 
transparency about our X for a given purpose, or indeed 
arises from already transparent situations. Interpertability 
should be understood as being synonymous with compre-
hensibiliy and communicability of information, and then is 
also a feature of transparency and one which can also further 
contribute to that state.

We make these distinctions to ensure that transparency 
serves, for the most part, its classical and generalisable 
usage and does not refer solely to the comprehensibility of a 
model, but a situation where a model, or related aspects, can 
be comprehended either in whole or in part (transparency 
can be granular), and to ensure no conflations between the 
neighbouring and interdependent concepts of explainability 
and interpretability.

4.3  Transparency and knowledge

We have seen in previous sections that opacity is a threat to 
transparency (4.1) but that openness alone is not enough to 
overcome it, and even is not technically always necessary 
from directly responsible agents (4.2). What we need to add 
to the availability of information is it should allow its receiv-
ers to answer relevant questions about the object of concern 
[22]. Transparency then should be understood as an epis-
temic concern and in opposition to the concept of epistemic 
opacity as we explored earlier. We believe that transparency 
arises where something is knowable, and knowable by vir-
tue of, as Beisbart fundamentally suggests in his account of 
opacity, a lack of barriers to coming to some knowledge. 

Additionally, we generally move beyond requirements for 
only epistemic access to some X, but believe that certain 
conditions (or a state of affairs) must be such that the infor-
mation environment around our object of inquiry actually 
supports the inquiry and its goals.

The knowability of some X can be objective, as argued 
by Beisbart who argues for a standard of something being 
knowable and/or understandable by scientists [33]. This is 
an important minimum standard for a realistic conception 
of transparency; however we must acknowledge different 
epistemic capabilities and the need, in practice, to custom-
ise information to meet the needs of different question-ask-
ers with sensitivity for their varying epistemic needs and 
abilities.

We will shortly return to discussion about traits of a 
transparency that support knowability or even understand-
ing. In the following (4.4), we will unpack transparency 
more in the context of the algorithm, and what different 
varieties of transparency can apply to this, and what we can 
learn from this to synthesise a new understanding of moral 
transparency.

4.4  Transparency of algorithms in context

As algorithms are the product of many decisions throughout 
a multi-stage process, and are deployed in live and dynamic 
contexts with direct implications for values, when we refer 
to transparency of algorithms we can be referring to a large 
collection of possible objects and circumstances. We are, it 
might be said, not only interested in transparency of algo-
rithms, but transparency concerning them.

For this reason, it is helpful to point towards how ques-
tions of algorithmic transparency can be organised more 
clearly, and are relevant to technical, governance, and other 
contexts (see [41]). To do this, we endorse an approach of 
growing appeal in the ethics and philosophy of technology, 
which is to use Levels of Abstraction (LoAs) [49, 50].

Algorithms can be viewed and analysed at different LoAs. 
From a technical perspective, Giuseppe Primiero usefully 
divides computational systems into the following LoAs [2, 
51]:

• Intention
• Specification
• Algorithm
• High-level programming language instructions
• Assembly/machine code operations
• Execution

Analysis of an algorithm (as a computational system) 
at each given LoA can answer important morally relevant 
questions—including whether there is bias in training or 
input data [4] for instance; whether a model is accurate; 
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whether the goals of the algorithm are ethical (intention); 
and whether it is free of bugs that threaten accurate and con-
sistent performance (programming through to execution). 
The detail of such LoAs, that is, how much information must 
be made available to satisfactorily answer a question, again, 
depends on the audience. No single LoA however will help 
us identify all potential ethical issues or problems or respond 
to them, even if it might be useful in particular cases for 
individuals—algorithms need to be viewed from a variety 
of LoAs from the technical right through to their political 
or social context [41], or the LoAs relating to governance 
and societal impact, for a full and proper assessment of their 
justifiability.

When we speak of transparency of an algorithm from the 
perspective of a level of abstraction relating to its inception 
and design, with the overarching normative goal of evalu-
ating their ethical acceptability, we are interested in what 
Michele Loi, Andrea Ferrario, and Eleonora Viganò call 
design transparency, or, “…the adequate communication of 
the essential information necessary to provide a satisfactory 
design explanation of such a[n algorithmic] system” [52].

For Loi, Ferrario, and Viganò,3 such design transparency, 
in total, consists of [52]:

• Value Transparency—or transparency of the intended 
goal of the algorithm, including reasons and motivations 
to determine that the goal is indeed valuable.

• Translation Transparency—or transparency of the trans-
lation of the goal into machine language.

• Performance Transparency—or the provision of perfor-
mance and impact metrics (e.g., “…classification accu-
racy and a meaningful comparison of group-related false-
positive and false-negative rates”).

Finally, Loi et al. introduce the concept of Consistency 
Transparency, which is proof that algorithms make their 
predictions by the same rules even if those rules cannot be 
“observed in operation” [52].

Figure 1 maps broadly a scheme of Levels of Abstrac-
tion, showing the movement from LoA to the varieties of 
transparency identified by Loi et al. [52]. By analysing an 
algorithmic system at different LoAs, or by making an algo-
rithmic system knowable through these LoAs, varieties of 
transparency can be achieved that can help us know whether 
an algorithm is ethically fit for purpose, or perhaps what 
elements of its design or environment need to be changed.

We have added two additional LoAs beyond those of 
Primiero in Fig. 1, the organisation and society; both of 
which can certainly be decomposed into smaller frames of 
analysis again [51]. Ultimately, we do not want only trans-
parency of an algorithm’s design; we want its performance 
and consistency metrics applied to determine its societal 
impact. We want to be able to determine for example that it 
has not resulted in false positives, or whether it has resulted 
in increased discrimination against minorities. We also need 
to see how it has changed the environment in which it is 

Fig. 1  Levels of abstraction 
and transparency of design, 
governance and societal impact 
(adapted from [51, 52])

3 For an alternative account of a different set of varieties of trans-
parency see discussion of functional, structural, and run transpar-
ency by Kathleen A. Creel [53]. These varieties also ultimately fit 
within different technical LoAs, but in combination are important in 
understanding how an algorithm does or might interact with its wider 
socio-political or socio-technical environment.
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used and the rules governing its use—we need information 
about its end-users to ensure that an algorithm’s environ-
ment facilitates its ethical, responsible, and accountable use.

4.5  A general conceptualisation of transparency

We will now offer our general conceptualisation of trans-
parency that integrates the various issues discussed in the 
previous sections. This general conceptualisation is based 
on three core ideas, namely (1) that transparency is not an 
attitude but a state of affairs; (2) that we should understand 
transparency teleologically as always being of something 
(X), for some audience (A), and for some purpose (P); and 
(3) that transparency requires information that meets a num-
ber of attributes (which we will shortly discuss) so that it can 
communicate knowledge that satisfies P, and ideally leads 
to understanding by A. We claim that this conceptualisation 
of transparency can be used across disciplines and across 
different levels of abstraction and organisational embedding 
of algorithms.

The first idea directly follows from our discussion in 
Sects. 4.1–4.3. We made three overarching points, taking 
some effort to argue that transparency is not simply open-
ness, but is a largely epistemic and more multifaceted con-
cept. First we stated openness is an attitude and can therefore 
only apply to intentional agents, not to algorithms. Second, 
openness supposes voluntary disclosure, while transparency 
can also result from involuntary disclosure of information. 
Third, information need not only become available and be 
accessible, but also need to be relevant and understandable; 
it needs to upgrade to knowledge (which is a state of affairs 
not an attitude).

The second idea poses that we should understand trans-
parency always as being of some X for some agent A for 
some purpose P. While this idea might not be very contro-
versial, we believe it is advantageous to come to a general 
characterisation of transparency that cuts across different 
LoAs and (hence) between different disciplines. In Fig. 1, 
we highlighted Loi et al.’s distinction of four main types 
of transparency (value transparency, translation transpar-
ency, performance transparency and consistency transpar-
ency) [52], which all fit this general characterisation. In fact, 
the labels (values, translation etc.) refer to examples of the 
purpose P for which we need transparency; as Fig. 1 also 
suggests at different LoAs, we are interested in the transpar-
ency of different objects X like e.g., an algorithm, a com-
puter program, a decision procedure or the functioning of an 
organisation. What we further add to this is that transparency 
should be understood as being both objective (the possibility 
of being knowable by experts) and subjective or relative for 
some audience A. This implies that what counts as being 
accessible or understandable, for some information required 
for transparency, can be relative to the capacities and needs 

of the relevant agent, and cannot be always simply be deter-
mined in the abstract.

This brings us to the third element of our general concep-
tualisation: which is that transparency necessarily requires 
the presence of certain attributes to upgrade to knowledge 
or even understanding for the relevant audience A.4 In the 
following sections, we discuss each of these attributes in 
more detail. After that we specifiy our proposed definition 
of transparency.

4.5.1  Availability

Availability is probably best considered as the existence 
of data or information pertaining to X. This is a critical 
requirement of transparency, as discussion of information, 
knowledge, access, understandability and relevance are all 
moot if there is no data or information available to develop 
and communicate. If there is no data, nor information, no 
questions about a particular X are answerable. Our X could 
be the many things, from the input data, to the model used, 
or information pertaining to how a decision was made or 
who was involved and how much control they had, or how 
it impacted an individual, and may be sought by A (a data/
decision subject) for the P of contesting a decision.

4.5.2  Accessibility and findability

We define accessibility here as the possibility of receiving 
available data or information by relevant audiences. For 
instance a civil society organisation may ask for information 
pertaining to a recidivism prediction algorithm’s model for 
the P of assessing its fairness, but the intellectual property 
holder may decline the request. In such a case, our X is avail-
able, but not accessible.

Findability too is important in this context. If informa-
tion cannot easily be found, this also implies that it is not 
easily accessible. Important information could, for example, 
be released as a footnote in a digital report that is not easily 
yielded in web-search results.

4.5.3  Understandability

Understanding and understandability are a complex facet 
of transparency, and will require a little more exploration 
here than other attributes. First, it is important to find the 
demarcation between understanding and knowledge, which 
may not always be obvious. In the literature, there have been 
different thoughts on the relationship between knowledge 

4 Yu-Cheng Tu does an excellent job of identifying many of these 
attributes of transparency, which we adopt here as critical properties, 
albeit with variances in our interpretation of their meaning [22].
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and understanding. Kvanvig [54], as described by Pritchard 
[55] argues that understanding is “…an epistemic standing 
that is closely related to knowledge,” and one which is, “dis-
tinctively valuable”. Furthermore, in the philosophy of sci-
ence, it has been argued that the dominant thought has been 
that understanding is an equivalent of knowledge, that [55]:

....understanding why such-and-such is the case is 
equivalent to knowing why such-and-such is the case, 
where this is in turn equivalent to knowing that such-
and-such is the case because of such-and-such.

From our perspective, we should understand there being 
a significant difference between knowing and understand-
ing, whereby knowing is a state of possessing knowledge 
(whether we consider that a justified true belief or other 
interpretation), whilst understanding implies a greater level 
of command over the how and why questions of this knowl-
edge.5 For example, testimony can carry knowledge, but the 
knowledge obtained by an epistemic agent from this testi-
mony may not yield a deep understanding of the issue, object 
or process in question (see Beisbart [33]).

Stephen R. Grimm [57], for example, describes the work 
of Zagzebski [58], of which he says:

…on her view, understanding is fundamentally a mat-
ter of grasping how various pieces of information 
relate to one another; it is a matter of making connec-
tions among them, of seeing how they hang together.

So a not uncommon interpretation of understanding is 
the notion of “grasping”, either at the relationships between 
interrelated information, as Luciano Floridi may say [56], or 
“…seeing connections among one’s beliefs” [57].

Understandability, then, should be considered to be the 
state to which some phenomenon lends itself to understand-
ing by an epistemic agent. If understanding is the grasp of 
connections, then we argue that understandability is the pos-
sibility of grasping those connections. Objectively, we might 
say that something is understandable if an expert can grasp 
those connections. Subjectively, something is understand-
able relative to the epistemic ability of the person receiving 
information.

We argue for a conception of transparency as a state of 
affairs ultimately conducive to acquisition of knowledge, and 
perhaps counter-intuitively have put in place the require-
ment of understandability prior to this knowledge, which 
may seem to be putting the cart before the horse. This is 
why it is also important to make the distinction between 
understandability and understanding. We propose that an 
object, the X which is the object of inquiry of our transpar-
ency (an AI model, perhaps), be understandable to promote 
transparency, under the assumption that knowledge derives 
from something that can be explained (and can be bolstered 
by explanations between agents). Such knowledge then can 
contribute to understanding, and then further knowledge.

The degree to which something is understandable may be 
more or less limited; transparency (and opacity) can come 
in degrees determined by this fact, yet it is a determinant of 
something being transparent, and the more understandable 
some X is, the more conducive it is to knowledge that can 
be acted on appropriately.

If something is understandable, then it should be possible 
to explain it to different audiences in relation to different 
levels of abstraction. xAI, the field of inquiry about explain-
able artificial intelligence, calls for “everyday” or “partial” 
explanations of an algorithm’s functionality and behaviour 
in specific cases and is concerned with various methods for 
making AI tools more explainable and conveying relevant 
explanations to appropriate persons [31]. This movement 
then is concerned with the objective understandability of 
AI tools and their aspects, as well as, within its relevance 
criterion, subjective or relative understandabiliy vis-à-vis 
particular epistemic goals. Explanation is the method by 
which understandable information is transferred to a relevant 
audience. In the following subsection, we will explore what 
exactly we mean by relevance.

It should be noted that the xAI approach promotes and is 
promoted by transparency, however our approach to trans-
parency is broader, and whilst encapsulating, referential to 
and endorsing xAI, should nevertheless be understood as 
being a broader umbrella and compatible with other uses 
(for example, the transparency of organisations, methods, 
and procedures).

4.5.4  Relevance

Yu-Cheng Tu usefully outlines this attribute of transparency, 
and though it is in the context of software engineering, Tu’s 
definition provides an instructive starting point nonetheless 
[22]. Tu defines relevance as “…the degree to which the 
information obtained by stakeholders answers their ques-
tions” [22]. Transparency of X implies a well bounded ques-
tion about that X which determines what kinds of informa-
tion are necessary for answering or explaining it, or coming 
to some knowledge or understanding that can be put to some 

5 For more similar discussion, see Floridi [56], who gives the con-
cept of knowledge (and information) an extensive treatment but dif-
fers by holding knowledge and understanding to a closer status, which 
is to say that knowing implies understanding, and where a lower 
threshold is met an agent may simply be “informed”. We agree that 
information upgrades to knowledge, but for us the more immediately 
crucial distinction is between knowledge and understanding, which 
plays an important role in discussion of algorithms and AI, especially 
xAI. From our perspective, knowledge broadly implies a body of 
information about something, and understanding a significant insight 
into that body of information.
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purpose. The kind of information made available should also 
be done with the epistemic capability of the question-asker 
in mind. Relevance then, as Beisbert suggests, is determined 
by the goal of the inquiry (and separately, who the inquirer 
is) [33].

So, information available and accessible must be able 
to satisfy with some degree of precision a question asked 
about X, and if such information, sufficiently relevant to the 
question, is not available, ideally (and arguably obligato-
rily depending on the purpose for which the information is 
sought) it should be produced and disclosed.

Epistemic capability of question-asking agents and under-
standability of information imparted is related to relevance, 
and is of key importance (see [31]). A technical or scientific 
explanation may not be relevant to their needs [31]. The 
algorithm’s output in this situation remains opaque to that 
person subjectively—the information may not be strictly 
relevant for the person’s epistemic needs, and beyond their 
epistemic capability. This is not to say that more complex 
information should not be available for consumption and fur-
ther processing by experts, with more information intensive 
needs or even greater access needs, who will have interest in 
low levels of abstraction. An agent or patient therefore need 
not be given all of the available information, particularly in 
unwieldy or complex formats. Attributes of explanation (as 
a communicative and teleological act) are selective and tele-
ological, they fulfil epistemic need without overwhelming 
epistemic capability, at which point the imparted informa-
tion may serve to obscure rather than illuminate [31, 59, 60].

Determining what kind of information to share, and in 
what format it is shared, is contingent on epistemic capabil-
ity and need. The subject of an algorithm’s decision may 
be satisfied with a selectively chosen and clear everyday 
explanation. A scientific expert investigating some aspect of 
the algorithm may require a higher threshold of much more 
complex information, or a scientific or technical explana-
tion. Relevance requires a determination of what a question-
asker needs to know, and the elaboration or management of 
information that they can actually consume and hopefully 
upgrade to knowledge or understanding, depending on their 
capability. As argued by John Zerilli et al. design and physi-
cal level explanations may be excessive and irrelevant to 
those simply seeking reasons for algorithmic decisions [60].

Simple (relatively) explanation then can carry relevant 
information, imparting even knowledge that is arrived at 
from more thorough investigation of X. Relevance shows 
that questions about our X can be satisfied without a deep 
understanding of X as it decomposes in levels of abstraction, 
that is, our X does not need to be completely transparent to 
an agent, merely transparent enough to come to knowledge 
to respond to X in appropriate ways.

To illustrate this better, a loan applicant (or their 
advocate) (A) might ask for the decision reason (X) of a 

credit-scoring tool for the purposes (P) of contesting it. Rel-
evance is determined by the epistemic need of A the appli-
cant or their advocate, and the information communicated 
should be selected such that it supports their knowledge and 
understanding of X and capacity to contest any decision. 
Such information should be tailored to the epistemic ability 
of A, and could consist of a contrastive or counterfactual 
explanation or scientific one depending on the precise cir-
cumstances of the case [61].

5  A proposed definition of moral 
transparency

5.1  Moral transparency

So far, we have synthesised an understanding of trans-
parency from different sources and applications and have 
framed it as a state of affairs conducive to the acquisition 
of knowledge with the normative and teleological role of 
being for some agent and for some purpose. We explored 
this with an interest in the opacity that often accompanies 
algorithms, and the need to eliminate or work around this 
opacity to support the rights of those affected by such algo-
rithms within socio-technical assemblages and societal or 
moral values, and the responsibilities of those who use them. 
To that end, we will now undertake the task of securing the 
moral import of transparency by adjusting our definition to 
emphasise its moral role, where that P is explicitly to serve 
ethical or moral ends.

The various elements that we have discussed can now be 
combined in our proposed definition of moral transparency:

Moral transparency is the state of affairs that obtains 
when relevant and understandable information about 
some X is available and accessible to some target audi-
ence (A), so that this information is sufficient for A for 
the purpose (P) of providing an account about X’s sup-
portive or conflicting relationship with relevant values 
and goals.6

Here we deliberately made the purpose for which we 
require transparency more specific, to validate that our X is 
ethical with a view to supporting morally relevant decision-
making, for example, whether that is the kind of remediation 
that can come from accountability or the decision not to 
use an algorithmic system with knowledge that it is harm-
ful. To that end, we believe that transparency is best under-
stood as serving the (general) purpose of accountability and 

6 Then the capacity of A to provide an account of X (and its relation-
ship with its values and goals) also requires some level of knowledge 
or understanding of X.
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responsibility with respect to values and goals and the kinds 
of decisions that can follow this.

To this extent, and as recognised by Mark Coeckelbergh 
[26], the moral imperative of transparency can be understood 
to derive from the notion of responsibility, both in the sense 
of its being backward-looking and forward-looking. By 
backward-looking responsibility, we mean “….the (moral) 
obligation to account for what you did or what happened 
(and your role in it happening)” [62]. This is in contrast to 
forward-looking responsibility, which generally “…refers to 
the obligation to see to some state-of-affairs and to ensure 
discharge of entailed duties, which attach to one’s relation-
ship to some object or role” [21, 63].

Transparency is an important instrumental value that 
positively supports other values, and is necessary to sup-
port accountability (providing explanations for what we have 
done to those affected).

We need to be in a position to compile and provide infor-
mation about our decisions and actions to affected or inter-
ested parties (or sometimes “moral patients”) about how we 
or our AI tools came to these decisions or actions [21, 26]. 
This duty of transparency via accountability as answerability 
can further be justified or explained by an appeal to non-
instrumentalism and the respect of human agency. That is, 
we must respect the agency and free will of those subject to 
our actions and decisions [39, 64], which naturally entails 
honestly informing them of the relevant circumstances lead-
ing to concrete impacts on their lives. From the backwards-
looking perspective, transparency can be used to help vali-
date respect for values—that a system has not resulted in 
untowards implications for fairness, autonomy, or privacy.

Moreover, we need to possess sufficient knowledge of the 
tools we use (and their physical environments) to ensure we 
wield them responsibly [26]. Part of this forward-looking 
responsibility rests on contemplating the impacts of the use 
of our tools and the potential consequences of our actions, 
and ensuring that they are suitable for their goals and pur-
poses and no (or minimal) unintended or adverse effects 
arise from their design and deployment. Those who design 
and deploy AI tools then are responsible for making sure 
that their tools and their applications uphold or bring about 
values with minimal tension (for instance, economic wel-
fare, security, fairness, autonomy). To do this, they must be 
informed sufficiently such that they can design or adapt them 
appropriately to their use case. We can see that transpar-
ency, as well as serving the important goal of accountability 
(arguably a key goal of xAI), is also an intrinsic feature of 
value-sensitive or ethics-by design approaches to technologi-
cal development. Knowledge of a tool (whether existing or 
proposed) [26], its organisational embedding, and its opera-
tional context is promoted through transparency, and such 
knowledge empowers responsible actors to better meet the 

demands of our moral or societal values throughout software 
development cycles up to final use.

From the forwards-looking perspective, transparency sup-
ports relevant actors in ensuring that a system can or will 
continue to uphold and/or respect values.

5.2  Implementing moral transparency

Figure 2 provides an illustrated account of some of our dis-
cussion so far and helps us to better describe our approach 
to moral transparency. Consider a situation where a civil 
society organisation (CSO)(A) asks the end-user of a credit 
scoring algorithm to validate the fairness of their algorithm. 
In this case, our moral transparency X is a reasonably com-
prehensive overview of the algorithm’s design, implementa-
tion, and deployment, with a view to establishing its fairness 
(P), that is, that there is no bias and discrimination present 
in the design and use of the tool. The request may be com-
prehensive, but the information to be supplied need only be 
enough to validate the fairness of the tool.

To support transparency on fairness, the end-user7 may 
wish to supply a variety of data that corresponds to differ-
ent LoAs of the algorithm from input and training data (and 
other information presented in Fig. 1 as it relates to the ques-
tion), organisational composition and processes for actioning 
outputs, and aggregate results of those outputs (for example, 
comparisons of credit scores by personal characteristics) and 
explanations for those outputs or any discrepancies—all tai-
lored to the expertise present in the CSO or at least those 
persons the CSO may subsequently share the information 
with.

Fig. 2  Transparency of algorithms in context

7 Do note that such questions may be answered by agents that do not 
have direct responsibility for an algorithm, such as whistleblowers or 
journalists.
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The transparency in this case is generalised, however 
we may also ask for individualised transparency, that is, 
an individual may ask the same end-user for an explana-
tion concerning the fairness of a decision for them, and the 
end-user would be expected to, depending on the epistemic 
need and ability of the individual, provide information and 
reasons in support of the validity and fairness of the deci-
sion including input data and organisational decision (and 
appeal) procedures.

A convincing potential relationship between transparency 
providers and receivers has been outlined by Coeckelbergh, 
who argues that transparency is owed by responsible agents 
to moral patients, that is, the recipients or those affected by 
their actions and decisions [26]. This provides a useful start 
in defining transparency duties, but one we would like to 
make some effort here to define further.

We suggest that such an approach is generally correct but 
that the moral agent and patient relationship is not always 
clear in socio-technical systems. What is perhaps clearer 
is the notion of relevant relations between agents (and/or 
patients) and things [65]. Those responsible for transpar-
ency should be those with a relevant responsibility relation 
for some object (the algorithm’s designer or end-user), and 
duties of transparency (in terms of to whom) should depend 
on a relevant relation to the agent holding a right to transpar-
ency (that may not be a moral patient, per se, but instead a 
potential advocate such as a civil society organisation) [21]. 
An Agent B8 may hold a duty of transparency about some-
thing to another subject that is not strictly, or very appar-
ently, a patient, for example the supplier of an AI tool should 
make various aspects of that tool transparent to Agent C, the 
end-user. An external entity (a civil society organisation or 
a journalist) can also provide transparency of the internal 
and organisational aspects of an AI tool, potentially without 
the cooperation of those responsible for its design and use, 
and they would hold such a responsibility for such transpar-
ency as a core element of the mission of their institution 
(see [65]).

All this is to say that we endorse a relational account of 
responsibility and transparency, and add to the warning that 
there is a challenge in disentangling these relations and it 
is worth noting that they are not strictly bi-directional nor 
strictly only between agents and patients. Fundamentally, 
our audience (A) may not be a patient in the strictest sense, 
when considering the vulnerability this might entail, but may 
simply be another responsible actor with transparency needs 
to bolster its own responsibilities.

In Fig. 3 we lay out a non-exhaustive framework of an eco-
system of transparency, that is, agents (and audiences) within 

the socio-technical system of an AI tool with information 
needs and duties to ensure relevant values are being upheld. 
In what follows, we will describe an at least provisional list of 
the types and kinds of information that each party should be 
rendering available (or requesting) in formats determined by 
the epistemic need and capacities of transparency recipients.

AI Supplier: the supplier (representing the intellectual 
property holders and designers etc.) of an AI tool can be 
expected to release a variety of types of information neces-
sary to help validate the compatibility of the tool with moral 
values and to help use the tool responsibly. Such informa-
tion could pertain to the entity itself, including its corporate 
structure and the composition of the workforce (is it inclu-
sive and diverse), whether it is a public or privately held 
organisation and where it is located. Such information can 
help us understand the standpoint (see [66]) of the creators 
of the tool, and whether, for example, they are located in a 
jurisdiction that respects the rule of law, thereby helping 
us understand likely fairness and legality implications of 
the tool.

AI tool: There is a wealth of information that should be 
made available about the AI tool, by persons who own it, 
designed it, use it and those with responsibilities for provid-
ing information in service of the public good (civil society). 
Useful for validating value support or tensions (and respond-
ing to those with responsibility) are the tool’s goals and pur-
poses; input data; training data; output data; programming 
language and code; the model and how it reaches it decisions 
to the extent that is possible; information pertaining to the 
development cycle (e.g., whether there was stakeholder input 
and feedback). Such information can be used, for example, 
to validate or assess implications for fairness and privacy.

AI end-user: Like the AI Supplier, the end-user should 
provide information as appropriate about its internal com-
position; the purposes and justification for which it uses the 
algorithm; the decision procedure and human involvement 

Fig. 3  Ecosystem of actors and artefacts in algorithmic transparency

8 We have forgone Agent A in order to avoid conflation with Audi-
ence (A).
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in it; appeal procedures; other relevant internal governance 
information; results arising from the adoption of the tool; 
and it should list the actual supplier of the tool as well as 
the procurement procedure. Such information can help us 
validate or understand implications for fairness, and the 
autonomy of end-users.

External agency/auditor: An external agency or auditor 
should provide information as appropriate about its compo-
sition, rules of operation, and methodologies for assessing 
AI tools. See [67] for more substantial discussion on this 
general topic.

Civil society: Civil society should provide informa-
tion about its mission, composition and methodologies for 
assessments it makes of AI tools. Its mission may in many 
cases be one anchored to moral transparency, that is, it vali-
dates whether an algorithm conforms to moral values (see 
Propublica’s work regarding COMPAS for example).

State institutions: State institutions could represent audi-
tors, AI end-users or even AI suppliers as the case may be 
and should provide information pertinent to their exact role.

The individual and society: We cannot hold the individ-
ual or society strictly as transparency duty holders, but they 
will require much of the preceding information to understand 
and respond to the consequences of the use of an AI tool 
for them. Those designing and using AI tools do however 
have an obligation to understand the ethical, legal, and social 
impact of their tools and should make efforts to understand 
the problem space and those who will be impacted by them, 
through direct engagement and communication if necessary.

5.3  Transparency, value tensions, and its limits

In previous research, we set about mapping value supports 
and tensions in the context of justice and security. With 

regards to transparency, we have noted that it can come into 
tension or conflict with other relevant values held by soci-
ety (see Fig. 4 below, reproduced from the aforementioned 
article).

As evident from Fig. 4, we have argued that transpar-
ency, when at least unmoderated and in different permuta-
tions, can come into tension with values including privacy, 
accuracy, and autonomy. Transparency of an algorithm can 
risk privacy, for instance, if it could reveal personal details 
arising from input data, or other data about those subject to 
algorithmic decisions [68]. Transparency can come into ten-
sion with ownership and property to the extent that revealing 
too much about the model underlying algorithms and AI 
tools to a wide audience could put at risk the owner’s intel-
lectual property if it could be reverse engineered or dupli-
cated [68]. Not depicted in the Figure is also the potential 
tension between accuracy and transparency [46], whereby 
more complex algorithms that are arguably more accurate 
are more conducive to opacity than transparency.

In our formulation of transparency, we are focussed on 
its instrumental potential to support other values, and we 
recognise that wholesale transparency, where every question 
is answerable to everyone, is neither desirable nor necessary 
to achieve moral transparency, or simply the validation of 
value and supporting achieving it. Instances where rendering 
something transparent results in harm (revealing personal 
details) would not be called for by moral transparency.

It is sufficient for enough information about an algorithm 
to be made available to verify that it will do no (dispropor-
tionate depending on the context) harm to its subjects, and 
such transparency may still be curtailed even to specified 
and confidential audiences such as a transparent and reli-
able auditing agency with sufficient enforcement powers 
(see [67]). Algorithms based on deep learning may never be 

Fig. 4  Transparency and value 
tensions (adapted from [21])
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completely transparent, or more specifically their internal 
processes, but this does not mean that they are so inscrutable 
as to preclude our moral transparency.

This also precludes the absolute necessity of explainabil-
ity and interpretability of algorithms and their decisions, as 
this might only be required to the extent that it helps validate 
our values (although this militates against the use of opaque 
algorithms that defy transparency in high risk situations [69, 
70]). It need not be morally obligatory then to design a trans-
parent algorithm, so long as it can at least be demonstrated 
that an algorithm will not cause harm where it is deployed. 
An algorithm should also, we agree, not be held to a higher 
standard than a human would be [60]—we only need suf-
ficient information and reason from human decision-makers 
in accountability and transparency procedures, not a God’s 
eye insight into their cognitive processes.

The restriction of the provision of information to differ-
ent agents, especially the public, is not new. Both the GDPR 
(see Article 23 for example) and the European Convention 
on Human Rights (see Article 10), for example, allow for 
derogation or limitation on the rights to freedom of infor-
mation, normally where it is in service of security, the pub-
lic interest, or scientific research for example. This too can 
apply to duties of transparency relating to algorithms, that 
is, those with transparency responsibilities can justify lim-
iting the access and availability of relevant information to 
particular audiences where it is demonstrably necessary and 
proportionate (protecting personal information for example). 
What is important is that curtailments of transparency are 
well documented and justified, and that at least a sufficiently 
empowered agency remain capable of more thorough access 
to the justifiably confidential aspects of an algorithm, at 
least to the extent that an algorithm is involved in sensi-
tive contexts like credit-scoring or parole decisions. To that 
extent, qualified transparency is also compatible with moral 
transparency.

6  Conclusion

Transparency is a vital instrumental value that plays an 
important role in supporting other values. We must have 
access to information, and ideally knowledge or even under-
standing, about value-laden objects and systems.

We have unpacked a synthetic account of transparency 
that builds on the literature in an effort to support a con-
ceptualisation of transparency that can work more consist-
ently across disciplines and subjects. We have moved the 
focus of transparency away from attitudinal attributes such 
as openness, to a more comprehensive list of attributes, 
such as availability, accessibility, understandability, and rel-
evance because they support the acquisition of knowledge 
that can satisfy the teleological ends of transparency. Such 

teleological ends in our context here ultimately are the abil-
ity to account for the degree to which an algorithm, process 
or organisation respects certain values and is conducive to 
(social) goals and ultimately respond accordingly. When the 
goals of transparency are morally relevant, we are then talk-
ing about a particular kind of transparency, moral transpar-
ency—a concept itself motivating normative requirements.

Ultimately, many elements of algorithms, AI tools, and 
their environments should be known or knowable by the 
organisations using them and citizens subject to their deci-
sions both directly and indirectly. To ensure values are 
being upheld, or will be upheld, the whole assemblage 
of algorithm through to society will need to be analysed 
at different levels of abstraction. Moral transparency 
requires proactive epistemic action. Algorithm designers 
should reasonably strive for explainable AI and all persons 
involved in design and deployment should investigate the 
risks inherent in their systems and make the outcomes of 
such investigations available to the public. There should be 
continuous information and knowledge construction pro-
cesses producing morally relevant knowledge, that can be 
acted upon to support moral values, about algorithms and 
their risks and impacts (actual and possible).
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