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1 Introduction 
 

 
 

The human eye is a light-sensitive organ enabling us to sense and observe our 
surroundings. Partial or complete blindness caused by vision disorders is among one of 
the worst disabilities. Ophthalmic photography technologies were first developed to 
enable exploring the human eye and later to assist ophthalmologists in early diagnosis of 
eye diseases. The history of ophthalmic photography leads back to the late 18th century 
when the first human fundus camera was invented in 1886 [1]. Throughout the next 60 
years there had been a slow progress in instrumentation and techniques, due to several 
technical limitations such as ‘slow’ photographic films, long exposure times and weak 
light sources. By 1950’s, modern ophthalmology was born with the development of 
digital cameras and advancements in electronics, laser light sources and optics [2]. Later, 
several technologies such as the tonometer, visual field test, laser ophthalmoscopy and 
optical coherence tomography (OCT) were developed for the diagnosis of eye diseases 
such as glaucoma. These systems in combination with the quantitative information from 
the tissue help the ophthalmologists and researchers to have a better understanding of 
structural and functional properties of the human eye. In this thesis, we will introduce 
new techniques enabling us to obtain a better quantitative description of the various 
tissues composing the retina using OCT data. For this aim, we will first improve the 
estimation of the attenuation coefficient of the sample under investigation by taking into 
account the optical properties of the OCT systems, and later extract the structural 
properties of the retinal tissues. Our techniques may be used in combination with others 
for monitoring longitudinal changes in retinal tissue and diagnosis of diseases such as 
glaucoma. 
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1.1 Human eye anatomy 

The human eye is a light-sensitive organ that provides us with colour vision and depth 
perception (Fig. 1.2). Light passes through the transparent cornea, which acts as a lens 
providing about two-thirds of the total light refraction. The refracted light passes through 
aqueous fluid and enters the pupil. The iris controls the amount of light entering the eye 
by adaptively adjusting the size of the pupil. Behind the pupil one finds the lens, which 
provides about a third of the refractive power of the eye and focuses the light on the retina 
using adaptive accommodation of its curvature. The space between the lens and retina is 
filled with a gel-like substance called vitreous. 

                                                            

                                                        

 

Figure 1.1 General anatomy of the eye and retinal nerve fibre layer [3]. 
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     The back of the eye consists of the retina, choroid and sclera. The retina is the 
innermost layer and consists of two types of photoreceptors, which convert the detected 
light energy into electrical signals and subsequent neural activity. The functional centre of 
the retina, where the light is focused on by the cornea and lens, is called macula. Our 
central vision as well as the ability to see details is provided by the macula, whereas the 
other locations of the retina provide us with peripheral vision. In the centre of the macula 
is the fovea, which consists of a high concentration of cones responsible for colour vision 
and visual acuity when there is a relatively high brightness of incoming light. The optic 
nerve head (ONH) is depicted by a depression in the retina, located 3-4 mm to the nasal 
side of the fovea, with an average dimension of 1.7 mm vertically and 1.9 mm 
horizontally [2]. The received electrical signals from the retina are transferred to the brain 
through the ONH by the ganglion cell axons, which form the optic nerve after leaving the 
eye.  

     Adjacent to retina lays the choroid which is a dense network of vessels and supplies 
nutrition to the posterior of the retina. Adjacent to the choroid lays the sclera, which is an 
opaque and protective tissue layer, mainly consisting of collagen. 

 

1.2 Retinal anatomy 

The human retina has an average thickness of 0.5 mm and consists of several layers (Fig. 
1.1). These layers are laid from the innermost to the outermost retina accordingly: the 
nerve fibre layer (NFL); the ganglion cell layer (GCL); the inner plexiform layer (IPL); 
the inner nuclear layer (INL); the outer plexiform layer (OPL); the outer nuclear layer 
(ONL); the external limiting membrane (ELM); photoreceptor inner/outer segment 
(IS/OS); the retinal pigmented epithelium (RPE) monolayer; and Bruch’s membrane 
(BM). The retinal NFL (RNFL) consists of nerve fibres, blood vessels, Müller cells and 
collagen. The nerve fibres are unmyelinated axons of the ganglion cells coursing parallel to 
the surface of the retina to the optic disk. The thickness of the RNFL is the highest 
around the ONH where all the fibres accumulate. The distribution of the nerve fibres is 
shown in Fig. 1.2. The macula contains a large number of fibres and the papillomacular 
bundles radiate from the macula area to the ONH. The arcuate fibres located on the 
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temporal periphery arc around the papillomacular bundle and do not cross the temporal 
raphe. The larger retinal arteries lie in the RNFL, just beneath the ILM. These arteries 
give rise to a network of capillaries located in the RNFL and ganglion cell layer. The 
Müller cells and collagen form the architectural support and maintain the structural 
stability of the retina. 

 

                                               

Figure 1.2 Distribution of the retinal nerve fibres superimposed on the main vasculature of the 
retina [4]. 

 

     OCT data can be used to provide ophthalmologists with both structural and optical 
properties of the RNFL. In the last decade, there has been a great interest in using OCT 
data for the diagnosis of chorioretinal diseases such as glaucoma. The thickness of the 
RNFL has been used as a biomarker for diagnosis of glaucoma [5-7]. Recently, the use of 
optical properties of retinal tissues has received interest for early diagnosis of glaucoma [8-
10]. 

 

1.3 An introduction to OCT systems 

OCT uses the concept of interferometry to generate in vivo microscopic images of 
biological tissues. The first in vivo OCT images of retina were acquired in 1993 [11]. In 
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1996, OCT systems became commercially available, and clinical usage of OCT 
accelerated when Humphrey Zeiss technology presented the third-generation systems in 
2002 [12].   

     A simplified schematic overview of various OCT systems is shown in Fig. 1.3. Early 
OCT systems employed the so-called time-domain (TD) OCT principle [13], a 
technique based on a low-coherence light source using an interferometer with a scanning 
reference arm to provide depth information. A beamsplitter divides the incoming beam 
from the light source between the reference arm and sample arm of the interferometer. 
The reference light beam from source transmits towards a translational mirror located at a 
certain distance from the beamsplitter. The light in the sample arm propagates into the 
sample under investigation. The backscattered light from the sample will interfere with 
the reflected light from the reference arm and is detected at the detector. The interference 
occurs when the delay between the sample and reference arms beams is within the 
coherence length [14]. The OCT detector measures the intensity of the interference as a 
function of depth into the sample by moving the translational mirror; hence forming a so-
called A-line. 

     The advent of Fourier domain (FD) OCT systems provides us with a higher 
acquisition speed and sensitivity compared to TD-OCT [15,16]. In these systems, the 
reflectance along a depth profile is measured for a range of wavelengths simultaneously. 
This could be achieved in two ways: (1) using a broadband light source and a 
spectrometer consisting of a diffraction grating in Spectral-domain (SD) OCT or (2) using 
a standard photodetector and a wavelength-swept laser in Swept-source (SS) OCT [17,18]. 
A simple illustration of SD-OCT and SS- OCT systems is shown in Fig. 1.4. SS-OCT 
uses a frequency-swept narrow linewidth laser, which makes the system less sensitive to 
fringe washouts by sample movement [19] and improves the signal to noise (SNR) [20] 
compared to SD-OCT.   In the next section, we will briefly explain the scope and 
challenges of this thesis. 
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Figure 1.3 A simplified illustration of a TD-OCT system. 

                  

             

Figure 1.4 Simplified schematic overviews of SD-OCT (left) and SS-OCT (right) systems. 

 

1.4 Challenges in this Thesis 

The main focus of this thesis is to obtain an unbiased and precise estimate of the 
attenuation coefficient of retinal tissue by taking into account the optical characteristics of 
the OCT systems. The attenuation coefficient is an optical property of the tissue and a 
potential biomarker for the diagnosis and monitoring of chorioretinal diseases [5,6].  

     In addition, the structural information of the retinal nerve fibre bundles may be used 
as additional information to the existing methods, i.e. visual field, for diagnosis of RNFL 
pathologies such as glaucoma. In this section, we will explain the challenges with regard to 
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the space-variant estimation of the attenuation coefficient in the retinal layers and the 
necessity of extracting the structural information of retina. 

1.4.1 Attenuation coefficient 

The intensity of the incident OCT light attenuates while penetrating inside the eye and 
reaching the tissue layers composing the retina. The backscattered light also attenuates on 
its way back to the detector. Therefore, OCT images do not fully represent the real 
characteristics and scattering properties of the tissues. To solve this issue and to obtain a 
meaningful quantitative analysis of the OCT signal we can model the interaction of light 
and tissue, resulting in a model-based estimation of the attenuation coefficient. The 
attenuation coefficient as an optical property of the tissue offers valuable information that 
can be estimated from the intensity of the OCT signaland provides ophthalmologist with 
a quantitative measurement to identify the variations of the tissues caused by different 
chorioretinal diseases such as glaucoma. An accurate estimation of the attenuation 
coefficients will result in a better understanding of tissue characteristics.  

Estimation of the attenuation coefficient 

Several methods have been developed for estimating the attenuation coefficient based on 
either single [21-24] or multiple [25,26] scattering of light. For all methods that estimate 
the attenuation coefficient, the OCT signal must be corrected for the depth-dependent 
noise floor and the depth-dependent signal decay caused by discrete signal detection and 
resolution limitations of the detection process [27,24]. Compensation for noise and roll-
off is nowadays a standard procedure. In the method proposed by Vermeer et al. [24], we 
observed that excessive image noise below the retina might cause both an underestimation 
and a significant variation of the estimated attenuation coefficients within and between A-
lines. In this work we proposed a method to improve the accuracy of the estimated 
attenuation coefficients by excluding the noise region. 

      In addition, in this work, we aim to achieve an accurate estimate of attenuation 
coefficient by compensating for the effect of the axial point spread function (PSF) on the 
recorded OCT signal [26]. This approach estimates the axial PSF model parameters and 
attenuation coefficient by fitting a single scattering model to the recorded OCT signal as 
obtained from a homogenous sample. Since the retinal tissue has a layered structure, we 
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will present an extension of our estimation method to multi-layer samples. The method is 
evaluated by the measurements obtained from a multi-layer sample.  

1.4.2 Retinal nerve fibre bundle orientation 

The loss of retinal nerve fibre bundles (RNFB) is a sign of damage to the optic nerve and 
hence of subsequent loss of vision. Visual field (VF) examination and standard automated 
perimetry (SAP) have been used widely for diagnosis of the glaucomatous eyes. Hood et 
al. [29] have shown that in an early stage of glaucoma there is asymmetry of visual field 
defects where the inferior VF is weaker than the superior one. However, VF data is noisy 
and not reproducible.  Tracing the RNFBs can improve the reliability of the VF data and 
helps to have an early diagnosis of retinal diseases such as glaucoma [29-32].  

     Manual tracing of these bundles is a tedious task; therefore, several methods have been 
developed to estimate RNFB trajectory [33-38]. These methods are based on automatic 
tracing of RNFBs in fundus images [33,34] or mathematical modelling with parameter 
fitting [30,35-38]. In this work, we present an automatic technique to estimate the 
orientation of RNFBs from volumetric OCT scans. 

1.5 Thesis outline  

The main objective of this thesis is to provide an unbiased and precise estimation of the 
optical and of the structural properties of the RNFL to facilitate the diagnosis of retinal 
diseases such as glaucoma. To achieve the first objective, we aim to improve the 
estimation of the attenuation coefficient by improving and extending existing methods. 
To achieve the second objective we will investigate the estimation of the nerve fibre 
orientation from OCT data.  

     In Chapter 2, two methods are used to simulate an OCT signal by taking into account 
the shape of the OCT beam. The methods are compared with each other and with actual 
OCT measurements. The most suitable method is subsequently used in simulations and 
model-based estimations.  
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    Chapter 3 of this thesis addresses an improvement to an existing method for estimating 
the attenuation coefficient by detecting and removing the noise regions in the OCT B-
Scan. The approach was demonstrated on two normal eyes. 

   In Chapter 4 a method is presented to estimate the axial PSF model parameters and 
attenuation coefficient by fitting the selected model in Chapter 3 to the recorded OCT 
signal as obtained from a homogenous sample. In addition, we employ statistical analysis 
to obtain the theoretical optimal precision of the estimated parameters for different 
experimental setups with various systems and sample specifications. The approach was 
evaluated on the measurements of a single layer phantom. 

     In Chapter 5 we present an extension of our estimation method to multi-layer 
samples. The method is evaluated by the measurements obtained from a multi-layer 
sample by two OCT systems with different Rayleigh lengths.  

     Chapter 6 describes an automatic technique to estimate the orientation of retinal nerve 
fibre bundles (RNFB) of the RNFL from volumetric OCT scans. The RNFB orientations 
of six macular scans from three subjects were used to demonstrate the method.  

     Finally, the conclusion and scientific contents of this thesis are summarised in 
Chapters 7 and 8. 
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2 Quantitative forward model of spectral-
domain optical coherence tomography 

 

2.1 Introduction 

The advent of spectral-domain (SD) OCT systems significantly improved the acquisition 
speed and sensitivity of OCT systems. In an SD-OCT system, the light beam originating 
from the source is divided by the beamsplitter and directed into the reference and sample 
arm. The beam in the reference arm transmits towards a moving mirror located at a 
certain distance from the beamsplitter. The incident light in the sample arm propagates 
into the sample under investigation. The backscattered light from the sample will interfere 
with the reflected light from the reference arm and is directed towards a spectrometer 
followed by a linear detector array. The OCT detector measures the intensity of the 
interference spectrum after which a depth profile for a single A-line is computed. A 
volumetric scan can be obtained by recording the A-lines while scanning the beam over 
the surface of the sample using a scanning mirror.  

     In the next sections, we will present two methods to model the OCT signal of a semi-
infinite media based on a single-scattering model of light in the sample. The first 
comprehensive approach, explained in section 2.2.1, uses the interference of the electric 
fields in the sample and reference arm and takes into account the known characteristics of 
the OCT system, the shape of the OCT beam, the spatial distribution of attenuation 
coefficients in the samples and noise. The second more concise approach, discussed in 
section 2.2.2, is merely based on a simple representation of the OCT signal by taking into 
account the attenuation coefficient, the shape of the OCT beam and a scaling factor. In 
addition, the numerical simulations of both methods will be compared with each other 
and with measured OCT signals obtained from an experimental OCT system. Finally, 
based on these results, we will decide which method will be used later in this thesis for 
simulation and modelling of the OCT signal in semi-infinite samples (Chapter 4).  
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2.2 Method 

In this section, first the OCT signal of a semi-infinite media is simulated using the 
interference of the electrical fields of the reference and the sample arm. Later, a simpler 
model of the OCT signal is described which will be compared with the first method. 

2.2.1 Method A: The recorded OCT signal in a SD-OCT system 

The power spectral density function of a light source 𝑆𝑆(𝑘𝑘) is the time-averaged power of 
the electric field amplitude 𝑠𝑠(𝑘𝑘,𝜔𝜔),  

                                                𝑆𝑆(𝑘𝑘) = 〈|𝑠𝑠(𝑘𝑘,𝜔𝜔)|2〉,                    (2.1) 

which is a function of the wavenumber 𝑘𝑘 = 2𝜋𝜋/𝜆𝜆 and the angular frequency 𝜔𝜔 = 2𝜋𝜋𝜋𝜋. 
The wavenumber k denotes the spatial frequencies and 𝜔𝜔 the temporal frequencies of each 
spectral component of wavelength 𝜆𝜆. Note that the wavelength and frequency are coupled 
by the index of refraction, which is wavelength-dependent in dispersive media.  

     The wide-band power spectrum of the light source can be modeled by a Gaussian 
function centered at 𝑘𝑘𝑐𝑐 and with a peak power for the central wavenumber of 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 as 
follows 

 
                                               𝑆𝑆(𝑘𝑘) = 𝑃𝑃𝑟𝑟𝑒𝑒𝑓𝑓  𝑒𝑒−�

𝑘𝑘−𝑘𝑘𝑐𝑐
∆𝑘𝑘 �

2

,     
                  (2.2) 

where ∆k is the wavenumber bandwidth corresponding to the half-width of the source 
spectrum at 1/e of its maximum. 

The incoming electric field 𝐸𝐸𝑖𝑖 of the interferometer becomes 

                                                 𝐸𝐸𝑖𝑖(𝑘𝑘) = 𝑠𝑠(𝑘𝑘,𝜔𝜔)𝑒𝑒𝑖𝑖(𝑘𝑘𝑘𝑘−𝜔𝜔𝜔𝜔).                        (2.3) 

For the aforementioned Gaussian-shaped source spectrum, the electric field illuminating 
the interferometer becomes, 

             
                                           𝐸𝐸𝑖𝑖(𝑘𝑘) = �𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 𝑒𝑒−

(𝑘𝑘−𝑘𝑘𝑐𝑐)2

2(Δ𝑘𝑘)2 𝑒𝑒𝑖𝑖(𝑘𝑘𝑘𝑘−𝜔𝜔𝜔𝜔). 
                   (2.4) 

The Fourier transform of a Gaussian power spectrum 𝑠𝑠(𝑧𝑧) can be expressed as [1], 
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𝑠𝑠(𝑧𝑧) = �𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟
Δ𝑘𝑘

4𝜋𝜋3/2 𝑒𝑒−
𝑧𝑧2Δ𝑘𝑘2
4 � 𝑒𝑒𝑖𝑖𝑘𝑘𝑐𝑐𝑧𝑧    

ℱ
↔   𝑆𝑆(𝑘𝑘) = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒

−�𝑘𝑘−𝑘𝑘𝑐𝑐Δ𝑘𝑘 �
2

 

In case one is interested in the magnitude only, |𝑠𝑠(𝑧𝑧)|, we obtain  

 
                                                 |𝑠𝑠(𝑧𝑧)| = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 Δ𝑘𝑘

4𝜋𝜋
3
2

 𝑒𝑒−
𝑧𝑧2Δ𝑘𝑘2

4 .                         (2.5) 

2.2.1.1  The reference arm 

The Gaussian power spectrum of the incoming electrical field is wavelength-independent 
split into the reference arm and the sample arm of the interferometer. A fraction 𝛽𝛽 of the 
incoming beam enters the sample arm (0 ≤ 𝛽𝛽 ≤1). The fraction 1 − 𝛽𝛽 enters the 
reference arm. The reflector at the end of the reference arm has an electric field reflectivity 
of 𝑟𝑟𝑅𝑅 and a power reflectivity of 𝑅𝑅𝑟𝑟 = |𝑟𝑟𝑅𝑅|2. The electrical field returning from the 
reference reflector at the location of the beam splitter becomes 

                                                       𝐸𝐸𝑅𝑅(𝑘𝑘) = 𝐸𝐸𝑖𝑖(𝑘𝑘) �1 − 𝛽𝛽 𝑟𝑟𝑅𝑅  𝑒𝑒𝑖𝑖𝑖𝑖2𝑧𝑧𝑅𝑅 .                         (2.6) 

 

2.2.1.2  The sample arm 

The sample yields a depth-dependent reflectivity of the electrical field. Only a very small 
fraction of light is scattered back from the sample and collected by the lens back into the 
fibre at any given depth. Although the sample and hence the scattering occurs at a 
continuous depth range, we model the electrical field returning from the sample as a 
weighted sum of N weak reflections 

                                              𝐸𝐸𝑆𝑆(𝑘𝑘) = 𝐸𝐸𝑖𝑖(𝑘𝑘) �𝛽𝛽∑ 𝛼𝛼𝑆𝑆(𝑛𝑛)𝑒𝑒𝑖𝑖𝑖𝑖2𝑧𝑧𝑆𝑆(𝑛𝑛)𝑁𝑁
𝑛𝑛=1 ,                         (2.7) 

with 𝛼𝛼𝑆𝑆(𝑛𝑛) the electrical field reflectivity at depth 𝑧𝑧𝑆𝑆(𝑛𝑛). In this simplified model, 
attenuation of the beam penetrating the sample at a depth 𝑧𝑧𝑆𝑆 due to absorption and 
scattering in the preceding layers is neglected.  
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Light-tissue interaction and Gaussian shape of the OCT beam  

The relation between the depth-dependent attenuation coefficient, µ𝑠𝑠(z), and the 
measured electrical field reflectivity of the sample can be modeledas,  

 
                                    𝛼𝛼𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛�  ∝  �𝑒𝑒−2∫ µ𝑠𝑠(𝑧𝑧)𝑧𝑧𝑠𝑠𝑛𝑛

0 𝑑𝑑𝑑𝑑 ,     
                    (2.8) 

by assuming a single scattering event for weakly scattering media, while ignoring the other 
effects such as absorption, the light angle of incident and multiple scattering. 

     On the other hand, the field is focused into the sample at a depth 𝑧𝑧0. This yields an 
axial point spread function that can be modeled by a Cauchy distribution [2] and its 
relation with the sample’s electrical field reflectivity can be expressed as,  

                                            𝛼𝛼𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛�  ∝  �
1

�
𝑧𝑧𝑠𝑠𝑛𝑛−𝑧𝑧0
2𝑧𝑧𝑅𝑅

�
2
+1

,     
                    (2.9) 

where 𝑧𝑧𝑅𝑅 denotes the Rayleigh length of the focused beam in the medium. 

     By taking into account both the attenuation coefficient and Gaussian shape of the 
OCT beam, we can related the measured sample reflectivity in the detector to the real 
reflectivity of the sample 𝑟𝑟𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛� by,  

                               𝛼𝛼𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛�  ∝  𝑟𝑟𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛��
1

�
𝑧𝑧𝑠𝑠𝑛𝑛−𝑧𝑧0
2𝑧𝑧𝑅𝑅

�
2
+1

. 𝑒𝑒−2∫ µ𝑠𝑠(𝑧𝑧)𝑑𝑑
0 𝑑𝑑𝑑𝑑.                     (2.10) 

     The reconstruction of the measured power reflectivity of the sample, �𝛼𝛼𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛�  �2, is 
the main goal of the OCT systems. However, this measured sample’s power reflectivity 
needs to be corrected  for the effect of the signal attenuation and the shape of the OCT 
beam to obtain the samples’ reflectivity 𝑟𝑟𝑠𝑠𝑛𝑛�𝑧𝑧𝑠𝑠𝑛𝑛�. 

2.2.1.3  Interference and detection 

The returning electrical fields from the sample and the reference arm interfere at the beam 
splitter. This intensity may be expressed as 
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                                    𝐼𝐼𝑜𝑜(𝑘𝑘) =  |𝐸𝐸𝑅𝑅 + 𝐸𝐸𝑆𝑆|2 = (𝐸𝐸𝑅𝑅 + 𝐸𝐸𝑆𝑆)(𝐸𝐸𝑅𝑅 + 𝐸𝐸𝑆𝑆)∗,                    (2.11) 

where “∗” indicates the complex conjugate. 

     This intensity is analyzed by a spectrometer and recorded by a linear CCD array. The 
detected spectrum is the time-averaged intensity at the output of the interferometer 

                             𝐼𝐼𝐷𝐷(𝑘𝑘) =  〈𝐼𝐼𝑜𝑜(𝑘𝑘)〉 = 〈(𝐸𝐸𝑅𝑅 + 𝐸𝐸𝑆𝑆)(𝐸𝐸𝑅𝑅 + 𝐸𝐸𝑆𝑆)∗〉.𝑅𝑅(𝑘𝑘;𝑤𝑤),   (2.12) 
 

where 𝑅𝑅(𝑘𝑘), known as roll-off, denotes the finite spectral resolution of the spectrometer 
and CCD detector. Note that time averaging due to the finite response time of the 
detector eliminates the time-dependent terms depending on the temporal frequency 𝜈𝜈, 
which leaves an intensity spectrum as a function of the wavenumber k. The inverse 
Fourier transform of 𝑅𝑅(𝑘𝑘;𝑤𝑤) becomes 

                                              𝑟𝑟(𝑧𝑧;𝑤𝑤) ∝ �sin (ᴪ)
ᴪ

�
2

exp �− 𝑤𝑤2 ᴪ2

2 ln(2)�,                           (2.13) 

where w indicates the ratio of the spectral resolution to the sampling interval and 
ᴪ = (𝜋𝜋/2). (𝑧𝑧/𝑧𝑧𝐷𝐷) is the normalized depth to the maximum depth of the image. The 
first factor originates from the finite pixel size of the CCD array and the second term 
from the spectrometer. 

Expanding the detected intensity comprises three terms [1], 

                       𝐼𝐼𝐷𝐷(𝑘𝑘) =  𝑅𝑅(𝑘𝑘;𝑤𝑤) ∗ { 𝛽𝛽 𝑆𝑆(𝑘𝑘)�𝑅𝑅𝑆𝑆1 + 𝑅𝑅𝑆𝑆2 + ⋯+ 𝑅𝑅𝑆𝑆𝑁𝑁� + (1 − 𝛽𝛽) 𝑅𝑅𝑅𝑅 𝑆𝑆(𝑘𝑘)   “DC terms” 

                                    +�𝛽𝛽(1 − 𝛽𝛽) 𝑆𝑆(𝑘𝑘)∑ 𝛼𝛼𝑅𝑅𝛼𝛼𝑆𝑆𝑛𝑛 cos�2𝑘𝑘�𝑧𝑧𝑅𝑅 − 𝑧𝑧𝑆𝑆𝑛𝑛��
𝑁𝑁
𝑛𝑛=1     “Interference term” 

                               +𝛽𝛽 𝑆𝑆(𝑘𝑘)∑  𝛼𝛼𝑆𝑆𝑛𝑛𝛼𝛼𝑆𝑆𝑚𝑚 cos�2𝑘𝑘�𝑧𝑧𝑆𝑆𝑛𝑛 − 𝑧𝑧𝑆𝑆𝑚𝑚��}
𝑁𝑁
𝑛𝑛≠𝑚𝑚=1          “Auto-correlation term”.         (2.14)                   

where 𝑅𝑅𝑆𝑆𝑛𝑛 = �𝛼𝛼𝑆𝑆𝑛𝑛�
2
. The auto-correlation term is the interference between the sample 

reflectors and can be ignored by increasing the reference arm power with respect to the 
sample arm.  
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2.2.1.4  Sampling 

In the discrete-domain, the spectrum is sampled at a sampling rate 𝛿𝛿𝑠𝑠𝑘𝑘 =  𝛥𝛥𝛥𝛥/𝑀𝑀 and to 
avoid aliasing it should be smaller than Nyquist range, half the spectral sampling 
frequency. Hence, for M number of pixels on the detector, the continuous spectrum is 
multiplied by an impulse train [1], 

                                                𝐼𝐼[𝑘𝑘] =  𝐼𝐼(𝑘𝑘)∑ 𝛿𝛿(𝑘𝑘 − 𝑛𝑛𝛿𝛿𝑠𝑠𝑘𝑘)𝑀𝑀
𝑛𝑛= 1 .                             (2.15) 

The sampling interval in the z-domain can be obtained by, 

                                                             𝛿𝛿𝑠𝑠𝑧𝑧 = π
𝛥𝛥𝛥𝛥

.                                                     (2.16)  

The maximum depth 𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚 can be obtained by 𝑀𝑀. 𝛿𝛿𝑠𝑠𝑧𝑧 [1]. 

2.2.1.5  Non-linear spacing and interpolation 

The spectra data measured by the spectrometer are non-linearly spaced in wavenumber 
space. The wavenumber distribution has been modeled previously as a function of the 
angle of incident light on the grating, the distance between grating lines, the distance 
between the focusing lens and the CCD/cMOS camera, and the position of the center 
wavelength on the camera [3]. It has been shown that taking the Fourier transform of the 
measured intensity results in dispersion [3]. This problem has been solved by a global 
interpolation, known as zero-filling technique [3]. The procedure starts with zero-padding 
of the data obtained later in section 2.2.1.9 in the z-space to increase the data array to 
𝑛𝑛 × 𝑁𝑁 – where 𝑁𝑁 is the number of pixels on the detector and n is an integer value – and a 
FFT back into k-space. Afterwards, a linear interpolation is performed on the n-fold data 
array and an FFT yields the depth profile. Additionally, as described in Section 2.2.1.4, 
the sample’s power reflectivity is calculated by squaring the depth profile. 

2.2.1.6  Contribution of noise 

In SD-OCT systems, there are three different contributions of noise: the shot noise, the 
read-out noise and the relative intensity noise (RIN). The shot noise is the fluctuation of 
the detected electrons in time caused by quantization of light and charge and has a 
Poisson distribution. A SD-OCT system is shot-noise limited when the shot noise term 
dominates the other noise components [1,3]. 
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     The light intensity can be obtained by the number of photons on each pixel of the 
detector. The average number of detected electrons 𝑁𝑁𝑒𝑒(𝑘𝑘)�������� on a certain cell in the camera 
can be related to the reference power 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 by [3], 

                                           𝑁𝑁𝑒𝑒(𝑘𝑘)�������� = 𝜏𝜏 𝜌𝜌 
𝐸𝐸𝑣𝑣(𝑘𝑘)

 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘)       [# of electrons],                  (2.17) 

where 𝜌𝜌 is the detector quantum efficiency and 𝜏𝜏 is the integration time of the detector. 
𝐸𝐸𝑣𝑣(𝑘𝑘) = 𝑘𝑘.ℎ. 𝑐𝑐 is the wavenumber dependent energy of a photon where h is the reduced 
Plank constant and c is the speed of light [3]. The number of detected electrons follows a 
Poisson distribution with mean and variance value of 𝑁𝑁𝑒𝑒(𝑘𝑘)��������. After creating different 
random Poisson distributions for different pixels on the detector, we convert this 
distribution to the pixel value  𝐼𝐼𝐷𝐷(𝑘𝑘) by dividing it by ∆𝑒𝑒 (the A/D conversion resolution) 
and indicate the number of electrons which are needed for increasing a pixel’s value by 
one. The averaged pixel value of the detector for different measurements can be obtained 
by [3], 

                                                         𝐼𝐼𝐷𝐷(𝑘𝑘)��������  =  𝑁𝑁𝑒𝑒(𝑘𝑘)��������

∆𝑒𝑒
    [arb. unit],                            (2.18) 

The variance of the pixel values for different measurements can be obtained by, 

                                                  𝜎𝜎𝑒𝑒2(𝑘𝑘) = 𝑁𝑁𝑒𝑒(𝑘𝑘)��������

∆𝑒𝑒2
 =   𝐼𝐼𝐷𝐷(𝑘𝑘)��������

∆𝑒𝑒
      [arb. unit.].                     (2.19) 

2.2.1.7  Removing the fixed pattern noise 

The structural information of the sample can be obtained by the interference of the beams 
in the reference and sample arm which results in the modulation of the spectrum. 
However, other causes of the modulation of the spectrum such as optical interferences in 
the optical pathway of the reference light, so called fixed pattern noise, and the variations 
in the measured intensities in the detector [4] can cause artefacts. 

     Different methods have been proposed to remove the fixed pattern noise from the 
spectrum [1]. Among them, the artefact can be removed by subtracting the average of a 
large number of A-lines from the measured spectra while having no sample in the sample 
arm [1]. This method only removes the DC artefact caused by the reference arm which 
modifies the Eq. 2.14 to [1],   
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          𝐼𝐼′𝐷𝐷(𝑘𝑘) =  𝑅𝑅(𝑘𝑘;𝑤𝑤) ∗ ��𝛽𝛽(1 − 𝛽𝛽) 𝑆𝑆(𝑘𝑘)∑ 𝛼𝛼𝑅𝑅𝛼𝛼𝑆𝑆𝑛𝑛 cos �2𝑘𝑘�𝑧𝑧𝑅𝑅 − 𝑧𝑧𝑆𝑆𝑛𝑛��
𝑁𝑁
𝑛𝑛=1  +

                        𝛽𝛽 𝑆𝑆(𝑘𝑘)�𝑅𝑅𝑆𝑆1 + ⋯+ 𝑅𝑅𝑆𝑆𝑁𝑁��.                                                                   (2.20) 

2.2.1.8  Depth profile 

As mentioned, 𝛼𝛼𝑠𝑠𝑛𝑛 is the square root of the sample reflectivity at depth 𝑧𝑧𝑠𝑠𝑛𝑛. Therefore, 
the depth information can be obtained by squaring the magnitude of the inverse Fourier 
transform of the fixed pattern noise removed spectra 𝐼𝐼′𝐷𝐷(𝑘𝑘) [1],   

|𝑖𝑖𝐷𝐷(𝑧𝑧)|2 =  r(z; w)2. ��𝛽𝛽(1 − 𝛽𝛽)  𝑠𝑠(𝑧𝑧) ∗  ∑ 𝛼𝛼𝑅𝑅𝛼𝛼𝑆𝑆𝑛𝑛𝛿𝛿 �𝑧𝑧 ± 2�𝑧𝑧𝑅𝑅 − 𝑧𝑧𝑆𝑆𝑛𝑛��
𝑁𝑁
𝑛𝑛=1 +

                    𝛽𝛽𝛽𝛽(𝑧𝑧)�𝑅𝑅𝑆𝑆1 + ⋯+ 𝑅𝑅𝑆𝑆𝑁𝑁��
2
.                                                                      (2.21) 

2.2.2 Method B: A simple model of the OCT signal 

In a single-scattering model of light, the Fourier-domain OCT signal at depth 𝑧𝑧 in a 
homogeneous sample may be expressed as, 

                                            𝑆𝑆(𝑧𝑧) =   r(z; w)2. 1

�𝑧𝑧−𝑧𝑧02𝑧𝑧𝑅𝑅
�
2
+1

.𝐶𝐶𝑒𝑒−2𝑧𝑧µ ,                          (2.22) 

where the signal decay is modeled by three factors (from left to right): the roll-off, the 
axial PSF modeled and the signal attenuation modeled by the scattering coefficient μ and 
scaling factor C. In the next section, this model will be used to simulate the OCT signal. 

2.3 Experiments 

In this section, the simulation results for both Methods A and B will be shown and 
compared with real measurements obtained using an experimental OCT system. The 
specifications of the experimental OCT setup have been used to set the values of the 
simulation parameters.  

2.3.1 Measurements 

A Ganymede-II-HR Thorlabs spectral domain OCT system (GAN905HV2-BU) was 
used to obtain the B-scans of three semi-infinite samples with 0.05 w.t.%, 0.1 w.t.% and 
0.25 w.t.% of TiO2 dispersed in silicone with various locations of the focal plane from the 
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samples’ surfaces. The samples were located at 0.4 mm from the zero delay line. The 
system has a centre wavelength of 900 nm and a bandwidth of 195 nm and a scan lens 
with 18 mm focal length (LSM02-BB). The system’s axial and lateral resolutions were 3 
µm and 4 µm in air, respectively, and the axial and lateral physical pixel size in air was 
1.27 × 2.9 µm with 1024 pixels on each A-line.  

     First, the focus position was manually set to the sample’s surface by optimizing the 
surface structure’s sharpness in the enface image created by the OCT camera. Next, 90 B-
scans were obtained at various locations of the focal plane by changing the location of the 
lens in the sample arm with a physical step size of 11.25 µm within a range of ± 0.5 mm 
around the initial focus location.    

     Several pre-processing steps have been performed on the measured spectra. First, the 
reference arm intensity, which was measured automatically by the system for every 
acquisition, was removed. Second, to compensate for the nonlinear spacing, the spectra 
were interpolated based on the reported wavelength distribution on the detector by the 
system manufacturer. Finally, the OCT signals were generated by squaring the Fourier 
transform of the interpolated signal. As mentioned in section 2.1, the averaged noise floor 
was obtained, by averaging over a large number of A-lines while having no sample in the 
sample arm, and subtracted from the A-lines. Afterwards, the roll-off of the system was 
measured and the A-lines were corrected for it.  

Roll-of estimation 

To estimate the roll-off, scans of 0.25 w.t.% TiO2 for different locations of the surface 
within the OCT image depth range were obtained by changing the optical path length of 
the reference arm. Afterwards, the sensitivity decay was obtained by smoothing and 
interpolating the average intensities of the corresponding region of interest in the scans 
(Fig. 1.2). The following roll-off function [5] was fitted to the measurements to estimate 
the spectral resolution of the spectrometer, w, 

                               𝑅𝑅(𝑧𝑧;𝑤𝑤) = 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑐𝑐 �sin (ᴪ)
ᴪ

�
2

exp �− 𝑤𝑤2 ᴪ2

2 ln(2)��                             (2.23)     
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where c is the scaling factor and ᴪ is the depth normalized to the maximum ranging 
depth. The fitted model to the measurements can be seen in Fig. 1.2 with the estimated 
parameter w = 1.5. 

 

 

 

 

 

Figure 2.1 Measurements (circles) and the model fit to the measurements indicating the OCT system’s 
roll-off.  

Rayleigh length estimation 

Figure 2.2(a) shows a B-scan of 0.05 wt. % TiO2 in silicone with adjusted focus location 
at 0.26 mm from the focus location on the surface, as estimated by optimizing the 
sharpness. Fig. 2.2(b) shows the concatenation of the averaged A-lines (from each B-scan) 
as a function of focus position. The location of the sample remained fixed in the B-scan 
for various focus positions by adjusting the optical path length of the system’s reference 
arm. As can be seen in Fig. 2.2(b), the highest intensity on the surface deviates from the 
centre of the image, which indicates a shift in the aforementioned adjustment of the focus 
position on the surface.      

     Several pre-processing steps have been performed on the measured spectra. First, the 
reference arm intensity, which was measured automatically by the system for every 
acquisition, was removed. Second, to compensate for the nonlinear spacing, the spectra 
were interpolated based on the reported wavelength distribution on the detector by the 
system manufacturer. Finally, the OCT signals were generated by squaring the Fourier 
transform of the interpolated signal. As mentioned in section 2.1, the averaged noise floor 
was obtained, by averaging over a large number of A-lines while having no sample in the 
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sample arm, and subtracted from the A-lines. Afterwards, the roll-off of the system was 
measured and the A-lines were corrected for it. To estimate the roll-off, scans of 0.25 
wt. % TiO2 for different locations of the surface within the OCT image depth range were 
obtained by changing the optical path length of the reference arm, and the sensitivity 

decay was obtained by smoothing and interpolating the average intensities of the 
corresponding region of interest in the scans. Finally, regions above and inside the sample 

that only contained noise were removed for each B-scan [7]. 

     The system’s Rayleigh length was estimated by the following procedure. For each B-
scan obtained from the sample with 0.05 wt. % of TiO2 in silicone, the averaged A-line 
was calculated and the arbitrary data-point at the physical depth of 63 µm from the 
sample’s surface were recorded. This physical depth should be close enough to the surface 
to obtain a sufficiently high SNR and far enough from the surface to avoid the data-

points being affected by reflection artefact. The initial values of 𝑧𝑧𝑜𝑜 and 𝑧𝑧𝑅𝑅 were obtained 
by fitting the following model to the recorded data-points (Fig.2. 2(c)), 
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where  𝑧𝑧𝑅𝑅  is the Rayleigh length which depends on the refractive index n of the medium 
[18]. In addition, the shifted focus positions were transformed from physical to optical 
distance. The optical Rayleigh lengths in air and silicone (with refractive index of 

𝑛𝑛𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 1.44 were estimated to be 29.3 µm and 60.8 µm (𝑧𝑧𝑅𝑅𝑆𝑆𝑆𝑆 = 𝑛𝑛𝑆𝑆𝑆𝑆
2. 𝑧𝑧𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎), 

respectively, shown in Fig. 2.2(c). The physical Rayleigh length in silicone was calculated 
to be 42 µm. 

     The system’s Rayleigh length was estimated by the following procedure. For each B-
scan obtained from the sample with 0.05 w.t.% of TiO2 in silicone, the averaged A-line 
was calculated and the data-points at the physical depth of 63 µm from the sample’s 
surface were recorded. The initial values of 𝑧𝑧𝑜𝑜 and 𝑧𝑧𝑅𝑅 were obtained by fitting the 
following model to the recorded data-points (Fig. 2.2(c)), 
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                                                         𝑓𝑓(𝑧𝑧; 𝑧𝑧0, 𝑧𝑧𝑅𝑅) =  𝐶𝐶

�𝑧𝑧−𝑧𝑧02𝑧𝑧𝑅𝑅
�
2
+1

 ,                                       (2.25)                 

where 𝑧𝑧𝑅𝑅 is the Rayleigh length which depends on the refractive index n of the medium 
[18]. In addition, the shifted focus positions were transformed from physical to optical 
distance. The optical Rayleigh lengths in air and silicone (with refractive index of 
𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 1.44) were estimated to be 29.3 µm and 60.8 µm (𝑧𝑧𝑅𝑅𝑆𝑆𝑆𝑆 = 𝑛𝑛𝑆𝑆𝑆𝑆2. 𝑧𝑧𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎), 
respectively, shown in Fig. 2.2(c). The physical Rayleigh length in silicone was calculated 
to be 𝑧𝑧𝑅𝑅𝑆𝑆𝑆𝑆/𝑛𝑛𝑆𝑆𝑆𝑆 = 42 µm. 

                             

                                          (a)                                       (b)                                                       

                                              

                                                                 (c) 

Figure 2.2 a) A B-scan of 0.05 w.t.% TiO2 dispersed in silicone with the focus location at 0.26 mm 
inside the sample; b) The averaged A-lines from the aquired B-scans per focus position as a function of 
focus position; c) The averaged OCT signals (circles) along data-points located at 63 µm inside the 
sample (dashed lines in (a)) with the best fitted focus model in Eq. 2.23. 
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2.3.2  Simulation 

Method A 

We will use the known specifications and estimated model parameters of the Thorlabs 
experimental OCT-system (Table 2.1) to simulate the OCT signal described in section 
2.2. Fig. 2.3 shows a Gaussian source spectrum with a central wavelength of 825 nm, the 
wavelength bandwidth (FWHM) of 150 nm and 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 of 4.6 nWatt for the central pixel. 
The beamsplitter directs 0.001% of the beam into the sample arm and 0.999% of the 
beam into the reference arm. The beam in the reference arm is directed towards a mirror, 
with reflectivity 𝛼𝛼𝑅𝑅 = 1, located at the distance of 0.1 mm from the beamsplitter. The 
incident light in the sample arm propagates into a homogeneous sample with a refractive 
index of 1.44 located at a distance of 0.25 mm from the optical path length of the 
reference arm. The attenuation coefficient of the sample is set to 2 mm-1. To consider the 
shape of the OCT beam in the sample, the Rayleigh length inside the sample was 
assumed to be 200 µm. At this stage, the beam is focused in the sample arm with an 
objective lens. The Rayleigh length and the locations of the focus are set to the values 
explained in Section 2.3.1. The attenuation coefficient of the semi-infinite samples with 
0.05 w.t.%, 0.1 w.t.% and 0.25 w.t.% of TiO2 in silicone were estimated previously to be 
1.1, 1.8 and 3.1 mm-1 respectively [6]. However, these estimated attention coefficients  

Table 2.1 The simulation parameters. 

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 4.6 nWatt Peak power for the central wavenumber 
𝛼𝛼𝑅𝑅 1 Reflectivity of the reference mirror  

∆𝜆𝜆 150 nm Wavelength bandwidth (FWHM) 
𝜆𝜆c 825 nm Central wavelength of the source 
𝜏𝜏 34 µs Integration time 
∆𝑒𝑒 173 A/D conversion resolution 
𝜌𝜌 0.8 Detector quantum efficiency 
w 1.57 Spectrometer spectral resolution 
𝑁𝑁𝑝𝑝 1024 Number of pixels in the detector 
𝛿𝛿𝑠𝑠𝑧𝑧 1.27 µm Axial physical pixel size  
𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚  1.9 µm Maximum depth 
𝜑𝜑0 54 µm Physical Rayleigh length in air 
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                           (a)                                                     (b) 

Figure 2.3 a) Non-linear distribution of the wavenumber on the detector with function (. )0.8; b) the 
electric field illuminating the interferometer (𝐸𝐸𝑖𝑖 in Eq. 2.4). 

values are not accurate since the effect of the shape of the OCT beam was not taken into 
account in the estimation method presented. 

    The backscattered light from the sample interferes with the reflected light from the 
reference arm and is detected by a linear detector array with 1024 pixels. The distribution 
of the wavenumbers in the pixels is modelled by (. )0.8 as is shown in Fig. 2.3(a). The 
detected source spectrum is shown in Fig. 2.3(b). The sampling interval of the 
spectrometer in the z-domain can be calculated as 1.27 µm by Eq. 2.16. The 
spectrometer’s resolution w is set to 1.5. The noise on the detector is modelled as was 
described in Section 2.2.1.7. In Eq. 2.18 and 2.19, the parameters 𝜌𝜌, 𝜏𝜏 and 𝛥𝛥𝛥𝛥 are set to 
0.8 and 34 µs and 173 electrons, respectively. The detected depth profile is obtained by 
the squared magnitude of the inverse Fourier of the interpolated measured signal. Fig. 
2.4(a) shows the averaged depth-profile over 100 A-lines. As mentioned, as a post-
processing step, the fixed pattern noise (DC term) is obtained by averaging over a large 
number of measured spectra (1000) while having no sample in the sample arm (Fig. 
2.4(b)). Finally, Fig. 2.4(c) shows the subtracted DC term from the squared measured 
OCT signal for the location of focus at 0.36 mm inside the sample. 

0 500 1000 1500 2000

Pixel number

6.6

6.8

7

7.2

7.4

7.6

W
av

en
um

be
r (

m
-1

)

10 6

500 1000 1500 2000

Pixel number

4.5

5

5.5

6

6.5

7

 E
i (V

ol
ts

/m
et

er
)

10 -5



 
 

 

35 
 

           
                                      (a)                                                 (b) 

                                         
                                                                (c) 
Figure 2.4 The magnitude of the Fourier transform of a) the measured intensity on the detector; b) the 
measured DC term of the reference arm; c) the squared measured intensity after removing the DC term 
of the reference arm. The physical location of focus is at 0.36 mm inside the sample. 

Method B 

A simple model of the OCT signal explained in Section 2.3 was used to simulate the 
OCT signal with the aforementioned estimated Rayleigh length, attenuation coefficients 
and for various locations of the focal plane from the samples’ surfaces. The values of the 
parameter C were visually adjusted to be 11000, 12000 and 20000 (A.U.) for the semi-
infinite samples with 0.05 w.t.%, 0.1 w.t.% and 0.25 w.t.% of TiO2 in silicone, 
respectively.  
     In Figures 2.5 and 2.6, the simulated OCT signals, method A (dashed line) and 
method B (circles), and the measured OCT signals (solid lines) are shown for various 
locations of the focus above and inside the sample. As can be observed there is a small 
difference between the two simulated OCT signals obtained by methods A and B for 
signal to noise ratios (SNR) larger than 10%. For the region with a smaller SNR, method 
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A better represents the signal decay observed in the measured OCT signal. This is because 
method A implements several steps before obtaining the intensity of the OCT signal such 
as zero-padding and interpolation.    

        

Figure 2.5 The simulated (Method A: dots, Method B: circles) and the measured (plus signs) OCT 
signals for different locations ∆f  of the focal plane above the surfaces of different samples with: a) 0.05 
w.t.%; b) 0.1 w.t.%; c) 0.25 w.t.% of TiO2 in silicone. ∆𝑓𝑓 is the distance of the focus location from the 
sample’s surface.                             
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Figure 2.6 The simulated (Method A: dots, Method B: circles) and measured (plus sign) OCT signals 
obtained for different locations of the focal plane inside the sample with: a) 0.05 w.t.%; b) 0.1 w.t.%; c) 
0.25 w.t.% of TiO2 in silicone. ∆𝑓𝑓 is the distance of the focus location from the sample’s surface. 

2.4 Conclusion 

In this chapter, we presented two methods to simulate the OCT signal for various focus 
locations above and inside semi-infinite samples with different attenuation coefficients. 
The more complex simulation, method A, takes into account the interference of the 
electrical fields in the sample and reference arms, the attenuation coefficient of the sample 
and the shape of the OCT beam, noise and several post processing steps such as zero-
padding and interpolation to correct for the effect of non-linear spacing of the wavelength 
on the detector. The simpler model, method B, only uses the attenuation coefficient, the 
shape of the OCT beam and a scaling factor to model the OCT signal. We can visually 
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observe that in the area with larger SNRs, the simulation results using Method A and 
Method B are similar to each other. In chapter 4 of this thesis, we will present a method 
to estimate the sample attenuation coefficients from OCT measurements compensated for 
the effects of the axial PSF. The recorded signals were modeled by assuming single-
scattering in a homogeneous sample accounting for the system’s roll-off, noise floor and 
focused beam shape (axial PSF). In the presented method, the parts of the OCT signal 
with the larger SNRs have more impact on fitting the model to the signal. Therefore, we 
can disregard the differences between the OCT signal in Model A and B for small SNRs 
and use the simpler method, i.e. Method B, as a model of the OCT signal. We also 
observed that there are differences between the simulation results and the measurements 
which are mainly caused by a mismatch between the parameter values of the simulation 
and the experimental set-up. In Chapter 4, we will observe that an accurate estimation of 
the model parameters will result in obtaining a better fit to the measurements. 
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3 Noise-Adaptive attenuation coefficient in 
spectral domain optical coherence 
tomography data

 

 

The attenuation coefficient is a tissue property that can be estimated from optical 
coherence tomography (OCT) data. We observed that excessive noise below the retina 
might cause both an underestimation and a significant variation of the estimated 
attenuation coefficient values by a state-of-the-art algorithm. Two methods were proposed 
to reduce these effects: I) by removing the average noise signal from the OCT data; II) by 
excluding the detected noise region below the retina. The methods were applied to four 
circular peripapillary retinal scans of a healthy subject. We evaluated all methods 
quantitatively using metrics for the inter- and intra-A-lines variation of the estimated 
attenuation coefficients. Both methods resulted in higher attenuation coefficients thereby 
reducing the bias. However, only method II succeeded in reducing the amount of 
variation by both metrics; method I made things worse. In conclusion, method II yields a 
more robust and more precise estimate of the attenuation coefficient, in particular for the 
choroid and sclera, compared to the baseline method. 
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3.1 Introduction 

Optical coherence tomography (OCT) is used for retinal imaging to obtain information 
about the health status of the retina. The attenuation coefficient is an optical tissue 
property that can be estimated from OCT data. It has potential as a biomarker for the 
diagnosis and monitoring of chorioretinal diseases [1]. An accurate estimation of the 
attenuation coefficients will result in a better understanding of tissue characteristics. 
Different models have been proposed for estimating the attenuation coefficients from 
OCT signals [2,3]. Recently, a single scattering model was introduced for estimating 
attenuation coefficient, µ, from an OCT signal I [2]: 

                                                                   µ[𝑖𝑖] ≈ 𝐼𝐼[𝑖𝑖]
2 𝛥𝛥∑ 𝐼𝐼[𝑖𝑖]𝑁𝑁

𝑖𝑖+1
 ,                                          (3.1) 

where i is the pixel index at different depths of the B-scan, N the number of pixels per A-
line, and Δ the axial pixel size. Noise in OCT systems is generally handled by subtracting 
the depth dependent noise floor 𝑁𝑁(𝑧𝑧) [2]. Eq. 3.1 is only valid if the sensitivity of the 
OCT system does not decrease with depth. If such depth-dependent sensitivity decay 
exists (e.g., due to the spectrometer resolution limitation), the raw OCT data should be 
adjusted before estimating the attenuation coefficient. This decay, known as roll-off 𝑅𝑅(𝑧𝑧), 
has been modeled by [4]. Accordingly, the corrected OCT signal I(z) can be obtained 
from the raw OCT signal 𝛤𝛤(𝑧𝑧) by 𝐼𝐼(𝑧𝑧) = 𝛤𝛤(𝑧𝑧) 𝑅𝑅(𝑧𝑧)⁄ . Fig. 3.1(a-b) show the SLO scan 
of the right eye of a healthy subject and the peripapillary SD-OCT circular scan, acquired 
by a Spectralis SD-OCT system (Heidelberg Engineering, Germany). This data was 
corrected for roll-off and the attenuation coefficients, shown in Fig. 3.1(c), were directly 
estimated using Eq. 3.1 (Method A).  

     In Eq. 3.1, the denominator depends on the depth information of the image. Fig. 
3.2(a) shows a single A-line profile of the OCT data before and after compensating for 
roll-off. In this figure, we can observe the noise amplification at larger depth due to 
compensating for roll-off, which increases the effect of the noise on attenuation 
coefficient estimation.  
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Figure 3.1 a) An en face image of the right eye’s retina of a healthy subject obtained by Scanning Laser 
Ophthalmoscopy (SLO). The red circle indicates the location of the peripapillary OCT circular scan. 
The green bar indicates the starting point of the scan; b) peripapillary OCT circular scan after rescaling 

the intensities by √.4  for display purposes based on the manufacturer’s recommendation; c) the 
attenuation coefficient (AC) image after log(.) scaling.  

Fig. 3.2(b) shows the cumulative sum of the OCT signal as a function of the distance to 
the bottom of the image for four neighboring A-lines. Below the retinal pigment 
epithelium (RPE), we can see that the cumulative sum of the noise, which is part of the 
denominator of Eq. 3.1, is non-zero and varies strongly between neighboring A-lines. A 
positive non-zero noise average below the choroidal region results in an erroneous increase 
of the denominator of Eq. 3.1 and consequently in underestimation of the attenuation 
coefficients. The noise subtraction step should ideally sets the average of the noise part of 
each A-line to zero and thereby avoid noise propagation into the estimated attenuation 
coefficient. However, due to changes of the system components over time, the depth-
dependent noise floor varies, which results in a non-zero mean and an inaccurate 
estimation of the attenuation coefficients. 
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                                 (a)                                                            (b)      

Figure 3.2 a) Depth profile of a single A-line before and after compensating for roll-off; b) cumulative 
sum of OCT pixel values of four neighboring A-lines in different colors (shown by an arrow in 
Fig.3.1(b)) as a function of the distance to the bottom of the image. The red rectangle shows the 
choroidal region of the A-lines. 

     Additionally, in SD-OCT scanners such as Spectralis and RT-100 (OptoVue, USA), 
negative pixel values are clipped and set to zero, thereby creating a bias with a 
considerable positive mean. This in turn causes a positive bias in the denominator of Eq. 
3.1, which results in the underestimation of the attenuation coefficients of the 
chorioretinal structures.     

     In this chapter, we will present and evaluate two different approaches to remove the 
bias and reduce the intra-scan variations of the estimated attenuation coefficients, with 
particular interest for the sub-RPE region, namely the choroid and sclera. In the first 
approach, an averaged noise signal will be subtracted from the corrected OCT signal for 
roll-off. In the second approach, we exclude the signal from the region below the retina 
where the OCT signal drops below the noise floor. We will evaluate and compare these 
methods quantitatively by computing the intra- and inter-A-line variability of the 
estimated attenuation coefficients in the retinal nerve fibre layer (RNFL), the RPE, 
choroid and sclera, as well as by evaluating the estimated attenuation coefficient values in 
the RNFL and the RPE. 
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3.2  Methods 

In this section, two possible solutions are presented to remove the bias and reduce the 
variation of the estimated attenuation coefficients. 

3.2.1 Subtracting the average noise signal (Method B) 

As mentioned in Section 1, the truncation of the negative values causes a non-zero mean 
or bias for the noise part of each A-line. Therefore, one may suggest to remove this bias by 
setting the mean of the noise to zero. The bias was estimated by averaging over a large 
number of A-lines while having no sample in the sample arm. In the next step, the 
estimated bias was subtracted from the corrected OCT data and the attenuation 
coefficients were estimated using Eq. 3.1.  

3.2.2 Excluding the noise region (Method C) 

We propose a method to detect the region where the noise dominates over the signal and 
exclude this from the attenuation coefficient estimation. In practice, we collect a 
negligible amount of scattered light from this region; hence the statistics are heavily 
influenced by the processed noise. In the first step, a region of interest (ROI) below the 
retina was indicated by segmenting the RPE using the Spectralis segmentation software. 
As mentioned before, the manufacturer already subtracted the noise level from the raw 
OCT signal after which all negative values were clipped to zero.     

  Therefore, the location of the first zero per A-line in the ROI marks the start of the noise 
region below the retina. To avoid outliers, the location of the first zero-valued pixels in 
neighboring A-lines was taken into account. For this, a local regression using weighted 
linear least-squares and a second-order polynomial model was used to smooth the 
detected data points (Curve Fitting Toolbox, MATLAB 2013; The MathWorks, Natick, 
MA). Afterwards, the region below the assigned smoothed curve was excluded and the 
attenuation coefficients were estimated using Eq. 3.1, after compensating for roll-off. 

3.2.3 Evaluation of different methods 

To investigate which method results in a better estimation of the attenuation coefficients, 
the median — which is less sensitive to outliers than the mean — of the attenuation 
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coefficients within the RNFL and the RPE was computed for all methods. In this 
procedure, the A-lines crossing blood vessels were detected by thresholding the intensity 
values of the RPE and a few pixels above it. These A-lines have a lower intensity pixel 
value in the regions below blood vessels and were therefore excluded from the RNFL.  
Additionally, the intra-B-scan variations of the estimated attenuation coefficients are 
assessed quantitatively. For this, the average relative inter-A-line variations S between 
adjacent A-lines inside a ROI were calculated per scan, 

                                                    𝑆𝑆 ≡ 1
𝛺𝛺
∑ ∑ � µ𝑖𝑖,𝑗𝑗−µ𝑖𝑖,𝑗𝑗+1

1
2�µ𝑖𝑖,𝑗𝑗+µ𝑖𝑖,𝑗𝑗+1 �

�𝑀𝑀
𝑗𝑗=1 ,𝑁𝑁

𝑖𝑖=1                              (3.2) 

and the intra-A-line variations T inside a ROI were calculated by, 

                                        𝑇𝑇 ≡ 1
𝛺𝛺
∑ ∑ �

µ𝑖𝑖,𝑗𝑗−µ𝑖𝑖+1,𝑗𝑗
1
2�µ𝑖𝑖,𝑗𝑗+µ𝑖𝑖+1,𝑗𝑗 �

�𝑁𝑁
𝑖𝑖=1 ,𝑀𝑀

𝑗𝑗=1                        (3.3) 

where µi,j is the estimated attenuation coefficient of pixel number i for A-line j, and M 
and N are the number of A-lines and number of pixels per A-line in the ROI, respectively. 
𝛺𝛺 indicates the number of pixels in the region of interest. The S and T metrics of the 
attenuation coefficients within the RNFL, RPE, choroid and sclera were calculated 
separately for each scan and method.  

3.3 Experiments and results 

Four peripapillary circular scans of a healthy subject were acquired consecutively with a 
Spectralis SD-OCT system at the Rotterdam Eye Hospital, The Netherlands. The 
Spectralis has a light source with a central wavelength of 870 𝑛𝑛𝑛𝑛. The scan protocol 
combined 768 A-lines of 496 pixels into a single B-scan. The system uses an eye tracker to 
average 16 B-scans. The pixel size is 3.9x11.3 µm2 in z and x directions, which are the 
axial and the lateral axes, respectively. 

     The roll-off parameter w of our system was determined by fitting the roll-off model [4] 
to OCT signals generated by putting a uniform scattering sample at different depths in 
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the sample arm and by changing the optical path length of the reference arm accordingly. 
This value was estimated to be 1.9 for our system. 

3.3.1 Removing the average noise signal (method B) 

The bias of the system was acquired by having no sample in the sample arm and averaging 
the A-lines of 5 B-scans. The bias was subtracted from the OCT data. Fig. 3.3(a) shows a 
larger variation between the cumulative sum of the OCT signals of neighboring A-lines 
compared to Fig. 3.2(b), after removing the bias and compensating for roll-off. Fig. 3.4(a) 
shows the estimated attenuation coefficient map using Eq. 3.1. 

 
(a)                                                                      (b) 

Figure 3.3 Cumulative sum of OCT pixel values corresponding to A-lines in Fig. 3.2; (a) after 
subtracting the bias from the corrected OCT data for roll-off (method B); b) after removing the noise 
part at larger depths with our proposed method (method C). The red rectangle shows the choroidal 
region. 

3.3.2 Excluding the noise region (method C) 

Fig. 3.4(b) shows the location of the first zero-valued pixel below the RPE per A-line. In 
this figure, the green curve is the response of the weighted linear least-squares using a size 
of 5% of the number of A-lines (38 data points), which provides a regularized 
segmentation of the noise region. Fig. 3.3(b) shows a smaller variation between the 
cumulative sum of the OCT signals of the neighboring A-lines compared to Fig. 3.2(b). 
The segmented noise region was excluded and the attenuation coefficient was estimated 
by Eq. 3.1 (Fig. 3.4(c)). 
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Figure 3.4 (a) The attenuation coefficient image after the bias was subtracted from Raw OCT scan and 
compensating for roll-off. (b) The location of the first zero-valued pixel, detected after the RPE, per A-
line are shown as red points. In this figure the smoothed curve in green is the response of the weighted 
linear least-squares fit. The detected blood vessels are shown in between the vertical pink lines in the 
RPE and RNFL. (c) Attenuation image estimated by Eq. 3.1 after removing the noise part of the image. 

3.3.3 Evaluation of the methods 

To investigate which method results in a better estimation of the attenuation coefficients, 
the blood vessels were detected and excluded in computing the performance metrics in 
the RNFL. Then, the median values of the estimated attenuation coefficients for the 
RNFL and the RPE were computed (Table 3.1). This table shows that removing the noise 
region increases the estimated attenuation coefficients as expected. We therefore consider 
the larger attenuation coefficients of methods B and C to be more accurate. The S and T 
metrics of Eq. 3.2 and Eq. 3.3 were computed for the RNFL, RPE, choroid and sclera, 
for each scan and all methods. The RPE and RNFL were segmented using the Spectralis 
segmentation software. The interface between choroid and sclera was delineated manually 
and the choroid and a part of the sclera (between this interface and the curve obtained in 
section 3.2) were segmented. Table 3.2 shows the inter-A-line variation S for all scans  
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Table 3.1 The median of the estimated attenuation coefficients within the RNFL and the RPE for 
different scans and different methods.  

 

 

 

 

 

 

 

 

and methods. The results show that the inter-A-line variation is lower for method C 
compared to the other methods in the RPE, choroid and sclera. In the RNFL no 
difference can be observed. This improvement is most significant in the sub-RPE region: 
choroid and sclera. This may contribute to better visualization and segmentation of 
choroidal and scleral pathology. The attenuation coefficients are more accurately 
estimated by excluding the noise region or removing the average noise signal from the A- 
lines compared to the baseline method. Other causes of variation in the computed 
attenuation coefficient values are under investigation and will be presented in our future 
work. Table 3.3 shows the intra-A-line variation T for all scans and methods. The results 
show that the intra-A-line variation is lower for method C compared to the other 
methods in the sclera. In the RNFL, RPE and choroid all methods yield the same inter-A-
line variation. 

3.4 Conclusion 

In this chapter, we presented and evaluated two different approaches to handle the 
variation of the attenuation coefficients. Our results show that subtracting the bias from 
the OCT data increases the inter- and intra-A-line variation of the estimated attenuation 
coefficients. On the other hand, excluding the noise region improves the quality of the 
attenuation coefficient images significantly and reduces the inter- and intra-A-line 
variation of the estimated ACs. This improvement is most significant in the sub-RPE 

Layer Method Scan1 Scan2 Scan3 Scan4 

 

RNFL 

A 2.09 2.08 2.26 2.37 

B 2.11 2.08 2.30 2.41 

C 2.13 2.13 2.31 2.42 

 

RPE 

A 29.89 27.81 31.08 27.83 

B 33.09 30.96 34.04 30.81 

C 33.75 32.23 34.86 31.77 
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region: choroid and sclera. This may contribute to better visualization and segmentation 
of choroidal and scleral pathology. The ACs are more accurately estimated by excluding 
the noise region or removing the average noise signal from the A- lines compared to the 
baseline method. Other causes of variation in the computed AC values are under 
investigation and will be presented in our future work. 

Table 3.2 The S values (Eq. 3.2) for different layers, scans and methods. The winner method is 
printed in bold face (M*: Method) 
   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Layer M* Scan1 Scan2 Scan3 Scan4 Mean±𝑆𝑆𝑆𝑆 

 

RNFL 

A 0.27 0.42 0.34 0.23 0.31±0.01 

B 0.27 0.42 0.34 0.23 0.31±0.01 

C 0.27 0.42 0.34 0.23 0.31±0.01 

 

RPE 

A 0.35 0.47 0.35 0.40 0.39±0.01 

B 0.35 0.48 0.35 0.40 0.39±0.02  

C 0.34 0.46 0.34 0.39 0.38±𝟎𝟎.𝟎𝟎𝟎𝟎  

 

Choroid 

A 0.44 0.44 0.42 0.46 0.44±0.02 

B 0.91 0.66 0.64 0.81 0.75±0.04 

C 0.41 0.42 0.39 0.43 0.41±𝟎𝟎.𝟎𝟎𝟎𝟎 

 

Sclera 

 

A 0.71 0.65 0.69 0.71 0.69±0.01 

B 4.17 3.79 3.40 4.05 3.88±2.67 

C 0.64 0.58 0.62 0.65 0.62±𝟎𝟎.𝟎𝟎𝟎𝟎 
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Table 3.3 The T values (Eq. 3.3) for different layers, scans and methods. The winner method is 
printed in bold face. 
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4 Analysis of attenuation coefficient 
estimation in Fourier-domain OCT             
of semi-infinite media 

 

The attenuation coefficient is an optical property of tissue that can be estimated from 
optical coherence tomography (OCT) data. In this chapter, we aim to estimate the 
attenuation coefficient accurately by compensating for the shape of the focused beam.  
For this, we propose a method to estimate the axial PSF model parameters and 
attenuation coefficient by fitting a model for an OCT signal in a homogenous sample to 
the recorded OCT signal. In addition, we employ numerical analysis to obtain the 
theoretical optimal precision of the estimated parameters for different experimental 
setups. Finally, the method is applied to OCT B-scans obtained from homogeneous 
samples. The numerical and experimental results show accurate estimations of the 
attenuation coefficient and the focus location when the focus is located inside the sample. 
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4.1 Introduction 

Optical coherence tomography (OCT) has been widely used to capture structural 
information of tissues in clinical tasks such as the diagnosis of retinal and vascular 
diseases. Previously, extracting valuable information embedded in the signal 
intensity of constituting tissues has been investigated. An optical property such as 
the attenuation coefficient (AC) offers valuable information that can be estimated 
from the intensity of the OCT signal. It has the potential to act as a biomarker for 
the diagnosis and monitoring of chorioretinal diseases [1], breast tumor lesions [2], 
renal tumors [3,4], oral cancer [5], rectal cancer [6] and several other applications 
such as atherosclerotic plaque characterization [7-9]. Several methods based on 
single [10,11,12] and multiple [13,14] scattering of light have been presented for 
estimating the attenuation coefficient in a homogeneous medium using OCT. 
Recently, a depth-resolved single-scattering based method has been developed by 
Vermeer et al. [15] for estimating attenuation coefficients in inhomogeneous 
mediums, e.g. in tissues. For all methods that estimate the attenuation coefficient, 
the OCT signal must be corrected for: 1) the depth-dependent noise floor [16]; 2) 
the so-called roll-off, i.e. the depth-dependent signal decay caused by discrete signal 
detection and resolution limitations of the detection process [15,17]; and 3) the 
axial point spread function (PSF), which, for a Gaussian-shaped beam, is governed 
by the effective Rayleigh length around the focus position of the beam [15,18]. 
Compensation for noise and roll-off is nowadays a standard procedure, which can 
be done with a function obtained from a fit to reference data [17]. However, in 
order to correct for the axial PSF, in many cases its model parameters need to be 
estimated from the acquired data since the effective Rayleigh length and focus 
depend on the optical system, e.g. in case the cornea and lens. We showed in 
previous work how the attenuation coefficient is sensitive to an error in the 
estimated parameters of the axial PSF model [19]. Therefore, accurate and precise 
estimation of these parameters is required to achieve an unbiased and precise 
estimation of attenuation coefficient. Various methods have been developed to 
estimate the attenuation coefficient of the tissue while taking into account the effect 
of the beam shape that influence the acquired  OCT signal. Smith et al. [20] 
compensate for the effect of focus using an existing model of the shape of the beam. 
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However, in their work the parameters of the shape of the beam need to be known 
in advance. In many medical applications, such as ophthalmology, the location of 
the focal point varies and there is a need for a method to automatically estimate the 
focus location to compensate for the effect of the beam shape in the estimation of 
the attenuation coefficient. Stefan et al. [21] introduced a method to estimate the 
attenuation coefficient using two B-scans to first estimate the location of focus and 
afterwards estimating the attenuation coefficient from a single scattering model of 
the OCT light after compensating for the effect of beam shape. This method is 
dependent on having identical A-lines to be able to eliminate the effect of 
attenuation coefficients. However, this proposed method was only tested with static 
samples where the identical physical location in both B-scans is feasible and the 
factors such as beam’s angle of incidence can be controlled to ensure a similar tissue 
attenuation coefficient. Another limitation of this method is the necessity to have 
access to two scans from the same position in the tissue. However, in many clinical 
data, such as retinal scans, only one averaged measurement of the same tissue’s 
location is available. 

     In this chapter, we aim to achieve an accurate estimate of attenuation coefficient 
by compensating for all of the aforementioned effects on the recorded OCT signal. 
To do so, we propose a method to estimate the axial PSF model parameters (focus 
depth and Rayleigh length in the medium) and attenuation coefficient by fitting a 
single scattering based model for a homogenous sample OCT signal to the recorded 
OCT signal after subtraction of the depth-dependent noise floor and compensating 
for roll-off. In addition, a Cramér-Rao analysis is performed to theoretically 
determine the attainable precision of the estimated parameters and to investigate 
the limitations of the proposed procedure for various experimental configurations. 
Monte Carlo simulations of the estimation method are performed to evaluate the 
robustness of the method and compare the precision of the theoretical lower bound 
produced by the Cramér-Rao analysis and to show a possible bias in the estimated 
parameters. Finally, the method is applied to B-scans obtained with an 
experimental OCT system from homogeneous samples with various concentrations 
of TiO2 particles dispersed in silicone to assess the precision and accuracy of the 
method. 
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4.2 Method 

In this section, we introduce a method for accurate estimation of the attenuation 
coefficient in a homogenous (or single layer) sample by compensating the recorded 
OCT signal for the noise floor, roll-off, and axial PSF.  

4.2.1 Estimating the model parameters 

In a single scattering model of light presented by Faber et al. [22], the Fourier-
domain OCT signal at physical depth 𝑧𝑧 in a homogeneous sample may be 
expressed by,  

                               
2

2

0

1( ) ( ) ( ) ( )

1
2

z

R

S z R z Ce N z z
z z

z

µ e−= + +
 −

+ 
 

,                (4.1) 

where the first term models the signal decay caused by three factors (from left to 
right): the roll-off (expressed by R(z)), the axial PSF modeled by a Cauchy function 
at focus position z0 and scaled by the Rayleigh length zR [18], and the signal 
attenuation modeled by the attenuation coefficient μ and scaling factor C. The 
second term, N(z) is the depth-dependent noise floor and can be obtained by 
averaging over a large number of A-lines without a sample in the sample arm of the 
OCT system. The intensity of the OCT signal has an exponential distribution 
caused by speckle noise. However, due the central limit theorem, by averaging over 
a sufficiently large number of neighboring A-lines (>30 based on rule of thumb) 
with exponential distributions, the averaged OCT signal at depth z tends toward a 
normal distribution 𝒩𝒩[𝑚𝑚(𝑧𝑧),𝑚𝑚(𝑧𝑧)2 𝑁𝑁⁄ )], with m(z) being the expected value of 

the exponential distribution, and 𝑚𝑚(𝑧𝑧)2 𝑁𝑁⁄  the variance of the resulting normal 
distribution. The third term ɛ(z) represents this speckle noise. In addition, the roll-
off can be measured and the signal can be corrected for roll-off by performing the 
operation ( ) ( ( ) ( )) / ( )A z S z N z R z= −  [15]. 

     We estimate the model parameters of the axial PSF and the attenuation 
coefficient using a maximum likelihood estimator. For this, Eq. 4.1 was fitted to 

the measurements. For an averaged A-line 𝐴𝐴(𝑧𝑧) with 𝑁𝑁𝐷𝐷 data-points as a function 
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of z, the independent parameters 𝐶𝐶, µ, z0 and 𝑧𝑧𝑅𝑅 can be estimated by minimizing 
the sum of squared residuals, 𝜒𝜒, given by,   
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where subscript j is an index that denotes the data-point number on each averaged 
A-line. 

4.2.2 Model selection and evaluation 

To design a reliable model-based method for estimating the axial PSF from 
recorded data, we studied the influence of integrating prior information into the 
model, such as a known or joint model parameter among multiple averaged A-lines, 
to reduce the degrees of freedom and aiming to thereby improve the estimation 
precision of the remaining parameters. Moreover, the attainable precision of the 
estimated parameters { }1 0, , { , , , }N RC µ z zθ θ… =  needs to be calculated for various 

experimental setups. Exploring the precision of the estimated parameters such as 
the focus depth into the sample, the Rayleigh length, illumination intensity and the 
attenuation coefficient of the medium, enables us to optimize the experimental 
design and to know the limitations of the proposed method. For these purposes, a 
Cramér-Rao analysis was applied using a derivation of the Fisher information 
matrix for a Gaussian noise model (see equations 9-11 from Caan et al. [23]). 
Cramer-Rao analysis is limited to finding the minimal variance of the model 
parameters assuming an unbiased estimator. To evaluate the optimal precision of 
the estimated parameters and to compare different models and experimental setups, 
we use the relative errors, as provided by the diagonal elements of the relative 
Cramér-Rao lower bound (rCRLB) matrix [23]. The diagonal elements are the 
relative theoretical lower bounds on the variance of the unbiased estimators of each 
parameter. We intuitively considered an estimation error lower than 10% to be 
acceptable for the purpose of this chapter.  
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     Multiple averaged A-lines can be used to estimate the model parameters. For 

this, let 1 2( ) { ( ), ( ),..., ( )}
ANA z A z A z A z=  be a set of 𝑁𝑁𝐴𝐴 averaged A-lines with 𝑁𝑁𝐷𝐷 data-

points on each A-line. For a matrix of 𝑁𝑁𝐴𝐴 × 𝑁𝑁𝐷𝐷 averaged A-lines, any unknown 
parameter among  C, µ, z0, zR can be estimated by minimizing the sum of squared 
residuals, 𝜒𝜒, given by, 
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where the parameters can be considered to be common (joint), fixed (known) or 
independent among the averaged A-lines. Table 1 lists seven models with different 
degrees of freedom by defining some of the parameters fixed (known), or by 
defining them as a common (joint) parameter to be estimated among different 
averaged A-lines. Such an evaluation assists us in choosing the model with the 
highest estimation precision while considering the feasibility of its implementation 
under experimental conditions. In Cramér-Rao analysis due to interdependency 
between the averaged A-lines, we assume that having a fixed or common parameter 
is equivalent since compared to the variance of the estimated parameters for every  

Table 4.1 Overview of different OCT signal models with different degrees of freedom (DOF). 
The unknown independent parameters among the averaged A-lines which need to be estimated 
are indicted by “Indep.” and the fixed (known) or common (joint) parameters are shown by 
“Fix/Com.” in the table.  

Parameter Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 

C (arb. units) Fix/Com. Fix/Com. Indep. Fix/Com. Indep. Indep. Indep. 

µ (mm-1) Indep. Indep. Indep. Indep. Indep. Indep. Indep. 

z0 (µm) Fix/Com. Indep. Fix/Com. Indep. Fix/Com. Indep. Indep. 

zR (µm) Indep. Fix/Com. Fix/Com. Indep. Indep. Fix/Com. Indep. 

DOF 2 2 2 3 3 3 4 
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averaged A-line, the amount of joint information is large. Therefore, we expect the 
error we estimate for fixed parameters to be a good approximation of the error that 
we obtain in the estimation of common (joint) parameters.  

     In the next step, we used Monte Carlo simulations to show a possible bias and 
investigate if the simulations achieve the precisions given by the Cramér-Rao 
bound. This was performed by generating a large set of simulated OCT signals 
using Eq. 4.1 and estimating the model parameter with the proposed method for 
different parameter values.  

4.3 Results 

In this section, we first present the statistical analysis and numerical simulations to 
study the performance of the different models in Table 4.1 and estimation method 
using Cramér-Rao analysis and Monte Carlo simulation, respectively. This provides 
insight into the available information embedded in the data for different 
experimental setups and models with different degrees of freedom. Finally, we 
present the experimental results on a homogeneous phantom to assess the real-life 
performance of the proposed method. 

4.3.1 Model selection by Cramér-Rao analysis  

A Cramér-Rao analysis was performed to assess the amount of information present 
in the data and the impact thereof on the attainable precision for all model 
parameters. Eq. 4.1 was used to simulate OCT depth profiles. A simulated (thick) 
homogeneous sample with a refractive index of 1.44, a physical thickness of 1 mm 
and an attenuation coefficient of 0.72 mm−1 was located at the zero-delay line. The 

model parameters in Eq. 4.1 were set to 𝑧𝑧𝑅𝑅 = 42 µm, C = 2.5×104 and 𝑧𝑧0 = 160 
µm inside the sample. Each A-line consisted of 788 pixels and the physical axial 
pixel size ∆𝑧𝑧 of the system in air was set to 1.27 µm. For a realistic simulation, the 
OCT signal was distorted by exponential noise with the intensity-dependent mean 
at each depth, equal to the expected values of S(z) in Eq. 4.1. To reduce the noise, 
we averaged over single A-lines as explained in section 2.1. An example of a 
simulated single A-line is presented in Fig. 4.1(a), together with an averaged (over 
500 simulated A-lines) OCT signal. The noise of the averaged A-line resembles an 
intensity-dependent Gaussian distribution due to the central limit theorem. We 
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obtained the intensity-dependent standard deviations for all averaged A-lines using 
1000 observations of the simulated averaged-A-lines. In Fig. 4.1(b), we show the 
rCRLB values after averaging N single A-lines. The diagonal elements of the 
rCRLB matrix represent the optimal precision of the estimated model parameters 
for the aforementioned intensity-dependent standard deviations. As is shown, by 
averaging over 10 A-lines, the estimation error of µ remains below 10%. However, 
in real measurements, due to the presence of the background noise which varies for 
different OCT systems, a larger number of averaging is required. In addition, 
rCRLB is the lower bound of the estimation error and in practice, as will be shown 
in the Monte Carlo simulation, the estimation error is larger. Averaging of 500 A-
lines is therefore used for the simulated and measured OCT signals in the following 
sections. The calculated rCRLB matrix for the simulated signals shown in Fig. 4.2. 
As seen in this figure, the model parameter estimation errors remain below 5%.  

     In addition, we investigate the precision of the estimated parameters for 
different degrees of freedom imposed on the model. The diagonal elements of the  

 

 

Figure 4.1 (a) The simulated single (blue) and averaged (red) OCT signals distorted by intensity-
dependent Gaussian noise. The averaged OCT signal was obtained by averaging over 500 single 
A-lines. (b) rCRLB values after averaging 1 to 1000 A-lines. The model parameter were set to 𝑧𝑧0 
= 160 µm, µ = 0.72 mm−1, 𝐶𝐶 = 2.5×104, and 𝑧𝑧𝑅𝑅 = 42 µm.  
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Figure 4.2  rCRLB matrices for models with intensity-dependent Gaussian noise. The model 
parameters were set to 𝑧𝑧0 = 160 µm, µ = 0.72 mm−1, 𝐶𝐶 = 2.5×104, and 𝑧𝑧𝑅𝑅 = 42 µm. 

rCRLB matrix for the seven models shown in Table 4.1 are depicted in Fig. 4.3. As 
it can be observed, incorporating prior knowledge by fixing 𝑧𝑧𝑅𝑅 results in a better 
precision of parameter µ for depth-variant noise as indicated by the smaller values 
for Model 1…Model 6 compared to Model 7 as defined in Table 4.1.  

    

Figure 4.3 The diagonal elements of the rCRLB matrices for the seven models (M1…M7) as 
shown in Table 4.1.  

4.3.2 Experiment design by Cramér-Rao analysis  

To assess the attainable precision under different experimental conditions, we 
calculated the rCRLB matrices as a function of one of the model parameters while 
keeping the other ones fixed. The rCRLB values are shown in Fig. 4.4 for a range of 
parameter values. In this figure, the horizontal dashed lines indicate the acceptable 
error (below 10%) and the vertical dashed lines indicate the set parameter values in 
the simulation and also were considered to be fixed for the other plots in this figure. 
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In Fig. 4.4(a), it can be observed that the estimation error for µ remains below 
10%. The estimation errors for C, 𝑧𝑧0 and 𝑧𝑧𝑅𝑅 remain below 10% when the focus is 
located inside the sample. Fig. 4.4(b) shows that for a Rayleigh length below 500 
µm the estimation errors of µ remains below 10%. The estimation error of 𝑧𝑧0 
increases to above 10% for Rayleigh lengths larger than 400 µm. The estimation 
errors for C and zR remain below 10% for Rayleigh lengths below 500 µm. By 
varying the attenuation of the sample, Fig. 4.4(c) shows that the estimation errors 
of the parameters remain below 10% for all the attenuation coefficient values. Fig 
4.4(d) shows that by increasing the light intensity the precision of all estimated 
parameters remains the same due to the intensity-dependent noise.   

 

Figure 4.4 The error (%) of the estimated model parameters obtained from the diagonal elements 
of the rCRLB matrix for: a) 𝑧𝑧𝑅𝑅 = 42 µm, µ  = 0.72 mm-1, C = 2.5× 104 and 𝑧𝑧0 = [-0.2,0.9] mm ; 
b) 𝑧𝑧0 = 160 µm inside the sample, µ  = 0.72 mm-1, C = 2.5× 104 and 𝑧𝑧𝑅𝑅 = [0.01,0.5] mm; c) 𝑧𝑧𝑅𝑅 
= 42 µm, 𝑧𝑧0 = 160 µm inside the sample, C = 2.5× 104 and µ= [0.01,8] mm-1 ; d) 𝑧𝑧𝑅𝑅 = 42 µm, 
𝑧𝑧0 = 160 µm, µ  = 0.72 mm-1 inside the sample and C = [102,106] (arb. units). The vertical 
dashed lines indicate the parameter values, which were set in the simulations and also were 
considered to be fixed for the other plots in this figure. 
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4.3.3 Estimation accuracy and precision: Monte Carlo simulation  

To investigate if the theoretical lower bounds on the precision estimated by CRLB 
can be attained by our estimation method, Monte Carlo simulations were 
performed. In the simulated data, the location of the focus was varied between the 

surface and 0.6 mm inside the sample; the other model parameters were set to 𝑧𝑧𝑅𝑅 = 
42 µm, C = 2.5×104 and µ = 0.72 mm-1. Next, we simulated 500 averaged A-lines 
distorted by Gaussian noise with an intensity-dependent standard deviation, as 
explained in section 3.1, for different focus locations. The method in section 2.1 
was applied to estimate the model parameters using the fmincon function of 
MATLAB [Curve Fitting Toolbox, MATLAB 2013; The MathWorks, Natick, 

MA] using interior-point optimization with a termination tolerance set to 10−15, 

and the maximum number of iteration and function evaluations set to 105.  

     Prior knowledge of the sample under investigation in combination with known 
properties of the optical system are useful to set suitable initial parameter values. 
The initial value of C (2.5×104 (arb. unit)) was set by choosing an arbitrary A-line 
and taking the average of the intensity values at all depths within the sample. To 
investigate the effect of the initial parameter values on the estimation results, the 
initial parameter values were varied individually, over the following ranges: 0.01 

mm ≤  𝑧𝑧𝑅𝑅 ≤ 0.2 mm, 0 mm ≤ 𝑧𝑧0 ≤ 2mm, 103  ≤ 𝐶𝐶 ≤7×104 and 0 mm-1≤ µ ≤ 6 
mm-1, while the other parameters were set to the aforementioned initial parameter 
values. Fig. 4.5 shows the CoV and bias of the estimated parameters for different 
settings of the initial values. As can be seen, the CoVs remain below 10% and bias 
error below 1%. 

      The coefficient of variation (CoV) of the estimated parameters in Monte Carlo 
simulation, the rCRLB values for different parameters and the estimation bias as a 

function of focus location, are shown in Fig. 4.6. For varying 𝑧𝑧0, the initial values 

for the unknown parameters were set to 𝑧𝑧𝑅𝑅 = 50 µm, C = 2 ×104 (arb. unit), µ = 1 
mm-1 and the values of 𝑧𝑧0 were set to 0.2 mm above the expected focus locations for 
each averaged A-line. We can observe in Fig. 4.6(a) that the estimation error of the 
parameters by Monte Carlo simulation is below 12% when the focus location is 
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inside the sample. Fig. 6(b) shows an acceptable bias error of the attenuation 
coefficient in the Monte Carlo simulation for all focus locations. 

 

Figure 4.5 The coefficient of variation (CoV) (left column) and bias of the estimated parameters 
(right column) using the proposed method obtained from 100 simulated OCT signals, when 
initial parameter values are set to: a-b) 0 mm-1 ≤ µ ≤ 6 mm-1, 𝑧𝑧𝑅𝑅 = 50 µm, C = 2×104 (arb. unit), 
and 𝑧𝑧0 = 1 mm  ; c-d) 0 mm ≤  𝑧𝑧0 ≤  2 mm, µ = 1 mm-1, 𝑧𝑧𝑅𝑅 = 50 µm, and C = 2×104 (arb. 
unit); e-f) 0.01 mm ≤ 𝑧𝑧𝑅𝑅 ≤ 0.2 mm, µ = 1 mm-1, C = 2×104 (arb. unit), and 𝑧𝑧0 = 1 mm, and g-
h) 103 ≤ C ≤ 7×104 (arb. unit), µ = 1 mm-1, 𝑧𝑧𝑅𝑅 = 50 µm, and 𝑧𝑧0 = 1 mm. The simulated model 
parameters were set to 𝑧𝑧𝑅𝑅 = 42 µm, C = 2.5×104 (arb. unit), µ = 0.72 mm-1and 𝑧𝑧0 = 0.16 mm. 
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Figure 4.6 Monte Carlo simulation results: a) the coefficient of variation (CoV) of the estimated 
parameters (solid lines) for 500 measurements and Cramer-Rao lower bounds (dashed lines); and 
(b) bias of the estimated parameters as a function of focus location inside the medium. 

     To summarize the results, it has been shown that knowing more model 
parameters results in a better estimation precision of µ (Fig. 4.3). Additionally, the 
proposed approach ideally can estimate the model parameters with an acceptable 
precision (below 10%) when the number of averaged A-lines is larger than 500, the 
location of the focus is inside the sample, the Rayleigh length is below 0.4 mm and 
the attenuation coefficient of the sample is more than 0.2 mm-1 and less than 6 
mm-1 (Fig. 4.4). Therefore, these limitations for Rayleigh length and the 
attenuation coefficient were considered in designing our experimental setup. In 
addition, we obtained acceptable results using aforementioned interior-point solver. 
This routine was used for estimating the model parameters in the real 
measurements explained in the next section. 

4.3.4 Experimental setup 

In this section, we apply our method to the measurements obtained from different 
samples with an experimental OCT system. We apply them to estimate the model 
parameters based on either single or multiple B-scans. The B-scans of three thick or 
semi-infinite samples with 0.05 wt. %, 0.1 wt. % and 0.25 wt. % of TiO2 in 
silicone, with the zero delay location positioned 0.4 mm above the sample surface, 
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are recorded with various locations of the focal plane from the samples’ surfaces 
using a Ganymede-II-HR Thorlabs spectral domain OCT system (GAN905HV2-
BU) [24]. The system has a centre wavelength of 900 nm and a bandwidth of 195 
nm and a Thorlabs scan lens (LSM02-BB) with 18 mm focal length. The system’s 
axial and lateral resolutions were 3 µm (in air) and 4 µm, respectively, and the axial 
and lateral physical pixel size in air was 1.27 × 2.9 µm with 1024 pixels on each A-
line.  

     First, the focus position was manually set to the sample’s surface by optimizing 
the surface structure’s sharpness in the centre of enface image created by the OCT 
camera. Next, 90 B-scans were obtained at various locations of the focal plane by 
changing the axial location of the lens in the sample arm with a physical step size of 
11.25 µm within a range of ± 0.5 mm around the initial focus location as was 
explained in Chapter 2. Several pre-processing has been performed as explained in 
chapter 2 and the physical Rayleigh length in silicone was calculated to be 42 µm.  

 Estimating the model parameters in a single B-Scan 

The unconstrained model of Eq. 4.1 was fit to the averaged A-lines obtained from 
500 single A-lines of each B-scan. The initial values were set to µ = 3 mm-1, C = 5 

× 103, 𝑧𝑧𝑅𝑅 = 56 µm, and the values of 𝑧𝑧0 were set to 0.2 mm above the expected 

focus locations for each Averaged A-line. 𝑧𝑧0 = (the expected focus location − 0.2 
mm). The results of the fit to the measurements of 8 B-scans acquired with focus 
positions of {-0.5, -0.3, -0.1, 0.15, 0.3, 0.45, 0.6, 0.75} mm are shown in Fig. 4.7. 
The estimated parameter values for all recorded B-scans are shown in Fig. 4.8. 

Since parameters 𝑧𝑧𝑅𝑅 and µ are constant among the B-scans, we expect them to have 
similar estimated values. However, as can be seen, when the focus is above the 
sample, the estimated parameters are far from the expected values.  Additionally, 
when the focus location is within the depth of 0.1 mm inside the sample, the 
estimated attenuation coefficients seems to be significantly different compare to 
their estimated values at larger depths. This also confirms the simulation results in 
section 3.1. For a location of focus inside the sample, the estimated focus locations 
closer to the surface are in better agreement with the expected focus locations than 
for focus positions very deep into the sample.  
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Figure 4.7 The result of fitting the constrained model (blue) to the averaged A-lines per B-scan 
(red) obtained from the sample with 0.05 wt. % TiO2 in silicone for eight different focus 
positions {-0.5, -0.3, -0.1, 0.15, 0.3,  0.45, 0.6, 0.75} mm from left to right. The location of the 
estimated focus (within the shown depth range) is indicated by the vertical dashed line. 
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Figure 4.8 The estimated model parameters as a function of focus position obtained averaged A-
lines per B-scan acquired from the sample with 0.05 wt. % TiO2 in silicone. The vertical red 
dashed lines indicate the B-scan in which the focus was on the sample’s surface.  

4.3.5 Estimating the model parameters using multiple B-Scans 

Multiple B-scans of the same sample acquired with different focus positions can 
also be combined to estimate the model parameters as was explained in section 2.2. 

In this case, the model parameters µ and 𝑧𝑧𝑅𝑅 were considered common while the 

focus position 𝑧𝑧𝑜𝑜 and C were left free to vary among the B-scans. Only the B-scans 
in which the focus was inside the sample were considered in this experiment. The 
initial parameter values of the fitting process were the same as the values mentioned 
in section 3.3. To investigate if the estimation result depends on the number of the 
B-scans used, different numbers of the B- scans (2, 4, 8, 16 and 32) acquired from 
the sample with 0.05 wt. % TiO2 in silicone were used. The estimated parameters 

µ, 𝑧𝑧𝑅𝑅 and 𝑧𝑧0 are shown in Fig. 4.9 for different numbers of combined B-Scans. As 
can be seen, the estimated attenuation coefficient and Rayleigh length do not 
change significantly when more than 8 B-scans were used. 

     We combined 8 B-scans in estimating the attenuation coefficient µ for samples 
with different concentrations of TiO2 in silicone (0.05 wt. %, 0.1 wt. % and 0.25 
wt. %). The resuts are shown in Table 4.2. The standard errors for the estimated 
attenuation coefficients, Rayleigh lengths and the focus locations were 0.01 mm-1, 
0.0001 mm, and less than 0.01 mm, respectively. In theory, the relationship 
between the particle concentration and the attenuation coefficient should be linear. 
The estimation result shows a reasonable correlation between the TiO2 weight 
concentration and the estimated attenuation coefficient [with R2 = 0.99 calculated 
over all B-scans]. 

 

Table 4.2. Estimated attenuation coefficients obtained using 8 B-scans acquired with different focus 
positions inside the sample for three phantoms with different TiO2 weight concentrations in Silicone. 

TiO2 conc. (wt. %) 0.05 0.1 0.25 

Estimated µ (mm-1) 1.0 2.1 4.4 
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Figure 4.9 Estimated model parameters: (a) zR and (b) µ, obtained from the averaged A-lines of 2, 4, 8 and 
16 B-Scans acquired at different focus positions inside the sample with 0.05 wt. % TiO2 in silicone. The 
estimated and expected z0 are shown for the combinations of (c) 2, (d) 4, (e) 8, and (f) 16 B-Scans, i.e. 
focus locations. 

4.4 Discussion 
We presented a method to estimate the sample attenuation coefficients from OCT 
measurements compensated for the effects of the axial PSF. The recorded signals 
were modeled by assuming single-scattering in a homogeneous sample accounting 
for the system’s roll-off, noise and focused beam shape (axial PSF). The model 
parameters of the focused axial PSF were estimated from experimental OCT data. 
Our goal was to achieve accurate estimation of the attenuation coefficient to enable 
reliable quantitative analysis of a sample under investigation. The numerical study 
predicted the performance, and hence the limitations, of our model for different 
experimental conditions. We observed that for a Rayleigh length smaller than 0.5 
mm the estimation error of attenuation coefficient is smaller than 10% for a sample 
with attenuation coefficient of 0.73 mm-1 and with the location of the focused 
beam inside the sample. The signal decay caused by the effect of axial PSF for the 
location of the focus inside and close to the sample’s surface for larger Rayleigh 
lengths is not as significant as for smaller Rayleigh lengths. Monte Carlo simulation 
shows that accurate estimation of the Rayleigh length for the location of focus 
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above the sample is not feasible. However, the estimation errors of attenuation 
coefficient and the location of focus are smaller than 12% both above and inside 
the sample. 

     In experiments with phantoms of different weight concentrations TiO2 in 
silicone, good fits of the model to the measurements using a single B-scan as well as 
multiple B-scans acquired for different focus positions were obtained. In the latter 
case the parameters related to sample and optics were shared, whereas the focus 
position and signal strength were allowed to vary among the different B-scans. Only 
for focus positions very deep into the sample, the fitted model parameters started to 
deviate from the measurements closer to the sample’s surface. This might be due to 
the background noise subtraction or an incorrect estimation of roll-off.  

    The estimated attenuation coefficients using single B-scans are varying among 
the B-scans and tend to decrease when the focus is shifting to larger depths. We 
observed that the incorrect estimation of model parameter C can significantly 
influence the estimation of the attenuation coefficients. Therefore, finding a 
method to fix this parameter would significantly improve the results of estimating 
the attenuation coefficient from a single B-scan.   

    We also combined multiple B-scans acquired at different focus positions to 
estimate the model parameters. The estimated Rayleigh length and locations of 
focus in different B-scans could be estimated with less than 3% error while using 8 
B-scans. Using more B-scans does not show a significant improvement in 
estimating the model parameters. To be able to compare the numerical and 
experimental results properly, the true attenuation coefficient values of the samples 
should be known. While these attenuation coefficients are unknown, we do know 

the concentration of TiO2. We showed that in samples with different 

concentrations of TiO2 dispersed in silicone there is a linear relation between the 
0.05 wt. % and 0.1 wt. % TiO2 weight concentration and the estimated 
attenuation coefficients. However, the estimated attenuation coefficient for 0.25 
wt. % TiO2 is slightly lower than the expected value. It has been shown previously 
that the measured attenuation coefficient falls below the expected values for 
increasing particles concentration due to an increase of the amount of multiple 
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scattering [25]. Applying a multiple-scattering model can result in a better 
correlation between the measurements and the OCT light model.  

     A limitation of this work is the assumption of isotropic scattering and weak 
concentrations of scatterers such that a single-scattering model suffices. 

     In ophthalmology we encounter a shift of the focal plane due to accommodation 
of the human eye and movements of the eye and the head. The method can also be 
applied to data in which the focus position remains fixed for all B-scans. In 
addition, in ophthalmology, the recorded OCT scans obtained from a clinical 
OCT system are usually averaged over 10-100 B-scans during acquisition to 
improve the image quality of the scans. To obtain the precision explained in this 
research (by averaging over 500 A-lines), we only need to average over a small area 
in the image (5-50 neighboring A-lines). To obtain a higher spatial resolution, it is 
advised to reduce the number of averaging among neighboring A-lines while 
increasing the averaging rate during acquisition. In future work, we will extend the 
proposed method to estimate the attenuation coefficient values of a multi-layer 
sample from the OCT images. This is especially relevant in applications such as 
ophthalmology where each retina layer has different optical properties.  
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5 Attenuation coefficient estimation in   
Fourier-domain OCT of  

   multi-layered phantoms 
 

In this chapter, we present an extension of the method presented in the previous 
section. This is done by fitting a single scattering model for the OCT signal in a 
multi-layer sample to the recorded OCT signal corrected for the noise floor and the 
effect of finite detector resolution called roll-off. In addition, we employ numerical 
simulations to obtain the theoretically achievable precision and accuracy of the 
estimated parameters under various experimental conditions. Finally, the method is 
applied to two sets of measurements obtained from a multi-layer phantom by two 
experimental OCT systems: one with a large (288 µm) and one with a small (36 
µm) estimated Rayleigh length (in air). The multi-layer phantom is composed of 
layers with a distinctive concentration of TiO2 dispersed in silicone to assess the 
performance of the method. Numerical results show that the accuracy and precision 
of the estimated attenuation coefficients remain below 10%, specifically for focus 
positions within ±3 mm of the sample’s surface using the large Rayleigh length 
system and for focus positions inside the sample using the small Rayleigh length 
system. Experimental results show a linear relation of the estimated attenuation 
coefficients of each layer with the dissolved particle concentration (R2 > 0.94 and p 
< 0.02) for a single-focus (averaged) scan obtained by both small and large Rayleigh 
lengths systems. In addition, using averaged scans acquired at multiple focus 
locations inside the sample, the linear correlation was improved to R2 > 0.98 (p < 
0.008) for both sets of measurements. 

 

 

B. Ghafaryasl, k. A. Vermeer, J. Kalkman, T. Callewaert, J. F. de Boer, L. J. van Vliet, 
Attenuation coefficient estimation in Fourier-domain OCT of multi-layered phantoms, Biomed. 

Opt. Express, 12, 2744-2758 (2021). 
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5.1 Introduction 

Optical coherence tomography (OCT) is an interferometric imaging technique that 
can generate high-resolution three-dimensional images of biological tissues. Many 
tissues, such as the retina or the blood vessel wall are composed of a number of 
distinct tissues, each having its own optical tissue properties. OCT has been widely 
used to capture structural information of tissues for clinical tasks such as the 
diagnosis of retinal and vascular diseases. Recently, there has been a growing 
interest in the field of ophthalmology for utilizing optical tissue properties, such as 
the attenuation coefficient, for diagnosis and disease progression. The attenuation 
coefficient can be estimated from the intensity or amplitude of the OCT signal and 
can be used as a biomarker for the diagnosis and monitoring of diseases [1-6] as 
well as for tissue characterization [7-9]. Several methods based on single [10-12] 
and multiple [13,14] scattering of light have been presented for estimating the 
attenuation coefficient in a homogeneous medium using OCT. Only a few 
methods have been developed to estimate the attenuation coefficient of the tissue 
while taking into account the effect of the beam shape on the acquired OCT signal. 
Smith et al. [15] compensated for the effect of beam shape by correcting the OCT 
scan for the confocal detection efficiency using an existing model [8]. However, in 
their work the parameters of the shape of the beam need to be known before the 
estimation of the attenuation confident. In many medical applications, such as 
ophthalmology, the location of the focus varies between B-scans and there is a need 
for a method to automatically estimate the focus location to compensate for the 
effect of the beam shape in the estimation of the attenuation coefficient. Stefan et 
al. [16] introduced a method to estimate the attenuation coefficient using two B-
scans with different focus locations to first estimate the location of focus and 
subsequently estimate the attenuation coefficient from a single scattering model of 
the OCT light after compensating for the effect of beam shape. However, this 
method is dependent on having identical lateral beam locations of the sample to 
unambiguously determine the effect of the beam. In addition, this method was only 
tested with static samples where an identical physical location in both B-scans is 
well feasible and factors such as the beam angle of incidence can be controlled to 
ensure a similar intensity of the measured OCT signal. The limitation of having 
access to two scans from exactly the same position in the tissue is a problem in 
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many clinical data, such as retinal scans, where only one averaged measurement of 
the same tissue’s location is available. Recently, we presented a method to achieve 
an accurate estimate of attenuation coefficient for semi-infinite samples by 
compensating for the effects of the beam shape [17]. The proposed method 
estimates the axial point spread function (PSF) model parameters (Rayleigh length 
and focus depth) and attenuation coefficient by fitting a single-scattering model to 
the measured OCT signal of a homogenous sample. Monte Carlo simulations 
quantified the maximum expected accuracy and precision of our proposed method. 
However, while the method could estimate the attenuation coefficients of the 
materials from measurements of uniform samples, most biological tissues such as 
the retina are layered, and hence, the method cannot be applied straightforwardly. 
Therefore, there is a need, e.g. in ophthalmology, for a method to reliably estimate 
the attenuation coefficient properties in multi-layer samples.  

     In this chapter, we demonstrate simultaneous attenuation coefficient and beam 
focus position estimation in multi-layer samples. We investigate whether using 
multiple B-scans, acquired with different focus positions, improves the estimation 
of the attenuation coefficient. In addition, simulations of the OCT signal with 
speckles were used to numerically evaluate the accuracy and precision of the 
estimated parameters by the proposed method. The numerical analysis is needed for 
the evaluation of the proposed method since the true attenuation coefficient values 
of the materials are not known in real experiments. Finally, actual measurements of 
multi-layer phantoms composed of layers with different concentrations of TiO2 
dispersed in silicone is used to investigate the accuracy of our method. For this, the 
method is applied to B-scans of this phantom obtained with two different 
experimental OCT systems: one with a small and one with a large Rayleigh length.   

5.2 Method and experiments 

In this section, the OCT signals for multi-layer samples including the effect of the 
axial point spread function is described. In addition, we introduce a method for 
accurate estimation of the attenuation coefficient and focus position in a multi-
layer sample after compensating the recorded signal for the average noise level and 
roll-off. We simulate a realistic OCT signal including speckle formation and 
intensity noise. A Monte Carlo simulation is used to investigate the accuracy and 
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precision of the AC estimation method. Finally, we present the experimental results 
on a multi-layer phantom to assess the performance of the proposed methods in 
practice. 

5.2.1 Estimating the model parameters 

We simultaneously estimate the model parameters of the axial PSF and the 
attenuation coefficient per layer using a maximum likelihood estimator. For an 
inhomogeneous sample, a single-scattering physical model of averaged intensity of 
the OCT light at sampled physical depth z can be expressed as, 
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           (5.1) 

where R(z) is the signal intensity decay caused by roll-off as the ratio of spectral 
resolution over pixel resolution [18]. In the first term the signal variation is caused 
by three factors (from left to right): a scaling factor L, which comprises several 
factors such as input power, detector efficiency, coherence length and integrated 
phase function; the signal decay caused by a depth-resolved exponential signal 
attenuation modelled by 𝜇𝜇𝑡𝑡(𝑧𝑧) (the total attenuation coefficient), which is the sum 
of 𝜇𝜇𝑎𝑎(𝑧𝑧) (absorption coefficient) and 𝜇𝜇𝑠𝑠(𝑧𝑧) (the scattering coefficient). The 
backscattering coefficient is  𝜇𝜇𝑏𝑏,𝑁𝑁𝑁𝑁(𝑧𝑧) = 𝜇𝜇𝑠𝑠(𝑧𝑧).𝑝𝑝𝑁𝑁𝑁𝑁(𝑧𝑧), with 𝑝𝑝𝑁𝑁𝑁𝑁(𝑧𝑧) being the 
fraction of scattered photons detected by OCT system [11, 19]. Finally, the axial 
PSF is modelled by a Lorentzian function at focus position 𝑧𝑧0 and scaled by the 
Rayleigh length in the medium, 𝑧𝑧𝑅𝑅(𝑧𝑧) [20]. The second term 𝐷𝐷(𝑧𝑧) is the noise 
level offset. The intensity of the OCT signal inside a (homogenous) layer is 
distorted by speckle noise and has an exponential distribution [18]. However, based 
on the central limit theorem, the uncorrelated intensity noise in the average of a 
large enough number (M) of neighbouring A-lines (M > 30 based on rule of 
thumb) converges to a normal distribution 𝒩𝒩[𝑚𝑚(𝑧𝑧),𝑀𝑀)], with m(z) being the 
expected value of the exponential distribution, and 𝑚𝑚(𝑧𝑧)2 𝑀𝑀⁄  the variance of the 
resulting normal distribution. For an averaged A-line, the third term ɛ(z) is a 
Gaussian noise which represents the effect of additive background noise and 
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speckles with normal distributions. The acquired OCT signal can be corrected for 
the effect of noise floor [15] and roll-off [15,16].  

     To reduce the complexity of the fit model, we considered the parameters 𝜇𝜇𝑡𝑡 = 
𝜇𝜇𝑠𝑠 and call it µ, by assuming 𝜇𝜇𝑎𝑎  ≪  𝜇𝜇𝑠𝑠, which is a good approximation for the 
wavelengths typically used for ophthalmic OCT. In addition, we assumed 𝑝𝑝𝑁𝑁𝑁𝑁(𝑧𝑧) 
and refractive indices to be constant for all depths. A constant refractive index 
results in a constant Rayleigh length for all depths. With the aforementioned 
assumptions, a model of OCT signal with 𝑁𝑁𝐷𝐷 data-points 𝑧𝑧𝑗𝑗 on each A-line can be 
expressed as, 
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        (5.2)       

where the parameter ∆ indicates the depth per pixel corresponding to the sampling 
𝑧𝑧𝑗𝑗 and C=L. 𝑝𝑝𝑁𝑁𝑁𝑁 is a scaling factor. To estimate the model parameters, we use 
multiple averaged A-lines with different locations of focus, 𝑧𝑧𝑜𝑜𝑖𝑖. Therefore, for a set 
of 𝑁𝑁𝐴𝐴 averaged A-lines 𝐼𝐼1�𝑧𝑧𝑗𝑗�, 𝐼𝐼2�𝑧𝑧𝑗𝑗�, … , 𝐼𝐼𝑁𝑁𝐴𝐴�𝑧𝑧𝑗𝑗�, the unknown parameters Ci 
and 𝑧𝑧𝑜𝑜𝑖𝑖, and the attenuation coefficient at each depth, can be estimated by 
minimizing the log-weighted sum of squared residuals, 𝜒𝜒, given by, 
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where the parameters can be considered to be common (joint), fixed (known) or 
independent among the averaged A-lines. The subscript j is an index that denotes 
the data-point number on each A-line. The proposed method requires knowledge 
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of the thickness of each layer per A-line and therefore segmentation of the multi-
layer sample is a prerequisite. 

5.2.2 Simulation of OCT signal and Monte Carlo simulation 

To study the performance of the proposed method numerically, we applied it to 
simulated OCT signals. For this, we integrated the effect of axial PSF to an existing 
single-scattering based simulation of the OCT signals, which are distorted by 
speckle and signal intensity noise of a multi-layer sample [21].  

     OCT signals were simulated for a system with a Gaussian-shaped spectrum with 
a center wavelength of 1000 nm and a full width at half maximum of 73 nm. The 
front surface is located at 0.2 mm from the zero-delay. The simulated sample has 
four homogeneous layers each having thickness (d) and attenuation coefficients (µ) 
of: 𝑑𝑑1 = 170 µm, 𝑑𝑑2 = 𝑑𝑑3 = 𝑑𝑑4 = 100 µm and µ1 = 4.4 mm-1, µ2 = µ1/2.5 = 1.76 
mm-1, µ3 = µ1/5 = 0.88 mm-1 and µ4 = 𝜇𝜇1/2.5 = 1.76 mm-1, respectively. To simulate 
these attenuation coefficient values, the fraction of the scattered intensity was 
assumed to be 0.5 and the averaged particle size was set to 700 nm. The 
concentration of particles in each layer was P1 = 7%, P2 = 2.8%, P3 = 1.4%, P4 = 
2.8%. The model is based on the single scattering approximation. In addition, to 
calculate the scattering properties of the particles using Mie-scattering, the refractive 
indices of the sample and particles were set to 𝑛𝑛𝑚𝑚𝑚𝑚𝑚𝑚 = 1.44 and 𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1.48. The 
Rayleigh length of the axial PSF’s model was set to either 𝑧𝑧𝑅𝑅 = 432 µm or 𝑧𝑧𝑅𝑅 = 57.6 
µm in the medium, and the location of the focus varied between ±1 mm from the 
surface of the sample with a step size of 20 µm. 500 averaged A-lines, with 1024 
data-points per A-line, distorted by additive Gaussian noise with a standard 
deviation of 5% of the signal intensity were simulated. All the simulations were 
implemented in Matlab 2017b on a Dell Latitude with a dual core CPU (2.60 
GHz) and 8 GB of RAM. 

     For each Rayleigh length, the method in section 2.1 was applied to estimate the 
model parameters C, z0 and µn (n = 1,2,3,4), while fixing the zR values to the known 
Rayleigh lengths, using the interior–point technique of Matlab (Curve Fitting 
Toolbox, Matlab 2017b; The MathWorks, Natick, MA) with a termination 
tolerance set to 10−15, and the maximum number of iteration and function 
evaluations set to 106. The initial values for the unknown parameters were set to C 
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= 5.104, 𝑧𝑧0 = 0.6 mm and 𝜇𝜇1 = 3 mm-1, 𝜇𝜇2 = 3 mm-1, 𝜇𝜇3 = 2 mm-1 and 𝜇𝜇4 = 1 
mm-1. In the process of fitting the model of Eq. 5.2 for homogeneous layers, a 
lower and upper bound was set for all parameters, i.e. 0 mm-1 < 𝜇𝜇 < 6 mm-1 for all 
layers, 0  < 𝐶𝐶 < 1010 (arbitrary units), 0 mm < 𝑧𝑧0 < 1 mm for focus inside and -1 
mm < 𝑧𝑧0 < 0 mm for focus above the sample.  

     To evaluate the accuracy, precision and feasibility of the proposed method 
numerically, the coefficient of variations (CoV) of the estimated parameters and the 
bias were calculated for the two selected Rayleigh lengths and different locations of 
focus around the surface of the sample. 

5.2.3 Phantom experiments 

To investigate the practical feasibility of the proposed method, we applied it to 
measurements obtained from a multi-layer phantom by two experimental OCT 
system with different Rayleigh lengths. The model parameters were estimated based 
on either a single or multiple B-scans. The sample consists of four layers with 0.25 
wt%, 0.1 wt%, 0.05 wt% and 0.01 wt% of TiO2 in silicone. The B-scans of the 
phantom were recorded for various locations of the focal plane from the sample’s 
surface using two experimental systems. The first one is a Ganymede-II-HR 
Thorlabs spectral domain OCT system (SD-OCT) (GAN905HV2-BU) with an 
estimated Rayleigh length of 36 µm in air. The Rayleigh length of the system was 
estimated by fitting the axial PSF to a set of measurements obtained by changing 
the focus location from a sample’s surface [19]. The system has a center wavelength 
of 900 nm and a bandwidth of 195 nm and a scan lens with 18 mm focal length 
(LSM02-BB). The axial and lateral physical pixel size in air was 1.27 × 2.9 µm2 
with 1024 pixels per A-line. The second system is a swept-source OCT (SS-OCT) 
system [23] with an estimated Rayleigh length of 288 µm in air. The system has a 
center wavelength of 1 µm. The axial and lateral pixel size in air was 3.3 × 1.45 
µm2 with 1024 pixels per A-line. The refractive index of silicone was considered to 
be 1.44 [11] and assumed to be constant among the layers.   

     First, the focus position was set inside the sample, but close to sample’s surface 
by probing the highest intensity in the area of interest during the acquisition. Next, 
70 B-scans were obtained with various locations of the focal plane by changing the 
location of the lens in the sample arm with a physical step size of 20 µm and 15 µm 
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for the systems with large and small Rayleigh length, respectively. Then, the B-
scans with the location of focus within a range of ± 0.5 mm around the initial 
focus location were selected.  

     Several post-processing steps were performed on the measured A-lines.  The 
averaged noise level was obtained by averaging over a large number of A-lines 
without any sample in the sample arm, and subtracted from all A-lines. In addition, 
the signal was corrected for the measured roll-off values of 0.81 and 1.7 for the two 
systems with large and small Rayleigh length, respectively [17]. Next, the surfaces of 
the samples were segmented in each B-scan using a minimum cost path search 
applied to individual B-scans [24]; the locations of the other interfaces were derived 
from the known thicknesses of the layers.    Finally, the averaged A-lines were 
created by averaging over the central 200 A-lines in each B-scan.  

Estimating the model parameters in a single B-Scan 

The method in section 2.1 was applied to estimate the model parameters as 
explained in section 2.2. The model was fit to the averaged A-lines from each B-
scan, with different locations of focus, where the model parameters µn (n = 1, 2, 3, 
4), 𝐶𝐶, and 𝑧𝑧0 were unknown and Rayleigh lengths were set to the values of the 
experimental system. The initial values were set to 𝜇𝜇1 = 3.5 mm-1, 𝜇𝜇2 = 3 mm-1, 
𝜇𝜇3 = 2 mm-1, 𝜇𝜇4= 3 mm-1, 𝑧𝑧𝑜𝑜 = 0.6 mm for both set of measurements, and C = 103 
(arbitrary units) for the set of measurements with large and C = 107 for the set of 
measurements with small Rayleigh lengths. We introduced an upper and lower 
bound for each model parameters to restrict the optimizer to a reasonable domain. 
The intervals were set to 0 mm−1 < 𝜇𝜇 < 7 mm−1; and 0 ≤ 𝑧𝑧0 < 1 mm for the 
location of focus inside and -1 mm < 𝑧𝑧0 < 0  above the sample for both sets of 
measurements, and 0 < 𝐶𝐶 < 104 for the set of measurements with large and 0 
< 𝐶𝐶 < 1010 for the set with small Rayleigh lengths. Since the real values of the 
attenuation coefficients of the sample’s layers are unknown, the correlation between 
the estimated attenuation coefficients and the concentrations of TiO2 in silicone 
was investigated for each set of measurements. 
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Estimating the model parameters using multiple B-Scan 

Multiple B-scans with different locations of focus were used to estimate the model 
parameters. The free running parameters µ1 through µ4 were considered to be 
common for all B-scans, while 𝑧𝑧𝑜𝑜𝑖𝑖 and 𝐶𝐶𝑖𝑖  in Eq. 5.3 were estimated for each B-scan 
individually. The Rayleigh length 𝑧𝑧𝑅𝑅 was fixed to the known values of the 
experimental setups. We used the same initialization values and boundary 
conditions for the optimization process as reported earlier for the single B-scan 
experiments. In addition, different combinations of the averaged A-lines were used 
to investigate the possibility to improve the results.   

     Previously, we showed that in samples with different concentrations of TiO2 
dispersed in silicone there is a linear relation between the TiO2 weight 
concentration and the estimated attenuation coefficients [17]. The linear relation 
was calculated by fitting a line to the estimated attenuation coefficients in the 
averaged A-lines using Matlab’s linear regression (Statistics Toolbox, MATLAB 
2017; The MathWorks, Natick, MA). 

5.3 Results 

Simulation results 

The proposed method in section 2.1 was tested with the simulation of the OCT 
signal as described in section 2.2. The OCT images of a multi-layer sample and the 
averaged central 200 central A-lines are shown in Fig. 5.1 for  𝑧𝑧𝑅𝑅 = 40 µm and 𝑧𝑧𝑅𝑅 = 
300 µm in air and an initial location of focus 𝑧𝑧0 = 0.1 mm inside the sample. The 
proposed method was applied to 200 averaged simulated A-lines and the unknown 
model parameters C, z0, and 𝜇𝜇𝑛𝑛 (n = 1, 2, 3, 4) were estimated for different 
locations of the focus and the two selected Rayleigh lengths.   

     As can be observed in Fig. 5.2(a), the focus is estimated accurately for the small 
Rayleigh length when it is located inside the sample. However, Fig. 5.2(b) shows 
for the large Rayleigh length, the estimation of the focus location was inaccurate 
because the effect of the focus on the intensity along an A-line cannot be 
distinguished from the signal decay caused by light attenuation. The CoV of the 
estimated attenuation coefficients of four layers and the corresponding estimation 



 

84 
 

bias are shown in Fig. 5.2(c-f) as a function of focus location for the two selected 
Rayleigh lengths. As can be seen, the CoV for both systems remains below 10% 
when focussing inside the sample. For 𝑧𝑧𝑅𝑅 = 40 µm (small Rayleigh length), the bias 
of the estimated attenuation coefficients remains below 10% when the focus 
location is less than 0.5 mm inside the sample. For 𝑧𝑧𝑅𝑅 = 300 µm (large Rayleigh 
length), the bias of the estimated attenuation coefficient is above 10% for 𝜇𝜇1 and 
𝜇𝜇2 and below 10% for 𝜇𝜇3 and 𝜇𝜇4 if the location of the focus lies inside the sample. 
This bias is the result of the incorrect estimation of the focus. 

 

 

 

Figure 5.1 Top row) Two simulated OCT B-scans of a multi-layer sample with focus location at 
0.1 mm inside the sample, shown by red dashed lines, for an OCT system with 40 µm (left) and 
300 µm Rayleigh lengths; Bottom row) The averaged results of 200 central A-lines for the small 
(left) and the large (right) Rayleigh length systems.  
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Figure 5.2 The results of fitting the model to the simulated OCT signals with a small (left 
column) and a large (right column) Rayleigh length. For both sets of data, the estimated focus 
position z0 (a,b), the error (CoV) of the estimated attenuation coefficients (c,d), and the bias of 
the attenuation coefficients (e,f), for all four layers are shown as a function of the imposed focus 
position. 

     The effect of the beam shape on the acquired OCT signal and therefore on the 
estimation of the attenuation coefficients is more significant for the smaller 
Rayleigh length. Therefore, for small Rayleigh lengths, an inaccurate estimation of 
the location of focus results in a less accurate estimation of the attenuation 
coefficients. This effect is shown in Fig. 5.2(a-d) where erroneous estimations of 
focus locations increase the CoVs for the smaller Rayleigh length, while there is no 
significant change of the CoVs for the larger Rayleigh length. 

     The linear relation between the estimated attenuation coefficients and the 
particle concentration of the respective layer as a function of focus location is 
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shown in Fig. 5.3 for both the small and the large Rayleigh length. This figure 
shows R2-values indicating the goodness of the linear fit and the corresponding p-
values. The R2-values larger than 0.95 and 0.98 for small and large Rayleigh 
lengths, respectively, show a good correlation between the estimated attenuation 
coefficients with p < 0.01 and the TiO2 concentrations for all focus positions. 

     In addition, Fig. 5.4 shows this linear relation between the estimated 
attenuation coefficients and the particle concentration of the respective layer in the 
averaged A-lines acquired with the focus set to 0.1 mm inside the sample as a 
function of the system’s Rayleigh length from 0.005 mm to 1 mm. This figure 
shows R2-values indicating the goodness of the linear fit and the corresponding p-
values. The R2-values larger than 0.92 show a good correlation between the 
estimated attenuation coefficients with p < 0.02 and the TiO2 concentrations for all 
focus positions.                           

 

Figure 5.3 The linear relation between the estimated attenuation coefficients and the particle 
concentration of the respective layer; where R2 (top row) and p-values (bottom row) of the linear 
fit are shown as a function of focus position for a small (left column) and a large (right column) 
Rayleigh length.                                 
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Figure 5.4 The linear relation between the estimated attenuation coefficients and the particle 
concentration of the respective layer; where R2 (left) and p-values (right) of the linear fit are 
shown as a function of Rayleigh length with focus set to 100 µm inside the sample. 

Experimental results 

As mentioned in the previous section, the experimental data of the multi-layer 
phantom were acquired with two experimental OCT systems with different 
Rayleigh lengths. Fig. 5.5 shows two typical examples of recorded B-scans obtained 
by the systems with the focus set to 100 μm inside the sample. The result of fitting 
the model to the averaged OCT signals (over 200 central A-lines) for the two 
systems and a series of focus positions, both above and inside the sample, are shown 
in Fig. 5.6 and Fig. 5.7. As can be seen visually, an acceptable fit to the 
measurements was obtained when the focus location is within 0.25 mm of the pha- 

 

 

Figure 5.5 OCT B-scans of the multi-layer phantom obtained by a  system with a small (left) and 
a large (right) Rayleigh length where the focus was set to 200 µm inside the sample. The vertical 
axis indicates the optical distance from the surface of the sample. 
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-ntom’s surface, in the set of measurement with small Rayleigh lengths and for all 
positions of focus for measurements with large Rayleigh lengths.  

     The estimated parameters for each averaged A-line are shown in Fig. 5.8 for 
both sets of measurement. We expect to have similar attenuation coefficient values 
for each layer of the sample irrespective of the focus position. However, it can be 
seen in Fig. 5.8 (top row) that the estimated attenuation coefficients vary 
significantly for different focus positions. 

  

 

Figure 5.6 The results of fitting the model (red) to the average of the central 200 A-lines per B-
scan (blue) obtained from the multi-layer phantom using the OCT system with the small 
Rayleigh length for a series of focus positions (as indicated in the plots).   
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Figure 5.7 The results of fitting the model (red) to the averaged intensity of the OCT signal of 
the central 200 A-lines per B-scan (blue) obtained from the multi-layer phantom using the OCT 
system with the large Rayleigh length for a series of focus positions (as indicated in the plots).  

 

The estimated focus positions are shown in Fig. 5.8 (middle row). For small 
Rayleigh length, there is a good correlation between the estimated and expected 
focus position. However, the focus position could not be estimated reliably in the 
data set obtained with the large Rayleigh length. 
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Figure 5.8 The estimated model parameters: µi (top row), z0 (middle row) and C (bottom row) 
obtained by fitting the model to the averaged A-lines as a function of the imposed focus position 
for measurements obtained by an OCT system with a small (left column) and a large (right 
column) Rayleigh lengths. 

 

     In addition, we expected to observe a linear relation between the estimated 
attenuation coefficients and the particle concentration of the respective layer. Fig. 
5.9 (top) shows this linear relation to the estimated attenuation coefficients in the 
averaged A-lines acquired with the focus set to 0.6 mm inside the sample for both 
set of measurements. Fig. 5.9 (middle) shows R2-values indicating the goodness of 
the linear fit for all the averaged A-lines and Fig. 5.9 (bottom) shows the 
corresponding p-values. The R2-values larger than 0.94 show a good correlation 
between the estimated attenuation coefficients with p < 0.02 and the TiO2 
concentrations for all focus positions, except for focus positions higher than 0.3 
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mm above the sample, in the measurements obtained with the small Rayleigh 
length.             

     In the next step, we investigated if using multiple averaged A-lines with different 
focus locations improves the estimation of the attenuation coefficients. For this, we 
considered the averaged A-lines recorded with a different number of focus 
positions, i.e. (2, 4, 8 and 16). The attenuation coefficients of the identical layers 
among the averaged A-lines were considered to be common in the estimation 
process. The selected focus positions at different depths and their estimated values 
are shown in Fig. 5.10 and Fig. 5.11 for the measurement obtained using the OCT 
system with the small or the large Rayleigh length, respectively. The imposed 
(expected) and estimated focus position correlate well in measurements obtained 
using the OCT system with the small Rayleigh length. However, as was expected, 
an inaccurate estimation of z0 was obtained in measurements obtained using the 
OCT system with the large Rayleigh length. The estimated attenuation coefficients 
for both set of measurements (with small and large Rayleigh lengths) are shown in 
Tables 5.1 and 5.2. In addition, the R2-values of the linear fits to the estimated 
attenuation coefficients as a function of the particle concentration are also shown in 
these tables. For the measurements obtained with the small Rayleigh length, the R2-
values of the fits were higher than 0.99 (p = 0.003) using 8 B-scans, which is 
slightly better than the results obtained using a single B-scan. For the measurements 
obtained with large Rayleigh length, the R2-values of the fits is the highest 0.99 (p-
value < 0.006) when using 8 B-scans. 
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Figure 5.9 Linear fit to the estimated attenuation coefficients as a function of particle 
concentration (top row) as well as the resulting R2 (middle row) and p-values (bottom row) of the 
fit as a function of focus position for an averaged A-line with focus set to 60 µm inside the 
phantom for measurements using an OCT system with a small (left column) and a large (right 
column) Rayleigh length systems.  
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Figure 5.10 Estimated location of focus (blue dots) obtained using 2, 4, 8, and 16 B-scans 
recorded with different focus positions using the OCT system with the small Rayleigh length. 

 

Figure 5.11 Estimated location of focus (blue dots) obtained using 2, 4, 8, and 16 B-scans 
recorded with different focus positions at depth using the OCT system with the large Rayleigh 
length. 
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Table 5.1 Estimated attenuation coefficients obtained using 2, 4, 8, and 16 B-scans acquired with 
different focus positions inside the sample for the four-layer phantom with different TiO2 weight 
concentrations TiO2 in silicone for the measurements obtained using the OCT system with the 
small Rayleigh length. The R2 and p-values of the linear fits to the estimated attenuation 
coefficients as a function of the TiO2 concentration are shown for each combination of the 
averaged A-lines. 

                                                  Small Rayleigh length (36 µm) 

 

 

 

Table 5.2 Estimated attenuation coefficients obtained using 2, 4, 8, and 16 B-scans acquired with 
different focus positions inside the sample for the four-layer phantom with different TiO2 weight 
concentrations TiO2 in silicone for the measurements obtained using the OCT system with the 
large Rayleigh length. The R2 and p-values values of the linear fits to the estimated attenuation 
coefficients as a function of the TiO2 concentrations are shown for each combination of the 
averaged A-lines. 

Large Rayleigh length (288 µm) 

 

B-
scans 

  Layer Linear 
regression 

 1 2 3 4    
 Estimated attenuation coefficients 

(mm-1) 
R2 p-value 

2 6.0 2.5 1.1 2.0 0.99 0.004 
4 5.7 2.2 1.1 1.9 0.99 0.004 
8 5.9 2.1 1.0 1.9 0.99 0.003 
16 6.0 2.1 1.0 1.8 0.99 0.004 

B-
scans 

Layer Linear 
regression 

 1 2 3 4   
 Estimated attenuation 

coefficients (mm-1) 
R2 p-

value 
2 5.5 2.1 1.0 1.9 0.97 0.008 
4 5.6 2.2 1.0 2.0 0.98 0.008 
8 5.4 2.0 1.0 1.8 0.99 0.006 
16 5.5 2.0 1.0 1.8 0.98 0.005 
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5.4 Discussion 

In this research, we introduced a method to estimate the attenuation coefficients of 
a multi-layer sample. A single-scattering model of the OCT signal was assumed 
while accounting for the system’s roll-off, noise and focused beam shape. The 
model parameters of the focused axial PSF and the attenuation coefficients of each 
layer were simultaneously estimated from experimental OCT data.  

     The numerical study predicted the optimal performance, and hence the inherent 
limitations, of our model for two experimental systems with different Rayleigh 
lengths. The simulation results indicate that the proposed method can estimate the 
selected attenuation coefficients with an acceptable precision and accuracy (CoV <
 10%) from the OCT signal obtained from a system with small Rayleigh length 
when focussing inside the sample and within 0.5 mm of the sample’s surface. For 
the system with large Rayleigh length, while the precision of the of the estimated 
attenuation coefficient is acceptable (CoV < 10%), the bias is large when focus is 
inside the sample and between 0.1 mm to 0.5 mm from the sample’s surface.    

     It has been shown that the average thickness of the retina and choroid of healthy 
eyes is about 250 µm [25] and 270 µm [26], respectively. To the best of our 
knowledge, in conventional ophthalmic OCT systems, the Rayleigh length is larger 
than 250 µm to have chorioretinal structures within the depth of focus. For large 
Rayleigh lengths, the intensity and consecutively the attenuation coefficient values 
are less affected by the shape of the beam and therefore it is less critical for accurate 
estimation of the attenuation coefficient. In high resolution imaging, which in 
ophthalmology can be done with adaptive optics, correcting for the effect of focus 
to estimate the attenuation coefficient is crucial. We observed a strong linear 
correlation (R2 > 0.92, p-value < 0.02) between the estimated attenuation 
coefficients and the particle concentration of the respective layer for different 
Rayleigh lengths.  

     Experimental results obtained from a single B-scan of a multi-layer phantom 
composed of layers with different weight concentrations TiO2 in silicone, show an 
acceptable fit to the measurements when the focus location is within 0.3 mm of the 
phantom’s surface in the set of measurement with small Rayleigh lengths and for all 
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positions of focus for measurements with large Rayleigh lengths. We observed a 
good correlation between the estimated and expected focus position for the 
measurements obtained with the small Rayleigh length where for larger Rayleigh 
length this correlation was not observed. This is mainly because the larger the 
Rayleigh length, less changes in the signal intensity is caused by the shape of beam 
and therefore it is more difficult to obtain the Rayleigh length from intensity data 
using the model in Eq. 5.2. However, with increasing Rayleigh lengths, the 
intensity and consecutively the attenuation coefficient values are less affected by the 
shape of the beam and therefore it is less essential to take into account this effect. In 
ophthalmic imaging the Rayleigh length is usually large and therefore the effect of 
focus location is reduced. However, in finer microscopic scales using adaptive 
optics, correcting for the effect of focus to estimate the attenuation coefficient is 
crucial.    

     Previously, we showed that in samples with different concentrations of TiO2 
dispersed in silicone there is a linear relation between the TiO2 weight 
concentration and the estimated attenuation coefficients [17]. Using a single B-
scan, we could observe that the estimated attenuation coefficients vary significantly 
for different focus positions while expecting to have similar attenuation coefficient 
values for each layer of the sample. Despite of this large variation, we observed a 
strong linear correlation (R2 > 0.94, p-value < 0.02) between the estimated 
attenuation coefficients and the particle concentration of the respective layer, in the 
measurements obtained with both Rayleigh lengths except for focus positions 
higher than 0.3 mm above the sample, in the measurements obtained with the 
small Rayleigh length. Using multiple B-scans with different focus locations for the 
measurements obtained with the small Rayleigh length system, the R2-values of the 
fits were higher than 0.97 (p-value < 0.008) using 2, 3, 4 or 8 B-scans with 
different focus locations. The best result was obtained using the combination of 8 
B-scans.  

     To reduce the complexity of the proposed model, we assumed the refractive 
index and C parameter to be constant for all depths. However, as mentioned 
previously, the backscattering coefficient 𝜇𝜇𝑏𝑏,𝑁𝑁𝑁𝑁(𝑧𝑧) is proportional to 𝑝𝑝𝑁𝑁𝑁𝑁(𝑧𝑧), which 
varies due to changes of the scatterers’ phase function. We showed that we could 
obtain a linear relation between the estimated attenuation coefficient and different 
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concentration of TiO2 particles in silicone. This indicates that the effect of varying 
𝑝𝑝𝑁𝑁𝑁𝑁 is not significant, but further investigation of this effect in retinal tissue 
measurements is required to study the effect of this assumption. 

     The clinical application of our proposed method for a multi-layer sample such 
as retinal tissue should be further investigated in future research. The limitations of 
our technique, i.e. setting the location of focus inside the sample and averaging rate, 
should be considered while acquiring the OCT scans. In clinical practice, the 
operator of the OCT system aims to focus on the surface of retina using a SLO 
camera, integrated into the OCT system. To increase the depth of focus in 
chorioretinal structures, the location of focus should be inside the retina. However 
due to the head movements, the focus location varies during acquisition. Further 
investigation is required to study the variation of focus location due to head 
movements. 
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6 Automatic estimation of retinal 
nerve fibre bundle orientation in  
SD-OCT images using a structure-
oriented smoothing filter 

 
Optical coherence tomography (OCT) yields high-resolution, three-dimensional 
images of the retina. A better understanding of retinal nerve fibre bundle (RNFB) 
trajectories in combination with visual field data may be used for future diagnosis 
and monitoring of glaucoma. However, manual tracing of these bundles is a tedious 
task. In this work, we present an automatic technique to estimate the orientation of 
RNFBs from volumetric OCT scans. Our method consists of several steps, starting 
from automatic segmentation of the RNFL. Then, a stack of en face images around 
the posterior nerve fibre layer interface was extracted. The image showing the best 
visibility of RNFB trajectories was selected for further processing. After denoising 
the selected en face image, a semblance structure-oriented filter was applied to  
probe the strength of local linear structure in a discrete set of orientations creating 
an orientation space. Gaussian filtering along the orientation axis in this space is 
used to find the dominant orientation. Next, a confidence map was created to 
supplement the estimated orientation. This confidence map was used as pixel 
weight in normalized convolution to regularize the semblance filter response after 
which a new orientation estimate can be obtained. Finally, after several iterations an 
orientation field corresponding to the strongest local orientation was obtained. The 
RNFB orientations of six macular scans from three subjects were estimated. For all 
scans, visual inspection shows a good agreement between the estimated orientation 
fields and the RNFB trajectories in the en face images. Additionally, a good 
correlation between the orientation fields of two scans of the same subject was 
observed. Our method was also applied to a larger field of view around the macula. 
Manual tracing of the RNFB trajectories shows a good agreement with the 
automatically obtained streamlines obtained by fibre tracking.  
 

B. Ghafaryasl, R. Baart, J.F. de Boer, K. A. Vermeer, L. J.  van Vliet, Automatic estimation of retinal nerve 
fibre bundle orientation in SD-OCT images using a structure-oriented smoothing filter, Medical Imaging 
2017: Image Processing, 10133, 101330-101336 (2017). 
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6.1 Introduction 

The retinal nerve fibre layer (RNFL) carries visual information from the eye to the 
visual cortex of the brain. The retinal nerve fibre bundles (RNFBs), which consist 
of retinal ganglion cell axons, may degenerate in the retina of glaucoma patients. A 
patient-specific RNFB trajectory pattern in combination with visual field data can 
give us a better understanding of glaucomatous damage [1]. However, manual 
tracing of the RNFBs in fundus images is time consuming, error-prone and grader-
dependent. Recently, a method has been developed to create a map of RNFB 
trajectories using the mean RNFL thickness at each grid sector of the visual field 
[1,2]. However, this map is limited to the resolution of the visual field grid and 
does not use patient-specific information of RNFB trajectories. In this chapter, we 
present a method to automatically estimate the RNFB orientations in volumetric 
spectral-domain OCT (SD-OCT) images. Our method applies a 2D structure-
oriented semblance filter to probe the orientation responses from an en face OCT 
image with visible trajectories of RNFBs.  

6.2 Method 

Since RNFBs traverse across the structure of the RNFL, their trajectory is not 
visible in a single C-scan. Therefore, to visualize the RNFBs, en face images 
oriented along the RNFL were extracted. In the first step, 3D macular SD-OCT 
scans were automatically segmented using coupled level sets [3] since the built-in 
segmentation of RNFL by the scanner was not accurate for some of the B-scans. 
Then, the en face image showing the best visibility of the RNFB trajectories was 
selected for further processing. This image was extracted from a 3.9 µm (1 pixel) 
thin slice located 7.8 µm (2 pixels) anterior to the segmented posterior nerve fibre 
layer interface (Fig. 6.1(a)). The horizontal band artifacts in the en face image 
results from the fast horizontal scanning direction. To eliminate these artifacts in 
the en face image, the following steps have been performed. First, the low 
frequencies of the en face image were removed using a 2D Gaussian filter (Fig. 
6.1(b)). Second, since the banding artifact is the dominant orientation at each 
column of the en face image, a principal component analysis (PCA) was applied to 
the columns of an image and the image was reconstructed without the first four 
components, which are dominated by the horizontal band artifacts (Fig. 6.1(c)).  
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   (a)                         (b)                         (c)                          (d) 
 

             
 
                  (e)                         (f)                           (g)                         (h)             
  

                
 
                      (i)                          (j)                          (k)                         (l) 

Figure 6.1 a) The en face image of a macular SD-OCT scan; b) after removing the low 
frequencies; c) after removing the horizontal band artifacts. d) The blood vessels mask. e) The 
macula mask. The confidence maps of: f) the variance of the residual between the best-fitted 
Gaussian kernel and the orientation measurements; g) the dilated inverted orientation gradient 
(white color shows the highest weight). h) The combined certainty weight image. i-l) The 
orientation fields for 0, 2, 30 and final result (after 32 iterations).  

 
     To estimate the orientation of the image structures, a 2D structure oriented 
semblance filter was used [6]. Semblance, 𝑠𝑠, is a measure of similarity along vector 
𝑗𝑗′, smoothed along its orthonormal vector 𝑖𝑖′ at each location in image 𝐼𝐼, 
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𝑠𝑠𝑖𝑖′,𝑗𝑗′ =  

〈〈𝐼𝐼〉𝑗𝑗′
2 〉𝑖𝑖′

〈〈𝐼𝐼2〉𝑗𝑗′〉𝑖𝑖′
  , 

(6.1) 

 

where 〈. 〉𝑘𝑘 indicates smoothing along 𝑘𝑘, usually by a 1D Gaussian kernel. At each 
pixel, the orientation responses, which are the similarity measurements for each 
orientation of the filter, were obtained with 𝑁𝑁 equally spaced orientations of the 
semblance filter between 0 and 𝜋𝜋. Stacking the filter outputs as a function of the 
probed orientation yields a so-called orientation space. 

     The orientation coordinate of this orientation space is periodic with 180 
degrees, such that the orientations 0 and 𝜋𝜋 are the same. Taking this into account, 
the following normalized Gaussian-based kernel for different 𝜃𝜃𝑖𝑖 was used to find 
the best orientation response,  
 

 
𝐺𝐺𝑖𝑖(𝜃𝜃) =  

𝑔𝑔𝑖𝑖(𝜃𝜃) + 𝑔𝑔𝑖𝑖(𝜃𝜃 + 𝜋𝜋) + 𝑔𝑔𝑖𝑖(𝜃𝜃 − 𝜋𝜋) 
∑ ( 𝑔𝑔𝑖𝑖(∅) + 𝑔𝑔𝑖𝑖(∅+ 𝜋𝜋) + 𝑔𝑔𝑖𝑖(∅ − 𝜋𝜋) )∅∈Φ  

    ,𝜃𝜃 ∈ Φ,  
  
(6.2) 

where Φ is a set of orientations and  
 

𝑔𝑔𝑖𝑖(𝜃𝜃) =  𝑒𝑒
−(𝜃𝜃− 𝜃𝜃𝑖𝑖)2

2𝜎𝜎2 . 
(6.3) 

The standard deviation 𝜎𝜎 is set to the (uniform) orientation sampling pitch, 
𝜎𝜎 =  𝜋𝜋 𝑁𝑁.⁄   At each pixel, we calculated the variance of the residual between the 
Gaussian-based kernel centered at 𝜃𝜃𝑖𝑖 and the orientation measurements. The 
dominant orientation at each pixel corresponds to the orientation with the 
minimum residual variance. 

A normalized convolution was used to regularize the orientation responses 𝐹𝐹 for 
all orientations 𝜃𝜃𝑖𝑖 , using a certainty weight image 𝐶𝐶 [7], such that: 

 
 

𝑅𝑅𝑠𝑠 =  
(𝐹𝐹.𝐶𝐶) ∗ 𝐺𝐺
𝐹𝐹 ∗ 𝐺𝐺 , 

(6.4) 

 
where  ∗ indicates convolution, 𝑅𝑅𝑠𝑠 is the regularized orientation response, and 𝐺𝐺 is 
a Gaussian filter. 

     The certainty weight image was obtained by the scalar products of two 
confidence maps and two binary masks. The first confidence map is the relative 
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strength of the strongest response. This is the inverse of the variance of the residue 
between the best-fitted Gaussian kernel and the measured orientation responses, 
normalized by the maximum value of the residue variances over all orientations and 
pixels. The second confidence map is composed of a local consistency weight, 
which indicates the similarity of the orientations between neighboring pixels. This 
can be obtained by dilating the inverted gradient of the extracted dominant 
orientation image. Two binary masks were used to give zero weights to areas 
occupied by blood vessels and by the macula.  

     To detect the blood vessels, an en face image was created from an axial 
summation of the 3D-OCT data between the vitreous-RNFL interface and RPE in 
the segmented retina. Then, a vesselness enhancement filter [8] based on a Gaussian 
kernel was applied to the extracted en face image. The scale of the Gaussian 
corresponded to the width of the smallest vessel. The blood vessels were segmented 
by thresholding the filter response and removing connected components smaller 
than 20 pixels. Finally, the segmented blood vessels were dilated using a round 
structuring element. The macula mask was considered as a circle in the center of 
the en face image and has an average diameter of 1.5 mm.  

     The result of normalized convolution is a set of regularized orientation 
responses. Based this set of orientation responses we can repeat the same procedure 
and extract the dominant orientation for each pixel. From here the entire procedure 
can be repeated in an iterative manner. Each iteration of the normalized 
convolution yields further regularized orientation responses and new weights for the 
next iteration. The differences between consecutive orientation fields were 
calculated by, 
 

𝑑𝑑(𝑓𝑓𝑛𝑛,𝑓𝑓𝑛𝑛−1) =   ∑ ∑ �𝑚𝑚𝑚𝑚𝑚𝑚 �|𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑦𝑦) −  𝑓𝑓𝑛𝑛−1(𝑥𝑥,𝑦𝑦)|, �𝑚𝑚𝑚𝑚𝑚𝑚 � 𝑓𝑓𝑛𝑛(𝑥𝑥,𝑦𝑦) + 𝜋𝜋
2

,𝜋𝜋� −𝑦𝑦𝑥𝑥

   𝑚𝑚𝑚𝑚𝑚𝑚 � 𝑓𝑓𝑛𝑛−1(𝑥𝑥, 𝑦𝑦) + 𝜋𝜋
2

,𝜋𝜋��  ��
2
                                                                              (6.5) 

 
where 𝑓𝑓𝑛𝑛(𝑥𝑥, 𝑦𝑦) is the dominant orientation at pixel (𝑥𝑥,𝑦𝑦) for 𝑛𝑛th iteration. The 

stopping criterion, 𝑑𝑑(𝑓𝑓𝑛𝑛,𝑓𝑓𝑛𝑛−1) ≥   0.9 × ∑ 𝑑𝑑(𝑓𝑓𝑚𝑚,𝑓𝑓𝑚𝑚−1)𝑛𝑛−1
𝑚𝑚=𝑛𝑛−4

4
, is used to terminate the 

iterative process.  
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6.3 Experiments and results 

We obtained two consecutive three-dimensional macular OCT scans of three 
subjects using a Spectralis SD-OCT system (Heidelberg Engineering, Germany). 
The voxel size of all six scans was 3.9 μm in axial and 11.3 μm in both lateral 
directions. An en face image was subsequently extracted from the volume following 
anterior of the segmented posterior nerve fibre layer interface. The horizontal band 
artifacts were removed, as described previously. The standard deviation of the 
isotropic Gaussian filter to remove the low frequencies was set to 56 µm, by 
considering the width of the horizontal bands (Fig. 6.1(b-c)).      

     The distance over which the orientation and intensity of a nerve fibre is 
consistent was estimated to be 135 μm. This similarity distance, 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠 , was used for 
setting the parameters of the semblance filter and the normalized convolution. The 
standard deviation of the semblance Gaussian filter was set to 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠/4. The number 
of orientations 𝑁𝑁 was set to 16 between 0 and 𝜋𝜋. The standard deviation of the 1D 
Gaussian kernel to implement the semblance responses as a function of orientation 
was set to π 16⁄ . The standard deviation of the isotropic 2D Gaussian kernel as 
used in the normalized convolution was set to 2× 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠. The scale of the 2D 
isotropic Gaussian kernel for vessel enhancement was set to 20 µm. The segmented 
blood vessels were dilated by using an approximately round 2D structuring 
elements with a radius of 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠/4. The blood vessels and macula masks are shown 
in Fig. 6.1(d-e). The confidence maps based on the variance of orientation residue 
and the dominant orientation gradient are shown in Fig. 6.1(f-g). The combined 
certainty weight image is shown in Fig. 6.1(h). The dominant orientation responses 
for 0, 2 and 30 iterations and final result (after 32 iterations). are shown in Fig. 
6.1(i-l). The estimated orientation fields of six scans from three normal subjects are 
shown in Fig. 6.2. 

    In a second experiment, the scans of a normal subject was obtained for a larger 
field of view covering the temporal region of macula (Fig. 6.3). The estimated 
orientations are shown both as vector field (second column) and as streamlines 
(third column) [MATLAB 2013b and image processing Toolbox, The MathWorks, 
Inc]. To obtain the streamlines, the direction of the estimated vectors were forced 
to run from the right to the left side of the image, which is aligned with the 
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direction of the photoreceptors in the RNFB to the brain. The streamlines 
propagate along the orientation of the vectors in both directions, starting from a 
regular grid of points with a uniform spacing in both x and y direction over the 
entire image. The last column shows the comparison of some of the automatically 
estimated (red curves) and manually traced (dashed yellow curves) RNF bundles. 
The manual tracing was performed from the starting point of the streamline until 
the trajectory of RNF bundle is no longer visible by the human eye. 
 

      
Figure 6.2 The en face images after removing the horizontal band artifacts and the estimated 
orientation field (superimposed in red) for three normal subjects an two subsequently made scans 
per each subject. 
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Figure 6.3 Top) A larger field of view of RNF bundle trajectories by stitching three en face 
images (a,b and c) obtained from the B-scans of macula and the temporal region.  Bottom) First 
column: The enhanced en face images; second column: the vector field; third column: the 
estimated streamlines; fourth column: manually traced RNF bundles (dashed yellow curves) and 
the corresponding streamlines (red curve). 
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6.4 Conclusion 

In this chapter, we presented an automatic method for estimating the orientation of 
RNFBs from volumetric SD-OCT images. The method is based on an orientation 
map estimated based on the responses of the structure-oriented semblance filter in 
16 uniformly sampled probe orientations between 0 and 180 degrees. The 
estimated orientations show a good agreement with visual inspection of the RNFBs 
in en face images following the anterior of the segmented posterior nerve fibre layer 
interface. In Fig. 6.2 and subject 1, the orientation field at the bottom-left corner is 
influenced by the presence of a blood vessel. A more accurate vessel segmentation 
tool can improve the results for these regions. The automatic tracing of RNF 
bundles over a larger field of view shows an acceptable correlation with the manual 
tracing in the area where the bundles are visible.  
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7 Conclusion and future work 
 

 
In this thesis, we aimed to provide better quantitative description of retinal tissue 
based on OCT data. In particular we investigated methods to obtain an unbiased 
and precise estimate of optical and structural properties of the RNFL. Our 
techniques may be used in combination with others for monitoring longitudinal 
changes in retinal tissue and diagnosis of diseases such as glaucoma in the future. 

     To investigate the forward model of the light we presented two methods to 
simulate the OCT signal for various focus locations above and inside semi-infinite 
samples with different attenuation coefficients in Chapter 2. The simpler model 
only uses the attenuation coefficient, the shape of the OCT beam and a scaling 
factor to model the OCT signal. The more complex simulation also takes into 
account the interference of the electrical fields in the sample and reference arms and 
several post-processing steps. In the area with larger SNRs, the simulation results 
using both methods were similar to each other. The thesis includes a method to 
estimate the sample attenuation coefficients by fitting an OCT light model to the 
OCT measurements. In this method, the parts of the OCT signal with the larger 
SNRs have more impact on the fit of the model to the signal. Therefore, we 
disregarded the differences between the OCT signals in the simulated OCT signals 
for small SNRs and used the simpler method as a model of the OCT signal. We 
concluded that there are differences between the simulation results and the 
measurements which were mainly caused by a mismatch between the parameter 
values of the simulation and the experimental set-up.  

     Previously, a depth-resolved space-variant method was developed to estimate the 
attenuation coefficients of inhomogeneous media. The existing method relies on 
the integration of the OCT signals at the larger depths, which may result in a 
variation of the estimated attenuation coefficients due to the presence of noise in 
regions where the OCT light was fully attenuated. To improve the existing method, 
two methods were introduced in Chapter 3 to improve the quality of the 
attenuation coefficient images: I) by subtracting the average noise signal from the 
OCT data; II) by excluding the noise region below the retina where the OCT light 
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was fully attenuated. The inter- and intra- Aline variations were calculated per scan 
to quantify the performance of our method. The results show that only excluding 
the noise region reduces the inter-A-line variation by 0.01, 0.03 and 0.07 in RPE, 
Choroid and Sclera, respectively, and the intra-Aline variation by 0.03 in Sclera. 
This method yields the largest improvement in the quality of the attenuation 
coefficient images in the sub-RPE region. As a consequence, the improved method 
may contribute to better visualization and segmentation of choroidal and scleral 
pathology.  

As previously mentioned, the OCT model of Chapter 2 was used to develop a 
method to estimate the attenuation coefficients of a single-layer sample while 
compensating for the effect of the shape of the OCT beam in Chapter 4. The 
model parameters of the focused axial PSF and the attenuation coefficients were 
estimated simultaneously from experimental OCT data. A numerical study was 
performed to predict the performance and limitations of the proposed method for 
different experimental conditions. The numerical results predict that for a Rayleigh 
length smaller than 300 µm the estimation error of attenuation coefficient is smaller 
than 10% when the location of the focused beam was inside the sample. To the 
best of our knowledge, Rayleigh lengths below 500 µm are within the range of the 
Rayleigh lengths in clinical OCT systems. For the location of focus above the 
sample the estimation error is larger than 10% and not acceptable. Our method was 
evaluated on measured data obtained from a single-layer homogenous phantom 
from an experimental OCT system. An acceptable fit to the measurements was 
observed for different focus positions. The results showed an excellent correlation 
between the estimated attenuation coefficients in different B-scans and no 
descending bias was observed for a single or multiple B-scans. It has been shown 
previously that the measured attenuation coefficient falls below the expected values 
for increasing particles concentration due to an increase of multiple scattering, 
which was not included by the model in the current study. Applying a multiple-
scattering model may result in a better correlation between the measurements and 
the OCT light model.  

In applications such as ophthalmology, each retina layer has different optical 
properties. Therefore, in Chapter 5, we extended the previous method to estimate 
the attenuation coefficients of a multi-layer sample while compensating for the 
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effect of shape of the OCT beam. The extension of the aforementioned single-
scattering model of the OCT signal in a multi-layer sample was assumed while 
accounting for the system’s roll-off, noise and focused beam shape. The model 
parameters of the focused axial PSF and the attenuation coefficients were estimated 
simultaneously from experimental OCT data.  

     A Monte Carlo simulation was used to predict the performance of the method 
for OCT signals obtained from a system with either a small (40 µm) or a larger 
(300 µm) Rayleigh length. The numerical evaluation shows that when the focus is 
inside the sample, an acceptable estimation of the attenuation coefficient from the 
data with small Rayleigh length can be obtained. The precision of the estimated 
attenuation coefficients from the data with a larger Rayleigh length is acceptable, 
however a large bias due to incorrect estimation of the focus location was observed.  

     In experiments with a multi-layer phantom with different weight-concentrations 
of TiO2 in silicone, good fits of the model to the measurements were achieved using 
a single B-scan as well as multiple B-scans acquired for different focus positions. We 
observed using a single B-scan that there is a large variation between the estimated 
attenuation coefficients for different focus locations. However, for both small and 
large Rayleigh lengths, a linear relation, with R2 higher than 0.97 (p-value < 0.008), 
between the estimated attenuation coefficients and the particle concentration of the 
perspective layer was observed while using multiple B-scans.  

     Finally, to investigate the structural properties of the OCT data, an automatic 
method was presented to estimate the orientation of the retinal nerve fibre bundles 
from volumetric OCT data in Chapter 6. The method is based on a structure-
oriented semblance filter which provides us with a measurement to identify the 
dominant orientation of the image structures. The estimated orientations show a 
good agreement with the manual tracing of the RNFBs. Integrating the RNFBs 
orientation map into the other diagnostic techniques like VF and SAP should be 
further investigated to help future glaucoma studies. 

     The proposed techniques in this thesis can be used in further investigation of the 
optical and structural characteristics of retinal tissues in chorioretinal diseases. The 
clinical applications of our proposed method for a multi-layer sample should be 
further investigated using retinal OCT scans. For this, the limitations of our 
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technique, i.e. setting the location of focus inside the sample and averaging rate, 
should be taken into account while acquiring the OCT scans. In clinical practice, 
the operators of the OCT system aim to focus on the surface of retina using an 
integrated SLO camera to obtain high quality images of retina. However, due to the 
head movements, the focus location varies during the acquisition time. Therefore, 
further improvement is required in the design of the OCT systems to automatically 
focus the OCT beam inside the sample to be able to use the proposed method in 
clinical systems. In addition, to obtain an accurate estimation of the RNFBs, the 
scans with high spatial optical resolutions are required. Hence, applying the 
proposed methods in clinical applications will be facilitated by the development of 
proper acquisition protocols and ideally will help to have an early diagnosis and 
treatment of chorioretinal diseases. 
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8 Summary 
 
 
Early diagnosis of retinal diseases such as glaucoma will benefit from unbiased an 
precise estimation of both optical and structural properties of the RNFL as they 
provide a better understanding of the tissue characteristics. The main objective of 
this thesis was first to improve the estimation of the attenuation coefficients of 
layered samples and, second, to estimate the structural properties of RNFL.  

     Unbiased estimation of optical tissue properties such as the attenuation 
coefficient require a model of the recorded OCT signal. To study the characteristics 
of the OCT signal, in Chapter 2, two simulation methods were presented for 
homogeneous samples. In both methods single-scattering of the OCT light was 
assumed and the effect of the shape of OCT beam was taken into account. The 
more complex simulation also takes into account the interference of the electrical 
fields in the sample and reference arms and several post processing steps. Later in 
this thesis the simpler model was used to model the OCT signal since both 
simulation methods generated similar results.  

     In Chapter 3, we improved an existing depth-resolved method to estimate the 
attenuation coefficients. The existing method does not handle noise at the larger 
depths, where the OCT light is fully attenuated, which results in a variation of the 
estimated attenuation coefficient values. We introduced a technique to detect and 
exclude the noise regions from the OCT scans to improve the accuracy and reduce 
the Aline-by-Aline variation of the estimated attenuation coefficients. The results 
show a better accuracy of the estimated attenuation coefficient, especially in sub-
RPE regions and a better quality of the attenuation coefficient images.  

     In Chapter 4, a method was presented to estimate the attenuation coefficients of 
a homogeneous medium accounting for the shape of the focused light beam. For 
this, the model presented in Chapter 2 was fitted to the measured OCT signal of a 
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homogeneous sample to estimate the model parameters. The presented method was 
first implemented for the semi-infinite samples and was tested for different 
concentrations of TiO2 in silicone for different locations of focus. In addition, a 
statistical and numerical analysis was performed to evaluate the presented method 
under various experimental conditions. The estimation result shows a reasonable 
correlation between the TiO2 weight-concentration and the estimated attenuation 
coefficient. While the method could estimate the attenuation coefficients of a 
uniform samples, most biological tissues such as the retina are layered, hence the 
method was extended in Chapter 5 to estimate the attenuation coefficients of the 
multi-layer samples. This method was tested on the simulation and measurements 
of a multi-layer phantom with different concentration of TiO2 in silicone with two 
systems: one with a small (40 µm) and one with a larger (300 µm) Rayleigh length. 
The numerical results show an acceptable estimation of the attenuation coefficients 
for the Rayleigh lengths less than 0.5 mm in air and acceptable for clinical 
application using clinical OCT systems. For both single- and multi-layer samples, a 
linear relation between the estimated attenuation coefficients and the particle 
concentration of the perspective layer was observed while using single and multiple 
B-scans.  

      In Chapter 6, an automatic technique was developed to estimate the orientation 
of RNFBs from volumetric OCT scans. The RNFB orientations of six macular 
scans from three subjects were used to evaluate the results. We observed a good 
correlation between the manual tracing and the estimated orientations of the 
RNFLs. RNFBs orientation in combination with other techniques such as VF and 
SAP can assist the ophthalmologists to have a more reliable measurement for an 
early diagnosis of retinal diseases such as glaucoma.   
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