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Summary

Micro Air Vehicles (MAVs) can perform many useful tasks, such as mapping and
delivery. For these tasks either rotorcraft are used, which can hover but are not
very efficient, or fixed wing vehicles, which are efficient but can not hover. Hybrid
MAVs combine the hovering of a rotorcraft with the efficiency of a fixed wing. The
reason that these vehicles are not yet widely adopted is that they are very difficult
to control.

This thesis addresses the use of Incremental Nonlinear Dynamic Inversion (INDI)
for the control of the attitude and velocity of hybrid MAVs. This control method had
not been applied in a real world application prior to this thesis, which is why the
thesis encompasses the application to a quadrotor at first, which is easier to control
than a hybrid MAV.

First, an INDI structure is proposed for the control of the angular accelerations
of a quadrotor. I show that the delay that filtering of the angular acceleration
produces should also be applied to the measurement of the actuator state. If this
is done, the filtering does not appear in the transfer function from virtual control
to angular acceleration, which turns out to be equal to the actuator dynamics. It is
also shown that a disturbance, or unmodeled dynamics, is compensated with the
transfer function of the actuator dynamics multiplied with the applied filter and a
unit delay. Finally, it is shown how the effects of propeller inertia, which can be very
significant in the yaw axis, can be dealt with and how the control effectiveness can
be made adaptive. All these findings are validated with experiments on a Bebop
quadrotor.

Second, this thesis includes a Weighted Least Squares (WLS) control allocation
algorithm with priority management into the INDI controller. This means that for
vehicles with coupled control effectors, certain control objectives can be given pri-
ority upon actuator saturation. This is very important for vehicles with controlled
axes that are not very important for the stability of the vehicle, such as the yaw for
a quadrotor. It is shown that for a quadrotor doing a 50 degree yaw change, the
stability is greatly improved when the yaw axis is given very low priority.

Third, this thesis introduces the control of linear accelerations in all three axes
with INDI. The controller does not need a complex model, but instead relies on a
measurement of the acceleration. It is shown through a wind tunnel experiment,
that the disturbance rejection properties, that were shown for the inner loop, carry
over to the control of linear accelerations. It is also shown that the method can be
applied outdoors with an off-the-shelve GPS receiver. Finally, a nonlinear method of
calculating the input increment is derived, which provides only a slight improvement
in the tracking of aggressive acceleration commands.

These three things are combined for the INDI control of hybrid MAVs. The result
is a single, continuous INDI controller for the attitude, and a single, continuous

ix



b4 Summary

INDI controller for the velocity of the vehicle. This is achieved by incorporating
partial derivatives of the lift vector in the control effectiveness of the pitch and roll
angles. Though no transition maneuver is explicitly defined, the transition follows
implicitly from the increments in attitude and thrust that are calculated from desired
acceleration changes. Further, as the control effectiveness of a hybrid MAV changes
dramatically over the flight envelope, the control effectiveness is scheduled as a
function of airspeed. When the airspeed is too low to measure, the pitch angle is
used for this purpose. To prevent sideslip, a sideslip controller is included, where
an estimate of the sideslip angle is obtained from the accelerometer.

Test flights show that the INDI inner and outer loop controllers are indeed capa-
ble of controlling the attitude and the linear acceleration of the vehicle throughout
the flight envelope, within the physical limitations of the vehicle. It is shown that
the tracking of accelerations can make the vehicle naturally transition to forward
flight and back, and fly in the stall region as necessary. Because of the abstraction
that the INDI acceleration control provides, it is straightforward to follow a velocity
vector field, for example one that guides the aircraft along a line.

The developed controller can be applied to different tailsitter MAVs with relative
ease, as the model dependency is low. The algorithm may even be applied to
different types of hybrid vehicles, such as quadplanes or tilt-wing aircraft, with
minor adjustments.



Samenvatting

Microdrones kunnen veel nuttige taken vervullen, zoals het in kaart brengen van
gebieden en het bezorgen van pakketjes. Voor deze taken kunnen ofwel micro
helikopters worden gebruikt, die stil kunnen hangen maar niet erg efficiént zijn,
ofwel vliegtuigen met een vaste vleugel, die efficiént zijn maar niet stil kunnen
hangen. Hybride microdrones combineren het stilhangen van de helikopter met de
efficiéntie van een vliegtuig met vaste vleugel. De reden dat dit type microdrone
nog niet wijdverspreid is, komt doordat de besturing erg complex is.

Deze thesis behandelt de toepassing van Incrementele Niet-lineaire Dynamische
Inversie (INDI) voor de besturing van de stand en snelheid van hybride microdro-
nes. Deze besturingsmethode is voorafgaand aan deze thesis nog nooit praktisch
toegepast, wat de reden is dat deze thesis begint met een toepassing van INDI
op een quadrotor microdrone, die gemakkelijker te besturen is dan een hybride
microdrone.

Allereerst wordt er een structuur voorgesteld voor de besturing van de hoek-
versnelling van een quadrotor. Ik laat zien dat de vertraging die het gevolg is
van de filtering van het hoekversnellingssignaal, ook toegepast moet worden op
de toestandsterugkoppeling van de actuator. Als hieraan voldaan wordt, komt het
gebruikte filter niet voor in de overdrachtsfunctie van virtueel stuurcommando naar
hoekversnelling, welke gelijk blijkt te zijn aan de dynamica van de actuator. Er
wordt ook aangetoond dat verstoringen en niet gemodelleerde dynamica gecom-
penseerd worden met een overdrachtsfunctie die gelijk staat aan de dynamica van
de actuator, vermenigvuldigd met het toegepaste filter en een stap vertraging. Tot
slot wordt ook gedemonstreerd hoe het effect van de massatraagheid van de pro-
peller, dat zeer significant kan zijn rond de gieras, aangepakt kan worden en hoe
de besturingseffectiviteit adaptief gemaakt kan worden.

Ten tweede wordt in deze thesis een gewogen kleinste kwadraten besturingsal-
locatie algoritme aan de INDI besturing toegevoegd, teneinde de prioriteiten van de
besturing te beheren. Dit betekent dat voor microdrones met gekoppelde sturings-
mechanismen, bepaalde besturingsdoelen prioriteit gegeven kan worden wanneer
saturatie van actuatoren zich voordoet. Dit is erg belangrijk voor microdrones met
bestuurde assen die niet zo belangrijk zijn voor de stabiliteit van het toestel, zoals
het gieren van een quadrotor. Het wordt gedemonstreerd dat, voor een quadrotor
die een rotatie van 50 graden rond de gieras uitvoert, de stabiliteit sterk verbetert
wanneer aan de gieras een lage prioriteit toegewezen wordt.

Ten derde introduceert deze thesis de besturing van lineaire versnellingen in
alle drie de assen met INDI. Het algoritme heeft geen complex model nodig, en
maakt in plaats daarvan gebruik van een meting van de versnelling van het toestel.
Het wordt door middel van een windtunnel experiment aangetoond dat de robuust-
heid tegen verstoringen, die was aangetoond voor de besturing van de stand, ook
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xii Samenvatting

van toepassing is op de besturing van lineaire versnellingen. Het wordt ook gede-
monstreerd dat de methode buiten toegepast kan worden met een standaard GPS
ontvanger. Tenslotte wordt een niet-lineaire methode voor het berekenen van het
increment in stuurcommando afgeleid, wat slechts een kleine verbetering in het
volgen van agressieve versnellingscommando’s tot gevolg heeft.

Deze drie ontwikkelingen worden gecombineerd voor de besturing van hybride
microdrones met INDI. Het resultaat is een enkele, continue INDI besturingsme-
thode voor de stand, en een enkele, continue INDI besturingsmethode voor de
snelheid van het toestel. Dit wordt bereikt door het toevoegen van parti€le af-
geleides van de lift vector in de besturingseffectiviteit van de stamp- en rolhoek.
Hoewel een transitie manoeuvre niet expliciet gedefinieerd is, volgt deze impliciet uit
de incrementen die op de stand en de stuwkracht toegepast worden om gewenste
versnellingsveranderingen te bewerkstelligen. Daarnaast wordt de gemodelleerde
besturingseffectiviteit als functie van de vliegsnelheid aangepast, omdat de werke-
lijke besturingseffectiviteit sterk verandert binnen de vluchtbegrenzingen. Wanneer
de vliegsnelheid te laag is om gemeten te kunnen worden, wordt de besturingsef-
fectiviteit als functie van de stamphoek aangepast. Om (dwars) slippend vliegen
te voorkomen is een sliphoekregelaar toegevoegd, waarbij een schatting van de
sliphoek wordt gemaakt op basis van de versnellingsmeter.

Testvluchten tonen aan dat de INDI regelaars inderdaad in staat zijn om de stand
en de lineaire versnelling van het toestel te besturen, binnen de vluchtbegrenzingen
en binnen de fysische beperkingen van het vliegtuig. Het wordt ook aangetoond
dat het volgen van versnellingscommando’s het toestel op natuurlijke wijze over
kan laten gaan naar een voorwaartse vlucht en terug, en overtrokken kan laten
vliegen indien nodig. Door de abstractie die de INDI versnellingsregelaar met zich
meebrengt, kan het toestel op eenvoudige wijze een snelheidsvectorveld volgen,
bijvoorbeeld een veld dat het toestel een lijn laat volgen.

De ontwikkelde regelaar kan relatief gemakkelijk op andere hybride microdrones
die op hun staart landen toegepast worden, omdat de modelafhankelijkheid laag is.
Het algoritme zou zelfs, met kleine aanpassingen, op andere types hybride toestel-
len toegepast kunnen worden, zoals quadplanes of vliegtuigen met een roterende
vleugel.



Introduction

I n recent years, there has been a surge in the development of Micro Air Vehicles
(MAVs). Most notably, the quadrotor (Figure 1.1a) has inspired many projects
and applications, due to its mechanical simplicity, small form factor and hovering
capability. Ever smaller electronics have allowed these vehicles to become smaller
and more capable, giving them the potential to perform useful tasks in society.
These tasks include aerial photography, inspection, search and rescue, and package
delivery.

The application that inspired this thesis, is the placement of sensors in seismic
data acquisition. Seismic measurements are very large operations, aimed at map-
ping different layers of the subsurface in an area of many square kilometers [1].
To this end, hundreds of thousands of accelerometers pick up the reflected vibra-
tions from one or more sources. All these data can be processed by algorithms,
in order to reconstruct the properties of different layers of the subsurface. Finally,
the information obtained from such a seismic measurement can be used to find
underground resources, such as oil, or to monitor existing resource reservoirs.

Manual placement of this many sensors in a very large area takes a lot of man-
power. Especially in rough terrain, this can be a costly undertaking. Through the
use of MAVs, the sensors could be delivered to the desired locations at a much
lower price, compared to manual placement. However, fixed wing MAVs are not
feasible for this task, because they can not carefully place a sensor at the correct
location. On the other hand, rotorcraft MAVs do not have the required range and
speed.

Hybrid MAVs combine hovering capability with fast and efficient wing-borne
flight (Figure 1.1b). They generally consist of a wing, and an additional means
of providing lift and control authority during hover flight. The wing gives the hybrid
its range and endurance, as it is much more efficient at providing lift than a rotor.
In order to maximize the endurance, a hybrid MAV has to spend most of its time
in forward flight. Therefore, the vehicle should be designed to be as efficient as
possible in forward flight, even if this comes at the cost of hovering efficiency. This
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2 1. Introduction

also means that any additional weight that is not needed for forward flight should
be avoided. Accordingly, to minimize the weight the hover flight should ideally be
facilitated by the same propulsion system as the one that is used for forward flight.

(b)

Figure 1.1: A quadcopter (a) [2] and a tailsitter (b) [3].

However, controlling the vehicle in the hover flight phase is generally more diffi-
cult using a propulsion system dedicated to forward flight. Fixed wing MAVs typically
make use of flaps to generate control moments, which is effective if there is enough
air blowing over them. While hovering, flaps may remain useful for control if they
are located in the propeller slipstream. However, much stronger control moments
can be generated with off-centered propellers, or by swash plate actuated rotors
(control mechanism used by helicopters). Moreover, hybrid MAVs are more prone
to being disturbed by wind gusts than other hovering vehicles. This is because of
their wing surface, which increases their surface-to-mass ratio, leading to higher
disturbing forces for the same vehicle mass.

Hence, the potential high gain of using hybrid MAVs is rivaled by the significant
design and control challenges accompanying such vehicles. In what follows, we will
discuss different existing types of hybrid MAVs and further flesh out the challenges
involved.

1.1. Types of hybrid MAVs

There are many different possible designs of hybrid MAVs, such as tailsitters, quad-
planes, tilt-rotors and tilt-wings. Figure 1.2 shows several examples of hybrid MAV
designs, each demonstrating a different concept. First, Figure 1.2a displays a quad-
plane [4], which is arguably the most simple hybrid design. It consists of a tradi-
tional fixed wing MAV, with attached to it four rotors in a quadrotor configuration.
A separate propeller provides the thrust in forward flight. Similar is the tilt-rotor,
of which an example is shown in Figure 1.2b [5]. Here, the forward two propellers
have a servo powered tilting mechanism, which allows them to provide lift during
hover, as well as thrust in forward flight.

Figure 1.2c shows a tilt-wing, developed by Hartmann et al. [6] in combination
with DHL. The propellers have a fixed pitch, and there is an additional rotor in the
tail of the aircraft, which can provide pitching moments. Because of this rotor in
the tail, the aircraft is able to perform trimmed flight at any airspeed.
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Figure 1.2: Several different hybrid MAV designs: a quadplane (a) [4], a tilt-rotor (b) [5], a tilt-wing
(c) [6] and tailsitters (d-f) [7-9]

A very different design is the Delftacopter [7], shown in Figure 1.2d. Itis a
tailsitter, with one big rotor equipped with a swash plate, which allows for pitch
and roll moment generation. Small propellers are needed to counteract the torque
from the main rotor. Further, it has a biplane wing configuration to minimize the
span, which makes it less susceptible to wind gusts. The MAVion [8], shown in
Figure 1.2e, is mechanically much simpler. It is also a tailsitter, but it has just two
fixed pitch propellers, which provide airflow over the flaps, making them effective
in hover as well as forward flight. This minimalistic design comes at the cost of
controllability, as the moments that can be generated with the flaps in hover flight
are generally small compared to moments that can be generated by off-centered
propellers. Figure 1.2f shows the Vertikul [9], a tailsitter without flaps, which is
only actuated by four propellers.

One way to categorize the different types of hybrids, is in designs that have
their wings always aligned with the flow, and designs that fly at a very high angle
of attack during a level transition. For example, quadplanes and tilt-rotors belong
the first category, while tilt-wings and tailsitter belong to the second category. The
benefit of designs from the first category is that the wing does not need to operate
in complex stalled conditions. A downside is that either a mechanism to rotate
the thrust vector, or a secondary thrust system is needed. This adds weight, and
increases the chance of mechanical failure.

MAVs from the second category can only produce thrust parallel to the wing,
such that the wing (but often the entire vehicle) has to rotate to accommodate
hover flight. They can have a lower weight, as the same propulsion system is used
in forward flight and hover. However, the downside of this single propulsion system,
which is normally optimized for forward flight or hover, is that it now has to be some
kind of compromise. Furthermore, this type of vehicle has to fly at very high angles




4 1. Introduction

of attack, which leads to a stalled turbulent flow over the wing. The stall makes it
difficult to model the forces and moments, and the conditions under which the flow
detaches and reattaches are hard to predict precisely.

1.2. Tailsitter hybrids

Of the different hybrid MAV types, one that is potentially very efficient is the tailsitter
(Figure 1.1). This is for the simple reason that most tailsitters do not need any
extra parts to facilitate hover flight. Instead, the vehicle itself tilts 90 degrees, such
that the propellers that deliver thrust in forward flight also provide the lift during
hovering flight. This saves weight, which increases the flight efficiency.

Figure 1.3: The Cyclone tailsitter.

One of the challenges that comes with such a design is the controllability. The
transitions from hover to forward flight and back traverse very large angles of at-
tack, which result in stalled flight conditions. This makes the forces and moments
unpredictable and especially difficult to model, and as such it is a demanding con-
trol problem [10]. This is especially problematic as the vehicle may need to fly
for prolonged periods of time in stalled conditions, for example when it needs to
maintain position in the presence of wind.

Moreover, these hybrid vehicles have a large aerodynamic surface, orthogonal
to horizontal wind gusts, which makes them very susceptible to wind gusts during
hovering flight as compared to quadrotors or helicopters [9]. Since wind gusts are
hard to predict, any model-based control approach will struggle with disturbance
rejection performance. Google specified that poor gust disturbance rejection per-
formance was one of the main reasons to terminate their tailsitter delivery drone
concept [11].

In this thesis, I will investigate the control of the attitude and velocity of tail-
sitters. Nonetheless, the algorithms in this thesis could also be applicable to other
types of hybrid MAVs. This is a little different for hybrid MAVs equipped with one or
more large rotors with swash plates, which typically introduce additional dynamics,
leading to a complex input-output relationship. This is beyond the scope of this
thesis, and could be future research.
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1.3. Control of hybrids

The control of hybrid MAVs can be divided into attitude control, velocity control and
guidance. The sections below describe the research that has been carried out for
each of these topics. Itis not straightforward to compare control methods presented
by different research groups, because they are typically applied to different vehicles,
with different methods of actuation. Some of the most relevant work is not done
on tailsitters, but on other types of hybrid vehicles. Nevertheless, I also discuss
these, and attempt to compare the merits and downsides of these approaches.

1.3.1. Attitude control

Many approaches for attitude control of hybrids are discussed in literature. PID
controllers are most prevalent, typically with some form of gain scheduling [5, 12—
20]. The gain scheduling is necessary, because the control effectiveness can change
a lot for the very different flight conditions of hover and forward flight, requiring
different gains.

From these papers it becomes clear that, for the vehicles presented, it is pos-
sible to control the attitude with PID control. PID controllers have the benefit of
being very easy to implement, and straightforward to tune. This has allowed the
flight testing of many new hybrid concepts, without the requirement of an advanced
model. The downside of PID control is that the performance is limited, especially
for nonlinear systems subject to disturbances. This is mainly due to the fact that
to arrive at zero tracking error, the integrator has to compensate aerodynamic mo-
ments, which it can do only slowly. The aerodynamic moments especially vary
during the transition, when the vehicle undergoes large changes in angle of attack
and airspeed, and the transition of the airflow between a stalled and an attached
state.

If an aerodynamic dataset is available from wind tunnel experiments, aerody-
namic moments can be compensated in a feedforward fashion [3, 21, 22]. Ideally,
the aerodynamic moments, through this compensation, do not require any feedback
from the PID controller, improving performance. It is also possible to use wind tun-
nel data to develop multiple linearized models, distributed over the flight envelope,
as is done by Lustosa et al. [23]. For each of these models, they designed a Linear-
Quadratic Regulator (LQR) that covers part of the flight envelope. Hartmann et al.
[21] show that with an approach based on an aerodynamic model, good tracking of
attitude angles can be achieved. Nevertheless, such a model is not easy to obtain,
and often requires wind tunnel experiments. Moreover, modifications to the shape
of the airframe would require redetermination of the aerodynamic parameters.

As an alternative to an accurate model of the vehicle along with aerodynamic
data, some have implemented adaptive control schemes [24-27]. If the vehicle
can adapt to the changing flight conditions while flying, an aerodynamic model is
not needed. Successful flights have been demonstrated using this method, demon-
strating the applicability of this concept. Still, it is hard to guarantee that such a
system will not be influenced by disturbances, which may make it learn the wrong
dynamics. This can lead to large parameter variation, which seems to be the case
in the research of Knoebel et al. [25].
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Finally, there has been some research into integrating multiple pressure sensors
in the vehicle, such that gust disturbances can be measured and counteracted [28].
Experiments show that the pitch control can be improved using these sensors when
subject to a gust disturbance. This benefit comes at the cost of added weight and
increased complexity. Further, by relying on an extra sensor, an additional point of
failure is introduced.

1.3.2. Velocity control

Once the attitude is controlled (inner loop), an outer loop controller needs to make
sure that the vehicle goes where it is supposed to, by manipulating the attitude and
the thrust. The dual capability of hover and forward flight invites the development of
a modal controller, with modes for hover, forward flight and the transition between
the two [15, 29-31]. The benefit of this approach is that the individual controllers
can be quite simple and straightforward.

However, Stone et al. [32] point out that the combination of these simple con-
trollers can be quite complex. Moreover, such a control structure works best if there
are indeed only two relevant flight regimes: hover and forward flight. In practice,
it turns out that there are plenty of situations where the vehicle should be able to
fly at a slow speed, in between hover and forward flight. This is especially the case
on windy days, when the drone can only hover at a certain position by having a
nonzero speed with respect to the air. The ability to do this is essential during the
landing on such a day.

A controller that is able to control the velocity across the entire flight envelope
was developed by Hartmann et al. [6]. They let the outer control loop control the
velocity, through manipulation of the acceleration. This results in a controller that
is able to fly at any velocity in the flight envelope, and does not need to explicitly
transition from one flight condition to the other. Nonetheless, this is achieved with
an extensive trim model, obtained through wind tunnel tests. As was mentioned
before, wind tunnel tests are expensive and time consuming. Furthermore, mod-
eling of aerodynamic forces will help the control for nominal flight, but not in the
case of unmodeled disturbances.

1.4. Incremental Nonlinear Dynamic Inversion

A control method that may be able to deal with these problems is Incremental
Nonlinear Dynamic Inversion (INDI) [33-35]. Compared to well known Nonlinear
Dynamic Inversion (NDI), it replaces the model of the system dynamics with sensor
measurements. INDI has been proposed for the control of the angular accelera-
tion of aircraft, through which the attitude can be controlled, though it was never
applied in practice. In this case, a measurement of the angular acceleration is
needed, which can be obtained from the gyroscope measurement using finite dif-
ference. As the angular acceleration is caused by the sum of control inputs and
external moments, a desired angular acceleration can be achieved by incrementing
the inputs, based on a control effectiveness matrix. This eliminates the need to
model the aerodynamic moments on the vehicle, as they will be measured through
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the angular acceleration. Additionally, all disturbances are also measured through
the angular acceleration, and as such they can be immediately counteracted by
incrementing the inputs.

In the light of the drawbacks of current approaches to the control of hybrid
MAVs, INDI could bring many benefits. Therefore, the problem statement of this
thesis is formulated as follows:

Can hybrid MAVs be successfully controlled with Incremental Nonlinear Dy-
namic Inversion?

Past research into INDI for aircraft has never been applied beyond simulation.
One of the points where these simulations fall short are the actuator dynamics. Be-
cause of the actuator dynamics, measured angular accelerations cannot be coun-
teracted instantly. Furthermore, these simulations do not contain the levels of noise
that are realistic for an MAV. MAVs are typically strongly vibrating, which leads to
sensor measurements which are contaminated by strong high frequency compo-
nents. A high level of noise requires low-pass filtering, which in turn leads to a
delay. This is especially problematic for the incremental approach, as the result of
input increments needs to be observed in the output, before further increments are
applied.

Therefore, the first challenge is to bring the INDI attitude control previously
proposed by Sieberling et al. [35] in simulation to the real world, taking into account
real-world properties such as actuator dynamics and sensor noise. This constitutes
the first research question:

Research question 1

How can the attitude of an unmanned aircraft be controlled with incremental
nonlinear dynamic inversion?

Another problem for the application of INDI to real vehicles is actuator satura-
tion. For many MAV designs, each actuator has an effect on multiple axes, and the
right control moments are achieved by an inversion step. This inversion step de-
couples the different controlled axes of roll, pitch, yaw and thrust. If the inversion
step leads to actuator commands that cannot be achieved, the moments will not be
correctly decoupled and it will be somewhat arbitrary which axes will not be con-
trolled properly. Nonetheless, some axes are more important for stable flight than
others, and the controller should take these priorities into account. For example,
when the vehicle hovers, rotation around the thrust vector has the lowest priority,
as it is unimportant for the positioning of the vehicle. Still, gusts are likely to disturb
the vehicle along this axis, and counteracting these disturbances should not take
precedence over maintaining stability, whenever these objectives are in conflict.

This leads to the second research question:
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Research question 2

How can the algorithm deal with control priorities in the case of actuator
saturation?

Finally, it is an open question if, and how, INDI can be used to control the velocity
of an MAV. To achieve this, INDI would have to control the linear accelerations of
the MAV, which would allow a simple linear controller to control the velocity. For this
control loop, the same challenges exist as in the inner control loop: the modeling of
the forces on the vehicle is complex, and the position of the vehicle is sensitive to
gusts. Therefore, it naturally invites the application of INDI in this control loop as
well, in which the measurement is the (linear) acceleration, and the inputs to the
system are the vehicle’s attitude and thrust. As this controller will use the attitude
as an input, which is controlled in the inner loop, the interaction between the inner
and outer INDI structure needs to be investigated.

Hence, the third research question is formulated as:

Research question 3

How can the velocity of an unmanned aircraft be controlled with incremental
nonlinear dynamic inversion?

If the previous research questions are answered, all ingredients are there to fly
a hybrid MAV with incremental control. This then culminates in the final research
question:

Research question 4

How should incremental nonlinear dynamic inversion be adapted to apply it
to hybrid unmanned air vehicles?

1.5. Outline

This thesis is organized as follows. In Chapter 2, it is investigated how INDI can
be applied to the attitude control of a quadrotor MAV, with special consideration
for the actuator dynamics and the effects of the necessary filtering. The reason to
first apply the controller to a quadrotor MAV is that it is a simpler vehicle, which al-
lows for some of the challenges of applying INDI to be tackled before the specifics
of tailsitters are dealt with. Although a quadrotor MAV has only a subset of the
characteristics of a hybrid tailsitter MAV, the principles developed in the chapter
apply to tailsitters as well. The INDI controller resulting from this chapter is used
in Chapter 3, which deals with the management of priorities for an MAV subject
to actuator saturation. This is done through the incorporation of a quadratic cost
function in the control allocation step, with different weights depending on the axis
priorities. This resultant controller is used again in Chapter 4, in which an extra
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INDI loop is added that controls the linear acceleration, and through this controls
the position of the quadrotor. The algorithms developed in chapters 2 through 4
are combined in Chapter 5, where they are extended such that they can be applied
to a tailsitter MAV. Test flights confirm the flexibility and performance of the flight
controller. In Chapter 6 it is concluded that the developed INDI controller is able
to control a tailsitter throughout its entire flight envelope, without accurately mod-
eling the aerodynamics of the vehicle and without switching the control structure.
Compared to other approaches, the developed controller is simple, requires little
modeling and performs well against disturbances.

Chapter 2: Adaptive Incre- A

mental Nonlinear Dynamic
Inversion for Attitude Con-
trol of Micro Air Vehicles

Chapter 5: Incremental

Chapter 3: Prioritized Con- > control and guidance of

trol Allocation for Quadro-
tors Subject to Saturation

hybrid aircraft applied to
the Cyclone tailsitter UAV

Chapter 4: Cascaded incremental
nonlinear dynamic inversion
for MAV disturbance rejection

/

Figure 1.4: Structure of the thesis.







Adaptive Incremental
Nonlinear Dynamic Inversion
for Attitude Control of Micro
Air Vehicles

In the introduction, it was explained that Incremental Nonlinear Dynamic In-
version (INDI) has great potential benefits for attitude control of Micro Air Ve-
hicles (MAVs) in terms of reducing model dependence and disturbance rejec-
tion. However, past research has only been applied to simulations; whether
it can be applied in practice remains an open question. Moreover, the effect of
delays, caused by actuator dynamics and sensor noise filtering, is currently
not known.

In this chapter, the application of INDI on a real quadrotor MAV is investigated
and the effect of system delays is analyzed. It is derived what the input
response of the controller is, and what the transfer function is for disturbance
rejection. An online control effectiveness estimation algorithm is added to
deal with changes in the control effectiveness during flight.

This chapter is based on the following article:

Smeur, E. J. J,, Chu, Q. P, de Croon, G. C. H. E., March 2016. Adaptive Incremental Nonlinear Dynamic
Inversion for Attitude Control of Micro Aerial Vehicles. Journal of Guidance, Control, and Dynamics 39
(3), 450-461.

11
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Nomenclature

Width of the vehicle, m

Moment of inertia matrix of the vehicle, kg m?

Moment of inertia matrix of the rotor, kg m?

Identity matrix

Rotor index

Force constant of the rotors, kg m/rad

Moment constant of the rotors, kg m?/rad

Length of the vehicle, m

Aerodynamic moment vector acting on the vehicle, Nm

Control moment vector acting on the vehicle, Nm

Moment vector acting on the propeller, Nm

Sample time of the controller, s

Actuator input vector, rad/s

Vehicle velocity vector, m/s

Adaptation rate diagonal matrix

Vehicle angular rate vector, rad/s

Angular acceleration vector, rad/s?

Angular rate vector of the four rotors around the body z axis, rad/s
= Angular rate vector of rotor i around each of the body axes, rad/s
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2.1. Introduction

M icro Aerial Vehicles (MAVS) have increased in popularity as low-cost lightweight
processors and inertial measurement units (IMUs) have become available through
the smartphone revolution. The inertial sensors allow stabilization of unstable plat-
forms by feedback algorithms. Typically, the stabilization algorithm used for MAVs
is simple Proportional Integral Derivative (PID) control [36, 37]. Problems with PID
control occur when the vehicle is highly nonlinear or when the vehicle is subject to
large disturbances like wind gusts.

Alternatively, we could opt for a model based attitude controller. A model based
controller that can deal with nonlinear systems is nonlinear dynamic inversion (NDI),
which involves modeling all of the MAV’s forces and dynamics. Theoretically, this
method can remove all nonlinearities from the system and create a linearizing con-
trol law. However, NDI is very sensitive to model inaccuracies [38]. Obtaining an
accurate model is often expensive or impossible with the constraints of the sensors
that are carried onboard a small MAV.

The incremental form of NDI, Incremental NDI or INDI, is less model dependent
and more robust. It has been described in the literature since the late nineties [33,
39], sometimes referred to as simplified [40] or enhanced [41] NDI. Compared to
NDI, instead of modeling the angular acceleration based on the state and inverting
the actuator model to get the control input, the angular acceleration is measured
and an increment of the control input is calculated based on a desired increment
in angular acceleration. This way, any unmodeled dynamics, including wind gust
disturbances, are measured and compensated. Since INDI makes use of a sensor
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measurement to replace a large part of the model, it is considered a sensor based
approach.

INDI faces two major challenges. Firstly, the measurement of angular acceler-
ation is often noisy and requires filtering. This filtering introduces a delay in the
measurement, which should be compensated for. Secondly, the method relies on
inverting and therefore modeling the controls. To achieve a more flexible controller,
the control effectiveness should be determined adaptively.

Delay in the angular acceleration measurement has been a prime topic in INDI
research. A proposed method to deal with these measurement delays is predic-
tive filtering [35]. However, the prediction of angular acceleration requires addi-
tional modeling. Moreover, disturbances cannot be predicted. Initially, a setup with
multiple accelerometers was proposed by Ostroff and Bacon [39] to measure the
angular acceleration. This setup has some drawbacks, because it is complex and
the accelerometers are sensitive to structural vibrations. Later, they discussed the
derivation of angular acceleration from gyroscope measurements by using a second
order filter [34]. To compensate for the delay introduced by the filter, Ostroff and
Bacon use a lag filter on the applied input to the system. We show in this Chapter
that perfect synchronization of input and measured output can be achieved by ap-
plying the filter used for the gyroscope differentiation on the incremented input as
well.

Other research focused on compensating delays in the inputs by using a Lya-
punov based controller design [42]. In this Chapter, we show that delayed inputs
(actuator dynamics) are naturally handled by the INDI controller.

The control effectiveness is the sole model still required by INDI. The parameters
can be obtained by careful modeling of the actuators and the moment of inertia,
or by analyzing the input output data from flight logs. However, even if such a
tedious process is followed, the control effectiveness can change during flight. For
instance, this can occur due to changes in flight conditions [43] or actuator damage
[44]. In order to cope with this, we propose a method to adaptively determine the
control effectiveness matrices.

In this Chapter, we present three main contributions: (1) a mathematically
sound way of dealing with the delays originating from filtering of the gyroscope
measurements, (2) the introduction of an adaptive INDI scheme, which can esti-
mate the control effectiveness online and (3) incorporation of propeller momentum
in the controller design. These contributions are implemented and demonstrated
on a Parrot Bebop quadrotor running the Paparazzi open source autopilot software.
This is a commercially available quadrotor and the code is publicly available on
Github'.

The presented theory and results generalize to other vehicles in a straightfor-
ward manner. We have applied this control approach successfully to a variety of
quadrotors. Some of these MAVs were able to measure the rotational rate of the
rotors (actuator feedback), but some did not have this ability. The INDI controller is
believed to scale well to different types of MAVs like helicopter, multirotor, fixedwing

1Reader can download the code at https://github.com/EwoudSmeur/paparazzi in the branch
bebop_indi_experiment
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or hybrid.

The outline of this Chapter is as follows. First, a model of the MAV will be
discussed in Section 2.2. Second, Section 2.3 will deal with INDI and the analysis
for this controller for a quadrotor. Section 2.4 is about the adaptive extension of
INDI. Finally, in Section 2.5, the experimental setup is explained, followed by the
results of the experiments in Section 2.6.

2.2. MAV Model

The Bebop quadrotor is shown in Figure 2.1 along with axis definitions. The ac-
tuators drive the four rotors, whose angular velocity in the body frame is given by
w; = [0, w;,w;,], where i denotes the rotor number. The center of gravity is
located in the origin of the axis system and the distance to each of the rotors along
the X axis is given by [ and along the Y axis by b.

M.

1

M.

Figure 2.1: The Bebop Quadcopter used in the experiments with axis definitions.

If the angular velocity vector of the vehicle is denoted by @ = [p, q,7]” and its
derivative by Q, the rotational dynamics are given by Euler’s equation of motion
[45], more specifically the one that describes rotation. If we consider the body axis
system as our coordinate system we get Eq. 2.1 for the angular velocity of the
vehicle.

LO+QxXI,Q=M (2.1)

Here M is the moment vector acting on the vehicle. If we consider the rotating
propellers, still in the body coordinate system, we obtain:

Ir(bi + Q X Irwi = Mri (22)

where w; is the angular rate vector of the it" propeller in the vehicle body axes and
Q the angular rotation of the coordinate system, equal to the vehicle body rates.
The rotors are assumed to be flat in the z axis, such that the inertia matrix I,. has
elements that are zero: I, = I,,, = 0. Because the coordinate system is fixed
to the vehicle, I, , L, and I, are not constant in time. However, as is shown
later on, the terms containing these moments of inertia will disappear. Expanding
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Eg. 2.2 into its three components gives:

I (/:)ix - ITnyZwiy —1
Iryya)iy +1

(,l)iz - Irxx'Qywix —1

rxyﬂzwix + Irzzﬂywiz = MTix

Qz(‘)ix + Irxy-sziy — I, Qw;, = Mrl-y (2.3)
Qy(l)iy + ITny‘xwiy +1 .Qx(l)ix = Mri

Txx

Txx

I

Tzz Txy Txy 7z

The propellers are light-weight and have a small moment of inertia compared to the
vehicle. Relevant precession terms are therefore those that contain the relatively
large w;, . Since the rotors spin around the z axis, it is safe to assume that w; < w;,
and Wi, K wg, and that w; and @;, are negligible. Then, the moments exerted on
the rotors due to their rotational dynamics are given by Eq. 2.4. Note the presence
of the term I,._«; , which is the moment necessary to change the angular velocity
of a rotor. In Section 2.6, it will be shown that this term is important.

Tiy ITZZ Qy(,l)lz
MT,; = Mriy = —Irzzo"x(,l)iz (2.4)
Mrl-z [rzzwiz

This equation holds for each of the four rotors, so the moment acting on a
rotor is given a subscript i to indicate the rotor number. The total moment due
to the rotational effects of the rotors is shown in Eq. 2.5. Since motors 1 and 3
spin in the opposite direction of rotors 2 and 4, a factor (—1)! is introduced. As
we are left with only the z component for the angular velocity of each rotor, we
will omit this subscript and continue with the vector w = [~w,,, w,,, —w3,, w4, 1" =
[w1, Wz, w3, w4]".

Irzz'Qywi
M, = 2?:1 Mri = Z?=1(_1)l _Irzzﬂxwi
Irzzd)i
(I:)l w1
T TN | B O P RS A W M | Do
=1 0 00 0 (1] h, O <l 00 1,00 T 0 || 2
_Irzz ITZZ _Irzz Irzz 0‘)4 0 0 0 0 Wy
(2.5)

Now consider the Euler Equation, Eq. 2.1, for the entire vehicle. The moments
from the rotor dynamics are subtracted from the other moments yielding:

LQ+QxI,Q=M.(w)+M,(QV)—M, (0o R) (2.6)

Here, I, is the moment of inertia matrix of the vehicle, M,.(w, w, Q) is the gyroscopic
effect of the rotors, M. (w) is the control moment vector generated by the rotors and
M, (Q,v) is the moment vector generated by aerodynamic effects, which depends
on the angular rates and the MAV velocity vector v. The control moment M, (w) is
elaborated in Eq. 2.7, based on a quadratic relationship of rotor rotational rate with
the produced force and moment [36]. Here k, is the force constant of the rotors,
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k, is the moment constant of the rotors and b and [ are defined in Figure 2.1.

bk, (—w? + a)z + a)3 w?) —bk, bk, bk, —bk,
M, =| lk(0?+ (uz — w?) lk1 lky —lky —lk; |w?
ko (wi — w3 + w3 w§) —ky ks —k;
(2.7)
If we now take Eq. 2.6, insert Egs. 2.4 and 2.7 and solve for the angular acceleration
Q, we arrive at the following

Q =L'M(QV)-QxL,Q) +1;' (M, —M,) 5

= F(QV) + 16, w? + T,G,0 — C(2)G3 (2.8)
where F(Q,v) = I;1(M,(Q, v)—QxL,Q) are the forces independent of the actuators
and Gy, Gz, G3 and C(Q) are given by Egs. 2.9, 2.10, 2.11 and 2.12 respectively.
Note that, though the model this far is in continuous time, eventually the controller
has to be applied to a discrete system. To ease future calculations, the sample time
T, of the control system of the quadrotor is introduced in matrix G, by multiplying
with Tg/T,. Also note that the minus of the subtraction of M,. is taken inside the
matrix of G,, such that we have an addition in Eq. 2.8.

_bk]_ bk1 bkl _bk]_ ]
qu = 21;1 lkl lkl _lkl _lkl (2.9)
ky —ky ky =k
0 0 0 0
G,=LT7!| 0 0 0 o0 (2.10)
ITZZ _Irzz ITZZ _Irzz |
Irzz _Irzz Irzz _Irzz
G3 = 11;1 _Irzz Irzz _Irzz Tzz (2'11)
0 0 0 0
Q, 0 0
co= 0 o o (2.12)
0 0 O

Note that traditionally in the literature, the system solved by INDI has the form of

= f(x) + g(x,u) where x is the state of the system and u the input to the system.

However, as becomes clear from Eq. 2.8, the quadrotor is actually a system of the

form x = f(x) + g(x,u, ). In Section 2.3, a solution to this type of problem will be
shown.

2.3. Incremental Nonlinear Dynamic Inversion

Consider Eq. 2.8 from the previous section. This equation has some extra terms
compared to previous work [35], because the gyroscopic and angular momentum
effects of the rotors are included. We can apply a Taylor expansion to Eq. 2.8 and
if we neglect higher order terms this results in Eq. 2.13:
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Q= F(Q, Vo) + 3Gy, @f + TG00 — C(R)G3w,
+ 2 (F(Q, Vo) + C(2)G300)|g=q, (@ — Q)
+§(F(QOJV))|V=VO (v—vp) (2.13)
+m(%G1qw2 — C(Q0)G30) | p=w, (@ — o)
+ 2 (T5G20) |y, (@ — @)

This equation predicts the angular acceleration after an infinitesimal timestep ahead
in time based on a change in angular rates of the vehicle and a change in rotational
rate of the rotors. Now observe that the first terms give the angular acceleration
based on the current rates and inputs: F(Q,, vy)+ %qu @3+ TsGrg—C(Qy) G0y =
Q,. This angular acceleration can be obtained by deriving it from the angular rates,
which are measured with the gyroscope. In other words, these terms are replaced
by a sensor measurement, which is why INDI is also referred to as sensor based
control.

The second and third term, partial to Q and v, are assumed to be much smaller
than the fourth and fifth term, partial to w and @. This is commonly referred to
as the principle of time scale separation [46]. This assumption only holds when
the actuators are sufficiently fast and have more effect compared to the change in
aerodynamic and precession moments due to changes in angular rates and body
speeds. These assumptions and calculation of the partial derivatives gives Eq. 2.14:

Q = QO + qudlag(wo)(w - wo) + TSGz((H - wo) - C(ﬂo)G3 (w - wo) (2.14)

Above it is stated that the angular acceleration is measured by deriving it from
the angular rates. In most cases, the gyroscope measurements from a MAV are
noisy due to vibrations of the vehicle due to the propellers and motors. Since
differentiation of a noisy signal amplifies the noise, some filtering is required. The
use of a second order filter is adopted from the literature [34], of which a transfer
function in the Laplace domain is given by Eq. 2.15. Other low pass filters are also
possible, for instance the Butterworth filter.

o

H(s) =
) 52 + 2{wy,s + w3

(2.15)

The result is that instead of the current angular acceleration, a filtered and therefore
delayed angular acceleration Qf is measured. Since all the terms with the zero
subscript in the Taylor expansion should be at the same point in time, they are all
replaced with the subscript f, yielding Eq. 2.16. This indicates that these signals
are also filtered and are therefore synchronous with the angular acceleration.

Q=0+ Gy, diag(wp)(@ — wf) + TGz (@ — @f) — C(Qf)G3(w —wf)  (2.16)

This equation is not yet ready to be inverted, because it contains the derivative of
the angular rate of the propellers. Since on any embedded system the signals in
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Eg. 2.16 are discrete signals, consider the discrete approximation of the derivative
in the z domain: @ = (w — wz™1)T; 1, where Ty is the sample time. This is shown
in Eq. 2.17:

Q=05 +Gy diag(ws)(@—ws) + Gy (@ —wz " —w +wz7") = C(Qf)G3 (@ — wy)

(2.17)
Note that the angular acceleration vector is a discrete variable in this equation, such
that Q[k] is the angular acceleration at time kT,. It has to be approximated by a
finite difference differentiation of the gyroscope in any real application, except if
the system has an angular acceleration sensor. Collecting all terms with (w — wy)
yields Eq. 2.18:

Q= Q5 + (G, diag(wf) + G; — C(Qf)G3) (@ — @) — Gz (w — wf)  (2.18)

Inversion of this equation for w yields Eq. 2.19, where * denotes the Moore-Penrose
pseudoinverse:

w. = w5 + (Gy diag(wy) + G2 = C(Q)G3) " (v — Qs + Gz (0, — wf)) (2.19)

Note that the predicted angular acceleration © is now instead a virtual control,
denoted by v. The virtual control is the desired angular acceleration, and with Eq.
2.19, the required inputs w,. can be calculated. The subscript ¢ is added to w
to indicate that this is the command sent to the motors. This input is given with
respect to a previous input w,. If we define the increment in the motor commands
as @ = w. — wy, itis clearly an incremental control law.

2.3.1. Parameter Estimation
Equation 2.19 shows the general quadrotor INDI control law. The parameters of
this equation are the three matrices G, , G, and G; which need to be identified
for the specific quadrotor. This can be done through measurement of each of the
components that make up these matrices, including the moments of inertia of the
vehicle and the propellers as well as the thrust and drag coefficients of the rotors.
Identifying the parameters in this way requires a significant amount of effort.

A more effective method is to use test flight data to determine the model coef-
ficients. Of course, to do this the MAV needs to be flying. This can be achieved by
initially tuning the parameters. Alternatively, a different controller can be used at
first to gather the test flight data, such as PID control. Once a test flight has been
logged, Eq. 2.18 is used for parameter estimation and is written as Eq. 2.20. From
this equation, a least squares solution is found for the matrices G, G2 and G;.

diag(wy)Awy
Aﬂf = [ qu Gz C(.Qf)Gg, ] (Awf - z‘lAwf) (220)

Here, A denotes the finite difference between two subsequent samples. From the
data, we can also investigate the importance of some of the terms by comparing the
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least squares error with and without the terms. It turns out that on a typical dataset,
leaving out the matrix G5 only results in an estimation squared error increase of
~0.2%. Furthermore, modeling the rotor as linear with the rotational speed of the
rotor instead of quadratic gives an estimation squared error increase of ~0.9%.
Therefore, we can simplify the INDI control law of Eq. 2.19 to Eq. 2.21:

w. =05+ (G +G)T(V— Q5 + Gz N (w, — wy)) (2.21)

2.3.2. Implementation

With the simplifications described in subsection 2.3.1, the final INDI control scheme
is shown in Figure 2.2. The input to the system is the virtual control v and the output
is the angular acceleration of the system Q. The angular velocity measurement from
the gyroscope is fed back through the second order filter and the differentiation,
and is subtracted from the virtual control to give the angular acceleration error Q.,,.
A unit delay z7! is added in the system block, to represent the fact that an input
requires time to produce an output. For the filter of Eq. 2.15, satisfactory results
were obtained with w,, = 50 rad/s and { = 0.55.

Since the matrices G, and G, are not square, we take the pseudo inverse to solve
the problem of control allocation, denoted by *. The contents of the block 'MAV’
are shown in Figure 2.3, because it allows the closed loop analysis in Section 2.3.3.
In this diagram, d is a disturbance term that bundles disturbances and unmodeled
dynamics.

System ¢d

Q =~ w '
—"»@—»@—» (Gy +Gy)* “’»@ ¢ A MAV T“»

[ 1 ) L | 1
@4‘ z f H(Z) s = > Zizlé
Q 2l e H(2) |

f Tsz Qf @) Q

Figure 2.2: INDI control scheme. A(z) denotes the actuator dynamics and H(z) is the second order
filter.

Note that Eq. 2.21 provides a desired angular velocity of the rotors. However,
the actuators do not have an instantaneous response. Instead, it is assumed they
have first order dynamics of the form:

A(z) = (2.22)

a
z—(1-a)

where « is a constant. The reference sent to the motors is denoted by w, and
® = w, — ws. In Figure 2.2, it is assumed that actuator feedback is available.



2. Adaptive Incremental Nonlinear Dynamic Inversion for Attitude Control
20 of Micro Air Vehicles

¢d
1 Q
1-z~1 }

]

Figure 2.3: The contents of the block named 'MAV" in Figure 2.2.

However, if this is not the case, the actuator state w, has to be estimated with a
model of the actuator dynamics as is shown in Figure 2.4. Here A’(z) is a model of
the actuator dynamics.

) w )
>® ‘ > A 2>

wa H(z) |l4—

Wy

«—(A(2)

NIk

Figure 2.4: Block diagram for estimation of actuator state if actuator feedback is not available.

2.3.3. Closed Loop Analysis

Consider the control diagram shown in Figure 2.2. We can verify that this is a stable
controller by doing a closed loop analysis. First, the transfer function of each of the
two small loops is calculated, shown by Eq. 2.23 and 2.24. Here TF,_,, denotes
the transfer function from point x to y in the control diagram.

@ = (G;+Gy) Qe+ (Gy +G) Gz B
(G1+ 6@ = Qe + G627 @
(Gl + GZ - GZZ_I)&; = Qerr
TFg_ 5@ = (G +G; =Gz H)*

(2.23)

We define H(z) = IH(z) and assume that all actuators have the same dynamics, so
A(z) = IA(2). This means that each matrix in TF;_,(2) is a diagonal matrix and
therefore TF4_,,, (2) is a diagonal matrix function.

TF-w(z) = (1-A@H(2)z ) "A(2)
= (-14(2)IH(2)zY) '1A(2)
= (I(1 - A(2)H(2)z” 1)) '1A(2)
=1(1 - A(2)H(2)z~)1A(2)

(2.24)

Then, the last part of the open loop is from w to €, as shown by Figure 2.3. Using
this figure, the transfer function is calculated in Eq. 2.25. Note that for this analysis,
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disturbances are not taken into account.

Z
TFw_)Q(Z) = G1 + GZ = Gl + G2 - Gzz_l (2.25)

A
Using these intermediate results, the open loop transfer function of the entire sys-
tem is shown in Eq. 2.26:

TFQerr—>ﬂ (2) =TF,.0@2)TFg.4 (Z)TFQerr—uT) (2)
= (G + Gy — Gz HI(1 — A(2)H(2)z~)1A(2)(G; + G, — Gz~ H)*
=11 -A(2)H(2)z")14(2)
(2.26)
Using Eq. 2.26 and Figure 2.2, we can calculate the closed loop transfer function
of the entire system in Eq. 2.27:

TF,o(z) =0+ TFQerr_)n(Z)IH(Z)Z_l)_lTFQEH_,Q(Z)
=A+1(1 - A@)H(2)z Y TA@)IH(2)z~ ) (1 — A(2)H(2)z 1) 1A(2)
=1 (1-A@H@)z"") "1 A)
- 1+(1—A(z)Hqu()z)‘l)_lA(z)H(z)z‘l
V4

=1 1-A(z)H(2)z"1+A(2)H(2)z~*
=1A(2)
(2.27)
From this equation, it appears that the closed loop transfer function from the virtual
input to the angular acceleration is in fact the actuator dynamics A(z). In most
cases, the actuator dynamics can be represented by first or second order dynamics.
Note that this shows the importance of applying the H (z) filter on the input as well.
By doing this, a lot of terms cancel and all that remains is the actuator dynamics.
Now, consider the transfer function from disturbances d (see Figure 2.2) to the
angular acceleration. The derivation is given in Eq. 2.28 in which use is made of
Eg. 2.26.

TFgua(z) =(I-TFq, 4@ (-DH()z"H) ™
=0+ 1(1-A@H(2)z H) TA(2)IH(2)z~H) ™
1

- I1+(1—A(z)H(z)z‘l)‘lA(z)H(z)z_l (2.28)
— 1-A(2)H(z)z™1
T "1-A(@H(2)z '+A(2)H(2)z !

=1(1-A(z2)H(z)z™Y)

With Eq. 2.28 we show that disturbances in the angular acceleration are rejected
as long as the actuator dynamics and the designed filter are stable. The term
A(z)H(z)z~! will go to 1 over time, with a response determined by the actuator
dynamics, filter dynamics and a unit delay. This means that the faster the angu-
lar acceleration is measured, the faster the drone can respond and the faster the
actuators can react, the faster the disturbance is neutralized.

2.3.4. Attitude Control
The angular acceleration of the MAV is accurately controlled by the system shown
in Figure 2.2. To control the attitude of the MAV, a stabilizing angular acceleration
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reference needs to be passed to the INDI controller. This outer loop controller can
be as simple as a Proportional Derivative (PD) controller (a gain on the rate error
and a gain on the angle error), as shown in Figure 2.5. Here, n represents the
attitude of the quadcopter. The benefit of the INDI inner loop controller is that the
outer PD controller commands a reference, independent of the effectiveness of the
actuators (including the inertia of the quadrotor).

This means that the design of this controller depends only on the speed of the
actuator dynamics A(z). In case the actuator dynamics are known (through analysis
of logged test flights for instance), a value of K,, and K, can be determined that
give a stable response.

This outer loop controller does not involve inversion of the attitude kinematics
as has been done in other work [38]. However, the attitude angles for a quadrotor
are generally small, in which case the inversion of the attitude kinematics can be
replaced with simple angle feedback.

INDI

Nref Qyer Q Tz Q T.z n
OOl ]H=
Figure 2.5: The design of the attitude controller based on the closed loop response of the INDI
controller.

2.3.5. Altitude Control
The INDI controller derived in the beginning of this section controls the angular
acceleration around the axes x, y and z, which corresponds to roll, pitch and yaw.
However, there is a fourth degree of freedom that is controlled with the rotors,
which is the acceleration along the z-axis.

Control of this fourth axis is handled by a separate controller. This controller
scales the average input to the motors to a value commanded by the pilot, after
the input has been incremented by the INDI controller.

2.4. Adaptive INDI

The INDI approach only relies on modeling of the actuators. The control effec-
tiveness depends on the moment of inertia of the vehicle, the type of motors and
propellers. A change in any of these will require re-estimation of the control effec-
tiveness. Moreover, the control effectiveness can even change during flight, due to
a change in flight velocity, battery voltage or actuator failure.

To counteract these problems and obtain a controller that requires no manual
parameter estimation, the controller was extended with onboard adaptive parame-
ter estimation using a Least Mean Squares (LMS) [47] adaptive filter. This filter is
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often used in adaptive signal filtering and adaptive neural networks.

The LMS implementation is shown in Eq. 2.29, where u, is a diagonal matrix
whose elements are the adaptation constant for each input and u, is a diagonal
matrix to adjust the adaptation constants per axis. This is necessary as not all axes
have the same signal to noise ratio.

The LMS formula calculates the difference between the expected acceleration
based on the inputs and the measured acceleration. Then it increments the control
effectiveness based on the error. The control effectiveness includes both G; as well
as Gy, as is shown in Eq. 2.30. Clearly, when there is no change in input, the
control effectiveness is not changed. The reverse is also true: more excitation of
the system will result in a faster adaptation. This is a benefit of the LMS algorithm
over, for instance, recursive least squares with a finite horizon because recursive
least squares will ‘forget’ everything outside the horizon.

T
G(k) =Gk —1) —p, (G(k -1) [ 22}‘ ] - As'zf) [ ﬁ‘;’i; ] ™y (2.29)

G=[G, G; | (2.30)

Note that the filtering can be different for the online parameter estimation than for
the actual control. Equation 2.29 makes use of AQ, which is the finite difference of
Qf in the control Eq. 2.21. Since differentiating amplifies high frequencies, a filter
that provides more attenuation of these high frequencies is necessary. We still use
the second order filter described by Eq. 2.15, but with w,, = 25 rad/s and ¢ = 0.55.

When an approximate control effectiveness is given before takeoff, the adaptive
system will estimate the actual values online, and thereby tune itself. The only
knowledge provided to the controller is an initial guess of the control effectiveness.
It is generally not possible to take off without any estimate of the control effective-
ness, because the UAV might crash before the adaptive system has converged.

The choice of the adaptation constants p;, and u, determines the stability and
the rate of adaptation. By making these constants larger, a faster convergence is
achieved. By making them too large, the adaptation will no longer be stable. The
theoretical limit has been discussed in the literature [47] and it depends on the
autocorrelation matrix of the input to the filter. In practice, the filter stability dete-
riorates before the theoretical limit, so in order to find a good adaptation constant
some tuning is required.

2.5. Experimental Setup

To validate the performance of the INDI controller developed in Section 2.3 and the
adaptive parameter estimation from Section 2.4, several experiments were con-
ducted. These experiments were performed using the Bebop quadcopter from Par-
rot shown in Figure 2.1. The Bebop weighs 396.2 grams and can be equipped with
bumpers, which are 12 grams per bumper. For these experiments, the bumpers
where not equipped unless explicitly stated. The quadcopter was running the Pa-
parazzi open source autopilot software, which contains all the code for wireless
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communication, reading sensor measurements etc. The accelerometer, gyroscope
and control loops were running at 512 Hz.
Four experiments test the key properties of the controller:

¢ Performance
 Disturbance rejection
¢ Adaptation

During these experiments, the reference attitude and average thrust level were
controlled by a pilot and sent to the drone over WiFi. All other computations were
done on the drone itself, including the online adaptation.

2.5.1. Performance

In order to put the responsiveness of the system to the test and make sure that the
angular acceleration reference is tracked by the INDI controller, a doublet input was
applied on the attitude roll angle. The amplitude of the doublet is 30 degrees and
the period is half a second (0.25 seconds positive and 0.25 seconds negative). This
test is only done for the roll and not for the pitch, because there is no fundamental
difference between these axes. The yaw axis is covered separately in experiment
2.5.4. Note that this experiment is performed without the adaptation.

The performance is compared to a manually tuned PID controller. The INDI
controller is not expected to be faster or slower than a traditional PID controller,
because the result of Eq. 2.27 shows that the response of the INDI inner loop is
simply the actuator dynamics. Considering that the outer loop is a PD controller,
the rise time and overshoot should be similar.

Finally, this test will also be performed with an INDI controller that does not
contain the filter delay compensation, so by using w, in the controller increment
instead of w,. It is expected that this will not fly well, because in Section 2.3.3 we
showed that with this compensation all terms cancel and the closed loop transfer
function reduces to 14(2).

By inspection of Figure 2.2, we can get a feel for what will happen if we omit
this filter compensation. When there is an angular acceleration error, a control
increment @ will be the result, which is added to w, to produce w.. w. goes
through the actuator dynamics to produce the new w. The next time step, the
result of this new w does not yet appear in ﬂf, because it is filtered and therefore
delayed. Therefore, @ will be the same. However, w, did update, so w, will be
incremented even more, while we are still waiting to see the result of the first
increment in Q.

2.5.2. Disturbance Rejection

The disturbance rejection property is validated by adding a disturbance to the sys-
tem. One possibility would be to apply aerodynamic disturbances by flying in the
wake of a big fan. The disturbances occuring would be realistic, but not very re-
peatable. Moreover, the magnitude of the disturbance would be unknown.
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(a) The container attached to the nose of (b) The Bebop quadrotor with bumpers.
the quadrotor with one weight inside.

Figure 2.6

Instead, it is possible to apply a disturbance in the form of a step function to
the system. This is done by adding a weight of 42.5 grams to a container located
in an off-centered position on the quadrotor while it is flying, as shown in Figure
2.6a. The container is located on the front of the drone and has a distance of
about 11 cm to the center of gravity, so any weight added will shift the center of
gravity forward. This will cause a misalignment of the thrust vector with respect to
the center of gravity and therefore a pitch moment. This moment will be persistent
and therefore have the form of a step disturbance. This is indicated with d in Figure
2.2. Although this moment is created with a center of gravity shift, the situation is
the same as in the case of a persistent gust or an unmodeled aerodynamic moment.

A normal PID controller would respond to such a disturbance very slowly, be-
cause it takes time for the integrator to accumulate. But the introduction of the
INDI inner loop leads to a cascaded control structure, which is much more resistant
to disturbances than a single loop design [48]. Because of this, the reference pitch
angle is expected to be tracked shortly after the disturbance.

2.5.3. Adaptation

The Bebop quadcopter has the possibility to fly with bumpers, as is shown in Figure
2.6b. Though these bumpers only weigh 12 grams a piece, they are located far from
the center of gravity and therefore increase the moment of inertia. Furthermore,
they can influence the airflow around the propellers. These system changes affect
the G, and G, matrices. Therefore, the adaptive algorithm from Section 2.4 should
deal with adding or removing the bumpers.

First, two flights are performed to show the effect of adding or removing the
bumpers when the adaptive algorithm is not active. For the first flight, the bumpers
are added, while the G; and G, matrices correspond to the quadrotor without
bumpers. For the second flight, the bumpers are removed and the G matrices
from the quadrotor with bumpers are used. In both flights, doublets are performed
like in Section 2.5.1. The performance is expected to degrade compared to the
previous results for both cases, as the G matrices do not correspond to what they
should be.
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Second, the ability of the quadrotor to adapt its G; and G, matrices is tested. In
this experiment, the drone starts with bumpers equipped, but with system matrices
that represent the configuration without bumpers. The pilot flies the drone in a
confined area while performing some pitch, roll and yaw maneuvers to excite the
system. While flying, the correct matrices should be estimated. Then, the Bebop is
landed and the bumpers are removed. After take off, the matrices should converge
to their original state.

Finally, doublets are performed with and without the bumpers equipped, while
the adaptation algorithm is active. We expect the same performance as in Section
2.5.1.

These experiments are performed with the following values for g, and u,:

m=If1 1 1 1 600 600 600 600 ]7-10"5 (2.31)

w=L[1 1 03] (2.32)

where I,, is the nxn identity matrix. As was mentioned before, these values have
been found through tuning. They can be lowered arbitrarily to slow down the
adaptation, but can lead to instability of the adaptation when increased too much.
On an offline dataset it was found that u, could be increased with a factor of 30
before the adaptation became very volatile and close to unstable.

2.5.4. Yaw Control

The purpose of this experiment is to show the improvement in yaw performance
due to the incorporation of the rotor spin-up torque in the controller design. This is
done by applying a doublet input on the yaw setpoint. The amplitude of the doublet
is 5 degrees and the period is one second (0.5 seconds positive and 0.5 seconds
negative). As a comparison, the same experiment is performed with a traditional
PID controller. This PID controller is manually tuned to give a fast rise time with
minimal overshoot.

Additionally, the same test is performed with a zero G, matrix. Here we expect
an oscillation, because the persistent effect of a change in rotor angular velocity on
the yaw axis is small. We take the pseudoinverse in Eq. 2.21, so the resulting gain
will be very large. Because there is the angular momentum effect of the propellers,
the initial angular acceleration will be larger than expected, and the controller will
start to oscillate.

2.6. Results

This section deals with the results of the experiments described in Section 2.5. The
angular acceleration shown in the plots in this section is not the onboard estimate
of the angular acceleration, because it is delayed through filtering. Instead, it is
computed after the experiment from the finite difference of the gyroscope data.
The signal is filtered with a fourth order Butterworth filter with a cutoff frequency
of 15 Hz. It is filtered twice, forward and reverse, resulting in a zero phase (non-
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causal) filter. For the actual control, the onboard filtered (and delayed) angular
acceleration was used.

2.6.1. Performance

Figure 2.7 shows the angular acceleration around the x axis denoted by p and the
reference angular acceleration denoted by p,.r. Additionally, the reference is filtered
with the actuator dynamics, resulting in pr.s, . This signal is the angular acceleration
that is expected based on the calculations in Section 2.3.3, specifically Eq. 2.27.
It might seem that the controller does not track the reference well because it lags
behind the reference, but this was expected based on the model of the actuator
dynamics. The angular acceleration is actually very close to the expected angular
acceleration pys,. Finally, we also show the angular acceleration as calculated on
board the quadrotor using the second order filter. The filtered angular acceleration
on board the quadrotor is significantly delayed with respect to the actual angular
acceleration, which is why we will run into problems if we don't take this delay into
account in the INDI controller.

300 ¢

200

0 poteged {.f \ \’g"y i R PURLEL PO

-100

Q [deg/s?]

-200 -

300 | ,
Pref
——p

400 — i,

Ponboard

500 - L 1 L L L
8.2 8.4 8.6 8.8 9 9.2 9.4

Time [b]

Figure 2.7: Angular acceleration in the roll axis during doublet input.

The outer loop controller, which generates the angular acceleration reference to
track, was designed such that the resultant accelerations give a desired response
of the roll angle, shown in Figure 2.8a. From this figure, it can be seen that the
quadcopter reaches its reference roll angle within 0.2 seconds with a very small
overshoot.

The roll angle response of the PID controller is shown in Figure 2.8b. As ex-
pected, the PID controller performs very similar to the INDI controller in terms of
rise time and overshoot. The integral gain included in the PID controller, which
needs to eliminate steady state offsets, degrades the dynamic performance of the
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Figure 2.8: The roll angle during the doublet for INDI (a) and PID (b).

closed loop system. This shows that the INDI controller marginally improves the
performance of a traditional PID controller in terms of responsiveness for the roll.
As discussed above, the onboard filtered measurement of the angular acceler-
ation is significantly delayed. If we remove the filter delay compensation from the
INDI controller, the quadrotor was severely oscillating, as can be seen in Figure
2.9. The doublet was not performed as this did not seem safe. The oscillation
might be reduced by lowering K, and K, but this will make the response slower
as well. From this figure, we can conclude that the filter delay compensation is an
important part of the INDI controller and is crucial in obtaining good performance

with an INDI controller.
ol r' M
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Figure 2.9: The roll angle for the INDI controller without filter compensation.

2.6.2. Disturbance Rejection
The weight, shown in Figure 2.6a, was placed in the container attached to the nose
of the quadrotor by hand. The weight was placed in the container gently, but it
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probably arrived in the container with some small velocity. The disturbance in the
angular acceleration is therefore a combination of a step and a delta pulse.

Figure 2.10 shows the angular acceleration that is the result of the disturbance.
From the figure, it is clear that the disturbance happened just after 13 seconds. As
the angular acceleration increases in the negative direction, the reference angular
acceleration starts to go the opposite way, because now an angular rate and a pitch
angle error start to arise. About 0.1 seconds after losing track of the reference, the
angular acceleration again coincides with the expected angular acceleration, having
overcome the disturbance in the angular acceleration.
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Figure 2.10: The angular acceleration during the disturbance.

This results in a pitch angle with no steady state error as can be seen from
Figure 2.11. After 0.3 seconds, the pitch angle is back at zero. To show that the
weight in the container really is a step disturbance, which can be compared to a
constant aerodynamic moment, consider Figure 2.12. It shows the difference of the
rotational rate of the front and rear motors divided by four: (w; + w, — w3 —w,) /4.
This indicates the average magnitude in Rounds Per Minute (RPM) that each motor
contributes to the pitch control (see Eq. 2.7). Clearly, there is a difference before
and after the disturbance which can be quantified as an average change of 578
RPM over the interval [12.6 13.0] versus [13.4 13.8]. This demonstrates that the
disturbance was really a step and that the INDI controller can rapidly cope with
such a disturbance.

Figure 2.13 shows the same experiment performed with a PID controller. Of
course, the weight was not dropped in exactly the same manner and with the same
velocity, so the initial disturbance was probably different. However, the persisting
disturbance is the same, because the weight has exactly the same mass. It takes
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Figure 2.11: The pitch angle during the disturbance.

2000 r
1500
1000

500

(wl + wo — w3 — u)4)/4 [RPl\[]

12.5 13 13.5
Time [s]

Figure 2.12: The difference between the rotational rate of the front motors and the rear motors.

about 1.5 seconds before the pitch angle is back at zero again, which is approxi-
mately 5 times longer than for the INDI controller. One might say that the integral
gain of the PID controller should be larger, but this will deteriorate the performance

in the previous experiment.

2.6.3. Adaptation

Figures 2.14 and 2.15 show the response to a roll doublet without adaptation if
there is a mismatch in the control effectiveness. Even though the bumpers are
lightweight, their effect is significant because they are located far from the center
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Figure 2.13: The pitch angle during the disturbance for the PID controller.

of gravity. In Figure 2.14, we see what happens if the actuators are less effective
than in the model, because the inertia is higher. Additional increments of the input
are needed to reach a desired angular acceleration. The oscillation occurs because
this takes more time. The oscillation can be reduced by reducing the K, and K,

gains, at the cost of having a slower response.
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Figure 2.14: Flight without adaptation, with bumpers equipped, while the control effectiveness has
been determined without bumpers

In Figure 2.15, we see the opposite: the control effectiveness is higher than
what was modeled. This results in a fast oscillation, which cannot be removed by
reducing the attitude gains. This is because the cause of the oscillation is differ-
ent: now too much input is applied to reach a certain angular acceleration. This
will happen regardless of what angular acceleration is requested by the attitude
controller.

We can conclude that the performance degrades when the modeled control ef-
fectiveness does not closely correspond to the actual control effectiveness. When
the adaptation algorithm is enabled, Figures 2.16a through 2.16c show how each
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Figure 2.15: Flight without adaptation, without bumpers equipped, while the control effectiveness has
been determined with bumpers

row of the G, matrix evolves over time as a result of the second experiment de-
scribed in section 2.5.3. The same is shown in Figure 2.16d for the third row of
the G, matrix. Each line represents one of the elements of that row, indicating the
effectiveness of that motor on the specified axis.

Note that the drone is flying in the interval of [8 54] seconds and again in
[66 125] seconds; in between these times, the drone is landed and the bumpers
are removed. This is indicated by vertical lines in the figures. A large change in
effectiveness due to the addition and removal of the bumpers can be seen in the
third row of the G, matrix, shown in Figure 2.16¢, which corresponds to the yaw.

Also in Figure 2.16a a change in effectiveness can be seen between the flights
with and without bumpers. Once converged, the effectiveness values are stable
with little noise. Upon take-off and landing the effectiveness seems to diverge for
a short period of time. This is not a failure of the adaptation algorithm, but merely
the result of the interaction with the floor.

The controller is engaged once the pilot gives a thrust command that exceeds
idle thrust. At that point, the quadrotor does not produce enough lift to take off,
so it is still standing on the floor. When the INDI controller tries to attain certain
angular accelerations, the quadrotor does not rotate and the adaptation algorithm
will adapt to this. When landing, these interactions with the floor can also occur.

Notice the large difference in effectiveness between the actuators in the second
part of the flight in Figure 2.16¢. This illustrates the added value of adaptive INDI,
as often the actuators are assumed to perform equal to each other, while in this case
they do not. These differences between the actuators are also observed with the
estimation method described in subsection 2.3.1 for multiple flights. The differences
may be caused by small imperfections that are not clearly visible on some of the
rotors.

Finally, we can observe how the online parameter estimation affects the re-
sponse to a roll doublet in Figures 2.17 and 2.18. Regardless of whether the
bumpers are equipped or not or with what control effectiveness model the quadro-
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Figure 2.16: The adaptation experiment.

tor starts flying, the same performance is achieved as in Section 2.5.1. This shows
the robustness of the adaptive algorithm against control effectiveness changes.

2.6.4. Yaw control

Finally, consider Figure 2.19. It shows for each timestep the change in angular
acceleration in the yaw axis, Ar, during the large control inputs discussed above.
A careful reader up until this point may wonder: Is the rotor spin-up torque really
significant? Can we not omit the G, matrix?. The figure shows the predicted
change in angular acceleration based on the change in motor speeds according to
Eq. 2.21, which is a close match. In green, the figure shows the predicted change
in angular acceleration if we neglect G,, denoted by A%n,.. Clearly, the motor
spin-up torque is very significant.

Moreover, if we try to fly with a zero G, matrix, the resulting oscillation is so
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Figure 2.19: The change in angular acceleration in the yaw axis along with the predicted change.

strong that a takeoff is not possible. In order to fly without this matrix, we cannot
use the estimated values for the control effectiveness in the yaw axis. Instead, we
can take a higher effectiveness for the model parameters than in reality in order
to avoid overshooting the reference angular acceleration due to the rotor spin-up
torque that is now not taken into account. Figure 2.20 shows that it is possible to
fly with a zero G, matrix, at the cost of a severe performance penalty.

If we do take the rotor angular momentum into account, Figure 2.21a shows
the resultant doublet response of the yaw angle. Compare this with Figure 2.21b,
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Figure 2.20: The yaw angle during the doublet for the INDI controller without G, matrix.

which shows the doublet response for the PID controller. The INDI controller clearly
has a faster rise time and less overshoot.
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Figure 2.21: The yaw angle during the doublet for INDI (a) and PID (b).

2.7. Conclusion

Adaptive Incremental Nonlinear Dynamic Inversion is a very promising technique
for control of Micro Aerial Vehicles (MAV). Due to incorporation of the spin-up
torque, fast yaw control is possible, which is typically very slow on a quadrotor.
The disturbance rejection capabilities are vital when flying in windy conditions or
with MAVs that have complex aerodynamics. Because unmodeled aerodynamic mo-
ments are measured with the angular acceleration, no complex aerodynamic mod-
eling is needed. Even the control effectiveness matrices are shown to be adapted
online, resulting in a controller that can handle changes in the MAV configuration
and needs little effort to set up on a new platform. Only when a high performance
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outer loop is required is some knowledge of the actuator dynamics needed. These

properties result in a very flexible and powerful controller.




Prioritized Control Allocation
for Quadrotors Subject to
Saturation

The previous chapter dealt with the application and analysis of incremental
nonlinear dynamic inversion in practice. It was demonstrated through ex-
periments that the vehicle behaved as expected from the theory in nominal
cases. What was not yet taken into account was the possibility of actua-
tor saturation, which can happen when performing demanding maneuvers.
When actuators saturate, some or all of the calculated control inputs cannot
be executed, which means that part of the control objective is not satisfied.

Since some control objectives are more important for the stability of the vehi-
cle than others, this chapter provides a method that is able to allocate control
effort depending on the priority of the different objectives. The method is ap-
plied to a quadrotor, and an experiment shows that the pitch and roll angles
can be prioritized over yaw, improving the stability of the vehicle in demand-
ing yaw tasks.

This chapter is based on the following conference paper:

Smeur, E. J. J.,, De Wagter, C., Hoppener, D. C., September 2017. Prioritized Control Allocation for
Quadrotors Subject to Saturation. International Micro Air Vehicle Conference and Flight Competition
(IMAV), pp. 37-43.
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3.1. Introduction

ontrol allocation is often described as the problem of distributing control effort

over more actuators than the number of controlled variables [45-51]. This is
something that occurs in traditional aircraft as well as drones, such as hexarotors
and octorotors. What is also part of control allocation, is the problem of how to
deal with actuator saturation, which can be very important in some cases.

Especially for aerial vehicles with coupled control effectors, such as quadrotors,
actuator saturation may lead to undesired, or if occurring for longer timespans, even
catastrophic behaviour. It may be that the desired thrust, and/or control moments
in roll, pitch and yaw, can not be achieved due to actuator saturation. In absence
of an adequate control allocation algorithm, it is left to chance which part of the
control objective will suffer, it may be the thrust, roll, pitch, or yaw.

However, for the flight stability of multirotor vehicles, it is far more important to
apply the right roll and pitch control moments than to apply the right yaw moment,
since the thrust vector is indifferent to the yaw in body axis. Therefore, we would
like the control allocation algorithm to prioritize the control objective of roll and
pitch over that of yaw, and to calculate the control inputs accordingly.

In previous research, we have developed an Incremental Nonlinear Dynamic
Inversion (INDI) controller for Micro Air Vehicles (MAV) [52, 53]. We have shown
that this control method is very good at disturbance rejection and needs little model
information. Moreover, we presented a method to include the effects of propeller
inertia, yielding faster and more accurate yaw control. This aggressive yaw control
can easily lead to saturation of multiple actuators, especially when commanding
large yaw changes. These saturations often lead to errors in roll and pitch angles
and in the thrust, causing the vehicle to lose control of its position and potentially
crash.

But also external moments, such as wind disturbances, or actuator faults can
lead to saturation. This is why a control allocation method needs to be added to
the INDI control structure. Multiple control allocation algorithms have been pro-
posed, some of which do not adequately address prioritization: ganging, redis-
tributed pseudo-inverse, direct control allocation; and some of which do: linear
programming and quadratic programming [54]. In this chapter, we will consider a
quadratic cost function, and the corresponding quadratic optimization problem. A
solution to this problem can be found in a straightforward way using the active set
method, as has been shown by Harkegdrd [55].

As opposed to our approach of prioritization, some research has focused on the
preservation of control direction [51, 56]. This means that in case of saturation,
a solution for the actuator inputs is sought that corresponds to a linear scaling of
the original control objective. This approach may be useful for systems where all
axes are equally important. However, for a quadrotor, if a large yawing moment
is needed, the actuators can easily saturate due to the low control effectiveness in
this axis. Scaling the desired control moments will make the roll and pitch control
suffer, which may lead to instability.

Recently, Faessler et al. implemented a heuristics based algorithm for priority
management [57]. They showed that prioritizing roll and pitch over yaw can lead
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to stability improvements. However, the suggested algorithm resembles the Redis-
tributed Pseudo Inverse method (RPI), which is known in some cases to not find
the control solution even if the control objective is achievable [58]. Furthermore,
the scheme is particularly constructed for quadrotors, and does not generalize.

The WLS approach is much more general, as it does not depend on a certain
configuration of actuators. The method has been suggested for quadrotors by
Monteiro et al. [59], but was only implemented in simulation. Furthermore, the
weighting matrix, that determines the priorities in the cost function, is not discussed.

In this chapter, we integrate the Weighted Least Squares (WLS) control allo-
cation algorithm into the INDI attitude controller. Further, we show through an
experiment that prioritization of roll and pitch over yaw leads to stability improve-
ments. The structure of this chapter is as follows: first, the INDI control law is
introduced in Section 3.2. Second, Section 3.3 elaborates on the WLS method and
how it integrates with INDI attitude control. Third, the experimental results are
presented in Section 3.4, and we end with conclusions and future work in Section
3.5.

3.2. Incremental Nonlinear Dynamic Inversion and

Actuator Saturation

In previous work [52], we derived INDI control for MAVs. A detailed derivation
is beyond the scope of this chapter, but the main feature of the controller is its
incremental way of controlling angular accelerations. The basic idea is that the
current angular acceleration is caused by the combination of inputs and external
moments. In order to change the angular acceleration, all that is needed is to take
the previous inputs and increment them, based on the error in angular acceleration
and the control effectiveness.

A distinction is made between two types of forces and moments: those that are
produced by inputs, and those that are produced by changes in inputs. The forces
and moments produced due to the propeller aerodynamics fall in the first category,
and the torque it takes to spin up a propeller falls in the second category. Both
need to be accounted for in different ways, which is why the control effectiveness
matrix is split up in two parts: G = G; + G,, where G, accounts for the propeller spin
up torque. Though the algorithms presented here have broad applicability, we will,
in order to promote clarity, consider the quadrotor shown in Figure 3.1, with the
illustrated axis definitions. We define the angular rotation vector Q, its derivative
Q and the angular rate of the propellers w. Then, if we assume a linear control
effectiveness and that gyroscopic effects of the vehicle can be neglected [52], the
system equation in incremental form is

Q_QO +GzL((J) _wo) == (Gl +Gz)((l)_w0), (3.1)
subject to
Wmin < ® < Wmax (3.2)

where L is the lag operator, e.g. w(k — 1) = Lw(k). Note that the angular accel-
eration needs to be obtained by deriving it from gyroscope measurements through
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Figure 3.1: Axis definitions.

finite difference. This signal can be quite noisy, and will need appropriate filtering.
In order to synchronize all signals with subscript 0, they all need to be filtered with
this same filter.

Equation 3.1 can be turned into a control law using the matrix inverse or the
pseudo-inverse:

W = Wq + (Gl + Gz)_l(v - QO + GzL(a)C - (1)0)), (3.3)

but calculating the control input like this does not guarantee satisfying Equation
3.2. If the control inputs exceed the bounds, simply clipping them will result in
different control moments than desired.

Instead, Equation 3.3 is replaced with a method that calculates the control inputs
while respecting the limits and prioritization. This can be done with a weighted least
squares (WLS) optimization. Since our system description (Equations 3.1 and 3.3)
is in incremental form, we will first write it as a standard least squares problem
through a change of variables:

v=_Gu (3.4)

subject to
Umin = U = Unpax- (35)

where the control objective is v = O—Qq +G,L(w—wy), and the input is u = w —wy.
Note that because of the delay operator L, v depends on the value of u from the
previous time step, which is already known and can be subtracted to obtain v for
this time step. The limits u,,;, and u,,., follow from these definitions and Equation
3.2.

3.3. Using the Active Set Method to Solve the Con-

strained Allocation Problem
Though in this chapter we will apply the algorithm to a quadrotor, for the control
allocation we will also consider over-actuated systems. This means that we have
to include a cost for actuator usage in the cost function, such that there is only
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one optimum. This will make the derived methodology easily applicable to other
systems, like multirotors with more than four rotors, or some over-actuated hybrid
systems like the Quadshot [60].

In most cases, we would like to formulate the control allocation problem as a
sequential least squares problem. Primarily, we want to minimize the error be-
tween the control objective and the angular acceleration increment produced by
the calculated control increment. This can be captured in a first cost function. Sec-
ondly, given the inputs that minimize the primary cost function, we would like the
actuators to spend the lowest amount of energy possible. The actuator command
that costs the least energy and as such is desired is denoted with u,;, which is idle
RPM in the case of a quadrotor. If G has full rank, the secondary cost function
can be omitted, as the primary cost function will only have one solution. However,
when there are more actuators than control objectives, the second cost function
will minimize expended energy and avoid actuators steering in opposite directions.

The sequential least squares problem is more difficult to solve than a least
squares problem with a single cost function. This is why we adopt the WLS problem
formulation from Harkegérd [55], where the cost for errors in the control objective
is combined with a cost for applying inputs:

Cw = IIWy, w=ull” +v W, Gu =)
YIW,G\, _ (viW,v
Wu Wu Ug
where W, is the diagonal weighting matrix for the control objective, and W, is the

diagonal weighting matrix for the inputs. The distinction between the primary and
secondary objective is made by the scale factor y >> 1. For convenience, we define

A= [ViWV E/il + GZ)] and b = [VEW”U]. (3.7)
u uld

(3.6)

’

Now that the problem is formulated as a regular quadratic programming prob-
lem, it can be solved using the well known active set method [55, 61, 62], to find
the inputs that minimize the cost function. The algorithm divides the inputs into a
free set and an active set, which correspond to the inputs that are not saturated
and to the actuators that are saturated respectively. The method disregards the in-
equality constraints for the free set, and for the active set W treats the constraints
as equality constraints. At every iteration, it is evaluated if the division between
active and free set is correct. For completeness, we explain our implementation of
the active set method in Algorithm 1. Here, the matrix S contains the sign of active
constraints on the diagonal.

The algorithm stops when the solution is optimal, or a maximum number of
iterations is reached. Though the algorithm is guaranteed to find the optimum
in a finite number of iterations, we may impose a maximum number of iterations
that can be executed in a real time application. If the algorithm stops because
the maximum number of iterations is reached, the solution will not be optimum.
However, since the value of the cost function decreases at each iteration [62], the
result will be better than at the start of the algorithm.
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Algorithm 1: Active set method for WLS problem
Initialization:
W= {Q)}I u® = (Umax — Umin)/2, d=b— Auol S = [0]
fori=0,1,2,., nymy do

Determine the free columns in A:

Ar=A(Gh), hew (3.8)

Determine the optimal perturbation by solving the following least
squares problem for py:

Now p is constructed from p, with zeros for the elements that are in .
if u' + p is feasible then
utl =ul +pand: d =d— Asps
The gradient and Lagrange multipliers are computed with:

V=ATd and: 1 =SV (3.10)

if all 1 > 0 then
| The solution u'** is optimal u = u'** ;

else

The constraint associated with the most negative A has to be
removed from the active set W. Re-iterate with this active set.

else

The current solution violates a constraint which is not in W/.
Determine the maximum factor a such that ap is a feasible
perturbation that activates constraint j, with 0 < a < 1. Update the
residual d and the solution ui*!:

i+1

utl =yl +ap (3.11)

d=d—Arap (3.12)
It

uj-” is now equal to uy,., OF Uy, Finally, add j to the active set

and store the sign of the constraint: S;; = sign (p;) with j the index
of the new active constraint.




3.3. Using the Active Set Method to Solve the Constrained Allocation
Problem 43

3.3.1. Particularities for WLS applied to INDI

Since we are applying the WLS control allocation scheme to the INDI controller,
the inputs are incremental. This means that the bounds on the input (increment)
change every time step, and the solution for the increment at one time may not be
feasible the next time step. The initial guess for the input, u°, can therefore not be
the solution of the previous time, as is often done for non-incremental controllers
[54, 55, 61]. Instead, we take as initial input the mean of the maximum and
minimum input increment:

1
ul = E(umax - umin)- (313)

Additionally, if we consider an over-actuated system, the choice of the preferred
increment u,, becomes important, as there is some degree of freedom in choosing
the inputs that will produce the required forces and moments. Some of these
combinations may require more energy than what is optimal, for instance if two
actuators counteract each other in order to produce a net zero output. Clearly,
this can be achieved more efficiently by giving zero input to both actuators. For
non-incremental controllers, this means that u, is a zero vector. For an incremental
controller, this means that u, = up;,, assuming that the actuators produce zero
force/moment at u;,.

3.3.2. Choice of Weighting Matrices
As for any optimization, the result entirely depends on the choice of the cost func-
tion. In this case, we have the freedom to choose W, W,, and y.

For W,,, we choose the diagonal elements to be 1000, 1000, 1 and 100 for roll,
pitch, yaw and thrust respectively. The reason that we give roll and pitch a higher
priority than thrust, is because the thrust can only be applied in the right direction
if the vehicle has the right attitude. As an example, suppose that the quadrotor
is inverted. With the thrust vector pointing down, it will lose altitude fast. The
controller will have to flip the airframe, and increase thrust to climb. However, if
priority would be put on the thrust, the vehicle could, in the extreme case, never
change the attitude, as all motors would have to give full thrust.

In general, it appears that satisfying (part of) the roll and pitch objectives, will
lead to a reduction of said objectives in the short term, as it typically does not take
long to rotate to a desired attitude. On the other hand, satisfying (part of) the
thrust objective, might not lead to a reduction of this objective in the short term, as
the thrust vector may be pointing in the wrong direction or a large continuous thrust
may be needed over a long period of time. Therefore to the authors, prioritizing
pitch and roll over thrust seems to be the most stable configuration. However,
for a specific quadrotor, the best prioritization scheme may depend on the mission
profile.

We choose y% = 10000 and for W, we take the identity matrix, since all actu-
ators are 'equal’. Do note that the relative scaling of the signals « and v plays a
role here. Also note that, even though we give a lower weighting to some signals,
they can still become dominant in the cost function if no bounds are applied. As an
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example, consider a quadrotor that has to climb five kilometers. In case of a simple
PD controller without bounds, an enormous thrust will be commanded, leading to
more cost in Equation 3.6.

3.3.3. Computational Complexity

The computational complexity of the active set algorithm scales with the number of
actuators in two ways. First, each additional actuator will add a row and a column
to the matrix A4, and therefore increase the computational complexity of solving the
quadratic problem each iteration of the active set algorithm. Additionally, if there
are more actuators, more actuators can saturate in different combinations. This
may lead to more iterations on average, as well as more iterations in a worst case
scenario.

An analysis of the performance of the active set algorithm on a benchmark
problem set, with control objectives in R® was done by Petersen and Bodson [61].
They report that the method is efficient in case of few actuators, but that it does not
scale well with the problem size. Specifically, for 15 actuators or more, an interior
point method is more efficient. Since our control objective is in R*, this point can
be somewhere else.

Clearly, it is very beneficial for the computational performance to have few actu-
ators. If computational time is a problem, it might be an option to combine several
actuators into single ‘virtual’ actuators, often referred to as ‘ganging’.

However, we are able to run the WLS scheme on an STMF4 microprocessor,
which is equipped with a floating point unit, for four actuators at 512 Hz without
any problem. Our implementation uses single precision floating point variables.

3.4. Experiments

As mentioned in the introduction, actuator saturation often occurs due to yaw com-
mands, as the yaw moment generation of the actuators is relatively weak. Without
proper priority management, this is a case where instability can occur. In order
to demonstrate the ability of the WLS control allocator to improve stability of the
vehicle through priority management, an experiment is performed.

The hypothesis is that the WLS control allocation scheme, with the prioritization
as defined in section 3.3.2, improves the tracking of pitch and roll when large yaw
moments are required, as compared to calculating the inputs with the pseudo-
inverse and clipping the result.

To test for this hypothesis, the hovering drone will be given an instant step
in its heading reference of 50 degrees. This is enough to cause severe actuator
saturation. The drone is controlled by a pilot, who will bring the drone back to the
hovering position after each maneuver. During the maneuver, the pilot does not
give any commands.

3.4.1. Experimental Setup
The test is performed using a Bebop 1 quadrotor from Parrot, running the Paparazzi
open source autopilot software. The Bebop is equipped with an internal RPM con-
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troller, which accepts commands between 3000 and 12000 RPM. In practice, we
found that in static conditions the motors saturate well before 12000 RPM. To avoid
commands above the saturation limit that will not have any effect, the limit in the
software is put at 9800 RPM.

The INDI control algorithm of Chapter 2 is extended to also control the thrust
in the body Z axis, next to the angular acceleration in three axes. This is done
by adding a row to the matrices G, and G,, containing the control effectiveness of
the actuators on the thrust. A complete derivation will be presented in Chapter 4.
Prior to the experiment, the control effectiveness matrices below were identified
through test flights. The knowledge of the symmetrical geometry of the quadrotor
was used to ease the estimation, and the coefficients of G, not belonging to the
yaw axis were forced to zero.

18 -—-18 -18 18
11 11 -11 -11

_ 10-3
G = -0.7 0.7 -0.7 0.7 10 (3.14)
-04 -04 -04 -04
0 0 0 0
6= 0 0 0 045 (3.15)

—-65 65 —65 65
0 0 0 0

The filter that is used for the angular acceleration is a second order Butterworth
filter with a cutoff frequency of 5 Hz.

3.4.2. Results

Figure 3.2 shows the Euler angles during the experiment for the pseudo-inverse
on the left and for WLS on the right. 15 and 12 repetitions of the experiment are
shown for the pseudo-inverse and WLS respectively. For WLS, two repetitions were
rejected, because the pilot steered during the yaw step. The inputs to the actuators
during the first repetition are shown in Figure 3.3.

First, from the plot of the ¢ angle it can be observed that with WLS there is
no overshoot, but the rise time is longer. The longer rise time can be explained,
because for WLS, the inputs are not saturated the whole time the vehicle is moving
towards the reference. Because of this, for WLS, the angular velocity does not
become as high and the quadrotor is able to reduce the angular velocity without
saturating the actuators. For the pseudo-inverse, the situation can be compared
with integrator windup. The quadcopter builds up so much angular velocity while
the actuators are saturated, that when it has to reduce this angular velocity, the
actuators saturate in the other direction and the vehicle overshoots.

Though now it may seem that WLS solves this problem, this is not the case. The
figure merely shows that due to the prioritization, the vehicle can not accelerate as
fast in the yaw axis, which is why the overshoot does not occur. For larger heading
changes, when the vehicle will accumulate angular velocity in the yaw axis over a
longer time, overshoot is also observed.
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Figure 3.2: Euler angles during the experiment for the pseudo-inverse (left) and WLS (right).

However, the plots of pitch and roll show the merit of the WLS control allocation
(note the different scale). To condense this information, we consider the maximum
deviation of the roll and pitch angle from zero as a measure of the performance
for each repetition. The mean and standard deviation of this maximum error per
repetition is presented in Table 3.1.

Clearly there is a very significant improvement in the tracking of the pitch and
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Figure 3.3: Inputs during the experiment for the pseudo-inverse (left) and WLS (right).

Table 3.1: Mean and standard deviation of the maximum pitch and roll error in degrees.

o) 0
7 o u o
Pseudo-inverse 12.2 4.8 22.8 9.7
WLS 09 02 05 04

roll angles. We therefore conclude the hypothesis, that WLS improves the tracking
of pitch and roll when producing large yaw moments, to be true.

Finally, from Figure 3.2 it does become apparent that there still is some small
cross coupling between roll and pitch moments and the yaw moment for WLS. The
exact cause is beyond the scope of this chapter, and may be a topic of future re-
search, but there are possible explanations. For instance, the controller takes into
account a linear control effectiveness, while this can be expected to be a quadratic
one. Especially for large input changes, as is the case here, some error may be
expected. Furthermore, we may consider the fact that for WLS, everything is com-
bined into one cost function. This means that putting more weight on roll and pitch
may reduce the error in tracking these angular accelerations, but will never bring it
to zero. To improve this, the sequential formulation may be a solution.

3.5. Conclusion

In this chapter we have applied the WLS control allocation scheme to incremen-
tal nonlinear dynamic inversion control. We propose the following prioritization of
controlled forces an moments: first roll and pitch, then thrust, then yaw. This
ensures the capability of the vehicle to come back to a stable situation from any at-
titude. Through an experiment we show that the WLS control allocation with these
priorities improves the stability when applying large yaw moments.

The algorithm is readily applicable to other types of MAVs for which priorities in
controlled axes can be defined, such as hexacopters, or even hybrid aircraft such
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as the Cyclone [63]. Future research will focus on how constraints in the guidance
loop should be taken into account, and how this is affected by limits in the inner
loop. Finally, given the strong disturbance rejection properties of the INDI controller,
this control allocation scheme is expected to also increase the robustness against
faults.



Cascaded incremental
nonlinear dynamic inversion
for MAV disturbance rejection

In the previous two chapters, an INDI controller was derived that can control
the attitude of an MAV without an extensive model. It was shown that the
controller can deal with disturbances and can manage priorities in the case of
actuator saturation. In order to control the position of the MAV, an additional
controller is needed.

In this chapter, the INDI controller that was developed to control angular ac-
celerations, will be used to control linear acceleration as well. The controller
is derived from first principles, and wind tunnel experiments confirm that the
disturbance rejection properties are preserved in the outer loop. Furthermore,
it is shown that the performance upholds outdoors with off-the-shelve GPS
modules.

This chapter is based on the following article:
Smeur, E. J. J., de Croon, G. C. H. E., Chu, Q. P, Cascaded incremental nonlinear dynamic inversion for
MAV disturbance rejection. Control Engineering Practice 73, 79 (2018).
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4.1. Introduction

M icro Aerial Vehicles (MAV) have the potential to perform many useful tasks, such
as search and rescue [64], package delivery [65], aerial imaging [66], etc. In
many of these applications, usage of autonomous MAVs can potentially result in
significant cost reduction as compared to current practice. But in order to perform
these tasks in an outdoor environment, the vehicles need to be able to control their
position under the influence of wind gusts. This is especially true when flying close
to obstacles, as a position error due to a wind gust might result in a collision.

Outdoor MAV missions can encounter significant gusts due to atmospheric tur-
bulence [67]. Moreover, Orr et al. [68] showed that even a uniform wind can create
a very non-uniform wind field in an urban environment. Computational fluid dynam-
ics calculations showed that with a free stream velocity of 4.6 m/s, flow velocities
ranging from 0 to 7.6 m/s are found around buildings. An MAV flying amidst these
buildings can be expected to be subject to up to 7.6 m/s gusts. For most vehicles
this can be considered a strong disturbance, although the effect depends on the
weight and surface area of the vehicle. If such an MAV were to enter a building
through an open window in case of a search and rescue mission, it would also expe-
rience a sudden change in wind speed. This scenario is especially challenging due
to the confined space of a typical room. And even indoors, an MAV can be subject
to aerodynamic disturbances, for instance caused by its own propeller backwash
near walls [69].

Clearly, a controller that is able to counteract wind gust disturbances would be
of great value. Currently widespread position control methods such as Proportional
Integral Derivative control (PID), which are used even for aggressive control [70],
do not perform well under the influence of gusts. PID gust rejection properties scale
with magnitude of the gains, which is often limited by the GPS update frequency in
outdoor scenarios. Moreover, the integrator term is generally slow in compensating
persistent wind disturbances.

To cope with wind gusts, a solution could be to use onboard Pitot tubes to
measure the relative velocity of the MAV with respect to the wind. The difference
with the ground speed measured by a GPS module can provide an estimate of
the local wind [71]. As disturbances may come from all directions, a minimum
of six Pitot tubes would be necessary (two for each axis, as a Pitot tube can not
measure negative airspeed). Alternatively, Mohamed et al. [72] used multiple multi-
probe sensors to obtain flow pitch angle and velocity. Adding such an amount of
extra sensors will increase the system complexity and cost. Furthermore, airspeed
sensors are typically not reliable at low airspeeds.

Instead of using sensors, one could use a model of the MAV to estimate the wind
velocity [73]. Waslander and Wang [74] used an extensive aerodynamic model to
estimate wind velocities, with good results in simulation. The downside of this
approach is that it requires a lot of parameters, which might even require wind
tunnel tests as is done by Schiano et al. [75] and Tomi¢ et al. [76]. If the model
does not represent reality well enough due to modeling errors or airframe changes,
the gust disturbance rejection performance will degrade.

In this chapter, a gust resistant controller is introduced through generaliza-
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Figure 4.1: The quadrotor in front of the wind tunnel during one of the experiments.

tion of Incremental Nonlinear Dynamic Inversion (INDI) to the outer loop control.
The idea is that both disturbances as well as control forces are measured by the
accelerometer. This means that a desired acceleration can be achieved by incre-
menting the previous control input based on the difference between desired and
measured acceleration. It is shown how to deal with filtering of noisy acceleration
measurements, and how this integrates with the INDI attitude controller developed
previously [52]. It is also demonstrated that the disturbance rejection capabilities
of the INDI inner loop extend to the outer loop control.

The controller is implemented on a Parrot Bebop quadrotor running the Pa-
parazzi open source autopilot software! [77, 78]. wind tunnel experiments show
that the quadrotor can enter and leave the 10 m/s wind tunnel flow with only 21
cm maximum position deviation on average. A controller that uses a gain on the
integrated error instead of the incremental controller, suffered 151 cm maximum
position deviation upon entering and leaving the wind tunnel on average. To the
best of the author’s knowledge, this is the first time that a quadrotor is repeatedly
flying in and out of a 10 m/s flow as part of a controller’s disturbance rejection
evaluation. A picture of the experiment is shown in Figure 4.1.

This chapter is an extension to the work presented at the Intelligent Robots
and Systems conference [53]. Differences include: (1) the use of a large open
jet wind tunnel as a more accurate and more powerful disturbance than the fan
used previously. (2) Incorporation of the propeller thrust curve to calculate the
total thrust of the drone. (3) An outdoors experiment based on GPS positioning, to
demonstrate the performance in a realistic scenario. (4) The addition of a nonlinear
method to calculate thrust vector increments.

1The INDI control method is incorporated in Paparazzi, allowing others to easily experiment with it.
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4.1.1. Related work

Hoffmann et al. [79] developed an altitude controller that utilizes the vertical ac-
celeration measurement. However, they fed the acceleration back, multiplied with
a gain, without utilizing the physical relation between thrust and acceleration. In
a different paper, they state that their PID position control implementation has lit-
tle ability to reject disturbances from wind and translational velocity effects [80].
A vertical controller using the INDI principle was developed for a traditional heli-
copter in simulation by Simplicio et al. [46]. Only very limited sensor noise was
taken into account, which did not require any filtering. Also, in both of these pa-
pers, by separating the vertical axis from the lateral axes, coupling can be expected.
In this chapter it is shown that by inverting the control effectiveness for all axes,
accelerations in each of these axes can be controlled.

Wang et al. [81] applied an acceleration feedback dynamic inversion approach
to all axes of a quadrotor, and demonstrated accurate trajectory tracking capa-
bilities. They mentioned robustness against disturbances, but did not analyze or
demonstrate the controller response against disturbances. Also, the effects of ac-
celerometer noise or filtering are not discussed. Additional differences with the
work presented here are that with INDI there is no need for a reference model or
command filtering, and that the approach of Wang is not incremental. This means
that if a certain control input does not completely resolve a measured acceleration
error (due to input modeling errors or uncertainties), the error will persist. In an
incremental scheme the input can be incremented again to resolve angular accel-
eration errors.

4.2. Incremental nonlinear dynamic inversion for at-
titude control

An extended analysis of INDI for attitude control of MAVs is provided in previous
work [52]. For completeness, an overview of the developed attitude controller,
along with some new additions, is presented in this section. Consider the quadrotor
shown in Figure 4.2. The distance from the center of gravity to each of the rotors
along the X axis is given by [ and along the Y axis by b.

P M,

Figure 4.2: The Bebop Quadcopter used in the experiments with body axis definitions.
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It is defined that Q is the angular rate vector of the vehicle and the angular
rates of the propellers around the body Z axis are described with the vector w. The
thrust provided by all four rotors is denoted by T. Consider Eq. 4.1, which gives an
expression for the angular acceleration and the thrust:

[ st ] = F(QV) + G(w, ®) (4.1)

Here, F(Q, v) is the function that describes the vehicle moments as a function of
the angular rates and velocity. G(w, ®) is the function that maps the input and the
derivative of the input to the angular acceleration and thrust. Note that the thrust
force only depends on the rotational rate of the rotors, and so, the fourth row of
the F(Q, v) matrix is zero. Now a first order Taylor expansion can be applied:

[¥]= F(@, Vo) + G(wo, o)

+2 (F(Q,v0))lg=0, (2 — Q)
+ 2 (F(R0, V) ly=v, (v — Vo)

+ 22 (G(w, @0)) |z, (@ — @)
* 36 (G(wo, @) | =i, (@ — @)

(4.2)

First it can be recognized that the first two terms give the current angular ac-
celeration and thrust: F(Qo,v,) + G(wy, @) = [2F T,]" . The next two terms
predict the change in moment due to changes airspeed and rotational rate. For
these terms, both a detailed model and an airspeed estimate are needed. In ab-
sence of this information, these terms are omitted to simplify the equation and as
such the terms are treated as a disturbance. This may lead to small errors in the
angular acceleration prediciton. However, moments due to these terms eventually
show up in the measured angular acceleration and are taken into account this way.
Finally, it is assumed that over the operational domain, the partial derivatives of
G(w, ®) do not change. Therefore, they can be approximated by the static ma-
trices G, and G,. These control effectiveness matrices are (4x4), because they
contain the effectiveness of each of the four rotors on each of the axes roll, pitch,
yaw and thrust.

[ !;, _ ?00 ] =G (w — wg) + TGy (@ — @wy) 4.3)

Here, the sample time T; is factored out of G, to simplify future calculations. The
angular acceleration Q, can be determined, by deriving it from the gyroscope using
finite difference. This signal is often very noisy, because the rotating propellers lead
to vibrations in the airframe. From Bacon et al. [34], the use of a second order filter
is adopted, given by:
wh

H(s) =
) S + 2{wys + w3

(4.49)
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Figure 4.3: The inner INDI control structure.

This filter also introduces a delay. To be able to apply the Taylor expansion,
terms with index 0 should be from the same moment in time. This is why all these
terms should be filtered with the same filter, such that they are equally delayed.
These terms are given the subscript f in Eq. 4.5.

Q-Q .
[ T—Tff ]=G1(w—wf)+TsG2(w—wf) (4.5)

By approximating @ and @, with finite difference, using the lag operator L as
® = (wk)—wk-1))/T;, = (w — Lw) /T and rearranging the terms, this equation
becomes:

[n—nf

T, ] = (G, +G2)(w—wf)—G2L(w—wf) (4.6)

This equation can now be inverted, to yield Eq. 4.7.

W, = wf + (Gl + Gz)_l (

Ve %Qf] + G, L(w, — wf)) 4.7)

Here, v, is the virtual control, which is the desired angular acceleration that has
now become an input. In the next section it will be shown that the thrust increment
T — Ty is calculated in the outer loop, and is therefore denoted by T. The subscript
¢ is added to w to indicate that this is the command sent to the motors.

The control diagram is shown in Figure 4.3. The input to this diagram is the
angular acceleration virtual control and the output is the angular acceleration of
the vehicle. The angular acceleration error, and the thrust increment go into the
inversion of the control effectiveness. The increment in motor command is added to
the feedback from the motors, which is filtered with the same filter as the angular
acceleration. The actuator dynamics are denoted by A(z).

4.2.1. Attitude control
The control law of Eq. 4.7 describes how to track angular accelerations. A PD
controller can be used to provide the angular acceleration that will steer the vehicle



4.2. Incremental nonlinear dynamic inversion for attitude control 55

towards a desired attitude. For the attitude feedback, a quaternion representation
is used, as described by Fresk and Nikolakopoulos [37]. The calculation of the error
quaternion g in terms of the reference q,s and the state quaternion qs is then:

Qerr = qref ® Qs (4.8)

where ® denotes the Hamilton product and * denotes conjugation. The reference
angular rate is found using the vector part of the quaternion:

T
Qe =K, [ " 5" a5 | (4.9)

The angular acceleration reference is then calculated from the rotational rate error,
using a second gain K.

In order to find a theoretical basis for what the values of these gains should
be, linear time-invariant systems theory will be used. That means that the attitude
feedback needs to be simplified a bit, as is shown in Figure 4.4. In this figure small
angles are assumed, in order to allow simple integration of the rates to obtain the
attitude n in Euler angles.

INDI

=

SO>SO 8
I g

Figure 4.4: The design of the attitude controller for small angles, based on the closed loop response of
the INDI controller. The feedback of the attitude is simplified for the sake of the analysis, and proper
quaternion feedback is used on the real platform.

Because the proper quaternion integration is removed in Figure 4.4, there is a
factor ; with K, since the quaternion derivative is defined as:

a-3a0| | (4.10)

In previous research [52] it was shown that if the assumptions, mentioned in
the derivation of the controller, hold true, the transfer function from v, to Q is
simply the actuator dynamics A(z). When the actuator dynamics can be modeled,
for instance by first order dynamics, the P (K,,) and D (K,) gains can be determined
based on the desired poles and zeros of the system. For the Bebop, the actuator
dynamics are modeled with first order dynamics as shown in Eq. 4.11, with a = 0.1
at a sample frequency of 512 Hz.

M@=Z_“ (4.11)

(1-a
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Then the transfer function of the closed loop system from Figure 4.4 is as follows:
B 1KoK, aT?
Tt 73 — (3 - a)z? + (3 - 2a + KqaT)z + (-1 + a — KqaT, + LK K, aTy)

TF (4.12)
The gains can now be selected such that the poles are within the unit circle and the
response is fast with little overshoot. With K, = 28.0 and K,, = 10.7, there is one
pole at 0.964 and two complex poles at 0.968 + 0.0463i.
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Figure 4.5: Comparison of the designed response and the actual response of the attitude of the
quadrotor. The black line is the average, and the gray area one standard deviation of 25 repetitions.

An interesting question is how close the theoretically designed response of the
attitude matches the actual attitude response of the quadrotor. To test this, both
the above transfer function and the real quadrotor are subjected to a step input.
For the real quadrotor, the step input is repeated 25 times, and the mean and
standard deviation are shown in Figure 4.5. The response of the above transfer
function is shown in the same figure in red. The difference between the designed
response and the actual response is rather small: the error as a percentage of the
step magnitude is maximum 6.4 % at 0.14 s. This means that this is a valid way
of designing the P and D gains, based solely on the first order actuator dynamics
model.

Some may argue that a nonlinear Lyapunov stability proof is more convincing
than what is presented here. Note that, using a Lyapunov proof, the stability of a
very similar quaternion feedback law was already proven by Tayebi and McGilvray
[82]. Many recent papers on the topic of MAV control contain such a proof [83-86],
and in each of these papers, an equivalent to the P and D gains exists. Further, in
each of these papers, the claim is made, either explicit or implicit, that these gains
can be chosen freely, irrespective of the Lyapunov proof. One might even get away
with the feeling, reading these papers, that these gains have little influence on the
final performance.
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As anyone who has practical experience with control of drones can attest, these
P and D gains are, in reality, not free to choose without consequences for the
stability. There are most certainly non-negative, non-zero values of these gains
for which the system is not stable, especially if the actuator dynamics are slow.
This discrepancy exists because in these papers the actuator dynamics are always
neglected. As is shown in this section, the actuator dynamics are crucial for the
performance, as well as the stability. For different actuator dynamics, for example
a = 0.02, the transfer function of Equation 4.12 would even be unstable with the
same gains.

Of course, it is still a good thing to be able to prove Lyapunov stability, even
while neglecting actuator dynamics. It at least indicates that feedback is applied
in the right direction, which may be troublesome in the case of feedback of Euler
angles. However, that is not an answer to the complete stability question. Taking
the actuator dynamics into account, for instance using the linear methods employed
here, is an indispensable part of the stability and performance analysis.

4.2.2. Determining the control effectiveness
The control effectiveness can be derived from detailed knowledge of the system
inertia and actuator forces. However, accurately measuring the vehicle inertia can
prove to be difficult, time consuming and not very accurate. Alternatively, the
control effectiveness matrices can be estimated using test flight data. A single test
flight, with both the actuator inputs as well as the gyroscope and accelerometer
data logged at high frequency, can provide enough information to determine the
values for G; and G,. Though some effort is required to make the vehicle fly stable
without knowledge of the control effectiveness, this can be a very fast and efficient
method to obtain the effectiveness. Further, the flight data will represent the system
as it actually is, eliminating chances for modeling errors.

When the flight has been recorded, the control effectiveness can simply be
calculated by finding the least squares solution of:

[ %{ ]:[ G, TG, ][ Z; ] (4.13)

where the derivatives can be calculated using the method of finite difference.

4.3. Incremental nonlinear dynamic inversion ap-

plied to linear accelerations

Now that the attitude of the quadrotor is controlled, it is possible to derive an incre-
mental controller for the linear acceleration of the vehicle. Two reference frames
will be used throughout this derivation; the body frame, as depicted in Figure 4.2,
and the North East Down (NED) frame, which has its origin fixed to a point on the
earth. Vectors in the body frame have a subscript B and vectors in the NED frame
have subscript N. The subscripts will only be used to avoid confusion, the position
& and velocity ¢ of the quadrotor will always be in the NED frame.
The position dynamics are given by Newton’s second law of motion:
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. 1 . 1
§=g+—FEw) +—Ty@,T) (4.14)

Where £ is the acceleration of the MAV, g is the gravity vector and m is the mass.
F is the aerodynamic force working on the airframe as a function of the velocity &
of the MAV and the wind vector w. Ty is the thrust vector in the NED frame as
a function of the attitude n = [¢, 8,v]" and the total thrust produced by the four
rotors T.

The thrust vector in the NED frame can be obtained by taking the thrust vector
in the body frame, given by Ty = [0,0,T]7, and rotating it using the rotation matrix
My (1). Since the thrust vector in the body frame only has a Z component, only
the last column of the rotation matrix is relevant. The thrust vector in the NED
frame is therefore given by:

(s¢psy + copcysO)T
(cpsysh — cyPsp)T
(cpcO)T

TvM,T) = Myg(m)Tp = (4.15)

where the sine and cosine functions are abbreviated by the letters s and c re-
spectively. Now a first order Taylor expansion can be applied to Eq. 4.14, resulting
in Eq. 4.16:

§= g+ %F(é_—o'wo) + %TN('?O:TO)
+2 LF(EwWo)lg, (€ — &)

aEm
+%%F(éo.w)|w=wo (W — wo)
+ 55 11 TN (@, 00,10, To) =, ( — o) (4.16)

+2 LTy (90, 0, Y0, To)lg=a, (8 — 6o)
525 T (B0, 00,1, To) lyp=py (¥ — o)
+% %TN (¢0, 00, Y0, D=1, (T — Tp)

The first terms can be simplified to the acceleration at the previous timestep:
g+ ~F(&) + =Ty(mo,Ty) = &. This acceleration can be obtained by rotating the
specific force measured by the accelerometer in the body axes to the NED frame
and adding the gravity vector. For the next two terms, the partial derivative of F
with respect to § and w, there is not a good estimate. For simplicity of the approach,
the choice is made not to employ a model of the aerodynamic drag of the airframe.
Moreover, it is very difficult, if not impossible, to predict how the wind is going to
change. Therefore, the best guess for these terms is zero. Note that this does not
mean that all aerodynamic forces are neglected. These forces will be measured
with &,. Finally, it is assumed that changes in ¥ will be small, such that this term
can be neglected. Combining this with Eq. 4.15 and 4.16 leads to:

e 1
§=&+ EG(WO'TO)(U —up) (4.17)
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Figure 4.6: The outer INDI control structure.
whereu= [¢ 6 T]” and
(copsy — spcyPsO)T (cpcypcOd)T spsy + copcpsh
G, T) = | (—s¢sysh — cpcp)T (chpsypcd)T copsipshd — cyse (4.18)
—cOs¢pT —sOc¢pT coch

The measured accelerations, necessary to obtain &,, are typically noisy due to
vibrations in the airframe introduced by the spinning propellers. Therefore, the
accelerations need to be filtered. Like in the previous section, the delay of the filter
needs to be accounted for. This is why also here, all terms with subscript 0 will
be filtered with the same filter, and be given a subscript f. Then, if Eq. 4.17 is
inverted, the INDI control law for linear accelerations is obtained:

U; =ug + mG_l(ﬂo'To)(V;é - 'éf) (4.19)

¢ is replaced with the virtual control v to indicate that this is now an input to the
equation (the desired acceleration), and the subscript ¢ is added to u to indicate
that this is the command that will be sent to the inner loop controller. Also, the
control increment is defined to be i = u, —uy, so clearly Eq. 4.19 is an incremental
control law.

Suppose the inner loop is filtered with filter f;, and the outer loop with filter
f>. The thrust increment required by the inner loop is then T — T¢,. The thrust
increment calculated by the outer loop is T — Tf,. It is only possible to pass on
the thrust increment from the outer to the inner loop if these filters are equal.
That is why for both loops, the filter described by Eq. 4.4 is used, with the same
parameters.

4.4. Implementation

The implementation of the control law given by Eq. 4.19 is shown in Figure 4.6.
The input of this diagram is the virtual control, and the output is the acceleration in
NED frame. The acceleration in NED frame can be obtained from the accelerometer
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measurements with a simple rotation matrix and the addition of the gravity vector.
Increments in roll, pitch and thrust are obtained from the error in acceleration
multiplied with the inverse of the control effectiveness matrix. The roll and pitch
increments are added to the filtered measurement of roll and pitch. Note how the
increment in thrust command T goes directly into the inner loop.

Figure 4.7: The PD controller for the position.

4.4.1. Position control

In the previous sections, it was shown how the linear acceleration can be controlled
using an INDI controller. To control the position of the MAV, an acceleration refer-
ence needs to be passed to the outer INDI controller that will steer the MAV towards
its target position. This can be done by a Proportional Derivative (PD) controller, as
is shown in Figure 4.7. The gains of this PD controller are manually tuned to give
a fast response with little overshoot.

They depend mainly on two things: the update rate of the position estimate
and the speed of the inner loop controller, which is only dependent on the actuator
dynamics. This is the case because all other components are inverted in the inver-
sion step of the inner and outer loop. Therefore, if these parameters are known in
advance, one can come up with an estimate of the PD gains, for instance based on
a pole/zero analysis.

4.4.2. Adaptive control effectiveness

In our previous work a Least Mean Squares algorithm was used to adapt the control
effectiveness matrix of the rotors online [52]. Now, with respect to our previous
work, a row is added to the control effectiveness matrix that predicts a change in
thrust based on the actuator inputs. This row of the control effectiveness matrix
can also be adapted online, together with the rest of the matrix. The LMS algorithm
then becomes:

. T
G(k) = G(k — 1) — 1, (G(k —1) [ ﬁg; ] - [ v D [ ﬁg; ] po (4.20)
where

G(k) = [ G1(k) Gy(k) | (4.21)

This means that the effectiveness of the motors with respect to the thrust can
also be adapted online. This can be important if the weight of the vehicle changes
during flight, for instance when dropping a payload. Given a flight with enough
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Table 4.1: Adaptation of the control effectiveness in the thrust axis in 1073 m/s?/rpm

M, M, M, M,

Adaptation from -0.35 -0.77 -0.73 -0.58 -0.63
Standard deviation 0.025 0.024 0.012 0.016
Adaptation from -1.13 -0.76  -0.73 -0.59 -0.65
Standard deviation 0.021 0.033 0.030 0.027
Offline -0.76 -0.72 -0.57 -0.63

excitation of the control input and limited disturbances, the control effectiveness
converges to the control effectiveness calculated offline.

To demonstrate this, 10 flights were performed with the adaptive estimation
enabled. The flights were manually piloted, with constant maneuvering to ensure
enough excitation. Five of these started with the effectiveness of each rotor on
the thrust set equal to -0.35, and five started with the effectiveness equal to -1.13.
From these flights, the adapted control effectiveness was recorded 30 seconds after
takeoff. Finally, one flight of two minutes was performed, and the logged flight data
was processed offline with the method of Section 4.2.2 as a comparison.

The control effectiveness values are shown in Table 4.1, averaged for the cases
with five flights. Clearly, after 30 seconds the control effectiveness of each motor
on average has converged very close to the value calculated offline. Additionally,
it can be observed that the identified control effectiveness values differ quite a
bit between motors. These differences are naturally observed from the test-flight
driven identification, whereas otherwise these details would be difficult to obtain.

In the next section, Figure 4.8 shows the average thrust curve of the actuators.
One possible explanation of the differences observed in Table 4.1, is that the motors
are operating at different RPM. However, the average RPM of the two minute flight
was 126, 126, 125 and 123 for motors one through four respectively.

4.4.3. Estimation of the thrust

Throughout the derivation of the outer loop INDI controller, use is made of the
thrust T, for instance in the matrix G(n,T). One possibility would be to measure
the specific force in the body Z axis with the accelerometer, and use this as an
estimate for the specific thrust (%). This approach works well while hovering, but
can lead to errors when there are other (aerodynamic) forces in the body Z axis.
These forces occur for instance at high speed steady flight, when the drone has a
high bank angle.

Therefore, static thrust measurements are used to model the thrust/rotational
rate curve of the propellers. The quadrotor was mounted upside down on a scale to
obtain a measurement of the produced thrust. The rotational rate of the propellers
was obtained from the internal rpm measurement. The resulting average thrust
measurement per propeller as function of the rotational rate is shown in Figure 4.8.
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A quadratic function showed a good fit with the data. This function is used for the
thrust estimate in the calculations of the controller.
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Figure 4.8: Thrust measurements for different rotor speeds along with a second order approximation.

Of course, the actual thrust of the propellers may be slightly different in a real
flight, due to a different inflow. Furthermore, since the propellers have a quadratic
thrust curve, their control effectiveness changes depending on their current rota-
tional rate. In this chapter, it is assumed that the control effectiveness of the rotors
with respect to the specific force can be approximated by a static one. This removes
the need to recalculate (G, + G,)~ ! after every time step, enhancing the speed of
the algorithm.

Errors introduced by these simplifications are expected to have low impact, be-
cause of the incremental nature of the controller. If an increment in thrust does
not lead to the desired acceleration, another increment is applied. This way, small
errors in the control effectiveness are handled naturally.

4.4.4, Linearization

In the previous section, a first order Taylor expansion was used to derive the INDI
control law. However, from Equation 4.15 it can be seen that the force is actually
very nonlinear in terms of roll and pitch. In Equation 4.18 it can be seen that some
of the derivatives can even change sign, for instance g—; for different values of ¢.

What this means in practice is that if the increments in the input are large, be-
cause suddenly a large lateral acceleration is required, they will result in a different
acceleration than intended. This will be measured by the accelerometer, and sub-
sequent increments in the inputs will eventually lead to the right acceleration. But
it might be more effective to implement a nonlinear method of finding increments
in the input that give exactly the desired increment in the acceleration.
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Since the nonlinear function of the inputs is available, it is possible to do a non-
linear inversion. At the same time, it is preferable to keep the incremental structure,
because there is no accurate estimate of the aerodynamic forces F. Referring to
Eq. 4.14, it is possible to subtract the same formula a short time instant earlier:

sy _ o 1 Cip
§—$=8 ) 8ot mF(f'XV) = F(§0, Wo) (4.22)
+5TnMT) — = Tn(M0,To)
It is assumed that changes in gravity and the aerodynamic forces are small
during this small time instant:

. 1 1
§—$% = ETN(U: T - ETN(’IO:TO) (4.23)

This equation relates an increment in thrust vector to an increment in accel-
eration. The current thrust vector can be calculated based on the attitude and
rotational rate of the rotors. This gives an expression for the new thrust vector:

Ty, T) = m(& — &) + Ty(Mo, To) (4.24)

How the thrust vector depends on the thrust and attitude is described by Eqg.
4.15. A nonlinear inversion of this equation provides expressions for the thrust, roll
and pitch commands:

T =Tyl (4.25)
¢, = arcsin (Sm(lp)TNx ;COS(l[J)TNy) (4.26)
cos(P)Ty, + sin(Y)T, Y
6, = arcsin( YI"Vcos . i > (4.27)

This allows us to find a new attitude and thrust that will satisfy a desired accel-
eration, without linearizing the input function. At the same time, the incremental
structure is retained, as the new thrust vector is calculated based on the previous
one. For the nonlinear case, the same argument holds regarding the filtering as for
the linearized case: if the acceleration is filtered, the other signals with subscript 0
should also be filtered. This is shown below:

Tym.T) =mE — &) + Ty(y, Ty) (4.28)

4.4.5. Filtering
Both the measured accelerations as well as the rates are filtered to remove noise.
In the derivation of the INDI controller, it was shown that these signals should be
filtered with the same filter. This way, the delay in both loops is synchronized and
the thrust increment can go from the outer loop to the inner loop.

Previously, it was shown that the filter choice has an effect on the disturbance
rejection [52]. For the attitude loop, the response to a disturbance is given by
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(1 - A(2)H(z)z™1). By taking a filter with a higher cutoff frequency, and therefore
less delay, disturbances will be rejected faster. On the other hand, more noise will
end up in the control signals. Since the inner and outer INDI loops are connected
and need to use the same filter, this trade-off should be considered for both loops
simultaneously. For the experiment, a filter is chosen with a w,, = 50 rad/s and { =
0.55.

4.4.6. Accelerometer bias

The outer loop INDI controller is somewhat sensitive to accelerometer biases. Be-
cause the accelerometer measurement is fed back to control the acceleration, an
offset in the measurement will result in an offset in the actual acceleration as well.
This means that the quadrotor will maintain its position not at a position with zero
error, but at a position where the position error times the P gain gives a required
acceleration equal to minus the acceleration offset.

This problem does not arise in the inner loop, where the angular acceleration
is bias free. This is because in calculating the derivative of the rates, the bias dis-
appears from the signal. This is not the case for the outer loop, so it is necessary
to estimate the accelerometer bias in order to remove it. As a second measure-
ment, the velocity and position from GPS or an indoor positioning system can be
used. The velocity measurement can be derived to obtain a bias free acceleration
measurement. Because of the low update rate, this signal is not really viable for
feedback.

However, the acceleration obtained from velocity can be used to determine the
accelerometer bias. The derived acceleration has to be rotated to the IMU axes
in order to take the difference with the acceleration measured by the IMU. The
accelerometer bias is a signal that is assumed to vary only very slowly. This is
why the acceleration difference is filtered with a second order filter with a natural
frequency of 0.25 rad/s. This removes all noise while keeping the important bias
information. This is only a very simple method of finding the accelerometer bias, it
could alternatively be done with a Kalman filter.

4.5. Wind tunnel experiment

The INDI outer loop controller, described in the previous sections, is designed to
perform well against disturbances, such as wind gusts. If this is actually true in
in the real world, should be tested in a repeatable, controlled experiment. It has
to be known exactly what the disturbance is, to be able to assess the disturbance
rejection performance. That is why the experiment is performed indoors, where
the disturbance can be precisely determined and the position of the drone can be
accurately measured.

4.5.1. Test setup

The source of the wind disturbance is the Open Jet Facility of the TU Delft Aerospace
department. It has a 2.85 m by 2.85 m cross section, and is capable of velocities up
to 30 m/s. A picture of the drone flying in front of the wind tunnel is shown in Figure
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Figure 4.9: The horizontal PID controller used for comparison.

4.1. Because the wind tunnel is not capable of rapidly increasing or decreasing its
velocity, the quadrotor has to fly in and out of the wind tunnel exhaust to simulate a
gust. This is done by letting the quadrotor alternate between two waypoints every
14 seconds, one being in the center of the of the wind tunnel exhaust, and one
being outside the wind tunnel flow, at two meters distance. For the experiment,
the wind tunnel is set to 10 m/s, while the maximum speed of the Bebop is 13 m/s,
according to the manufacturer. Needless to say, flying in and out of this flow is a
simulation of a very strong gust.

Though this is the first time such an experiment is ever performed in a wind
tunnel, it bears some resemblance to an experiment performed earlier, using a
big fan [53]. However, the maximum airspeed measured 1 m in front of the fan
was only 4.0 m/s, a relatively small disturbance. Moreover, the flow was not very
homogeneous, as the airspeed was only 1.3 m/s at the centre of the fan. The use
of a professional wind tunnel makes the results much more quantitative.

The INDI loop basically controls the acceleration of the MAV, whith a PD con-
troller providing the acceleration reference. From this perspective, it is a variation
of a PID controller, where the INDI loop replaces the integral of the PID controller.
This is why the performance of INDI will be compared with a regular PID controller.
The PID controller is manually tuned to give the fastest response possible to a 5m
step input, without oscillation. Energy efficiency is not considered in the tuning of
the controller. Both the INDI as well as the PID outer loop controllers make use of
the inner loop INDI controller for attitude control. For the PID controller, the P, I
and D gains work directly on the position and velocity to produce a reference roll,
pitch and thrust, as is shown in Figure 4.9. Here R is a matrix defined by:

—siny cosy

R= —cosy —siny

(4.29)

In tuning the PID gains, there is a trade-off to be made. By increasing the
integral gain, faster offset compensation can be obtained. This way the quadrotor
can adjust to the disturbance of the wind tunnel faster. However, with a high integral
gain, the quadrotor will also have more overshoot in reference tracking tasks such
as sudden position changes. This trade-off is non-existent for the INDI controller.
Table 4.2 and 4.3 present the parameters that have been used for the INDI and
PID controllers respectively.

It is possible to do a crude comparison between the K¢ and K; gains of the
INDI controller and the P and D gains of the PID controller. Around hover, the
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Table 4.2: INDI parameters.

Parameter Value Unit
Wy, 50 rad/s
¢ 0.55
Kq 10.7  (rad/s?)/(rad/s)
K, 28.0
K¢ 0.7 (m/s)/m
K¢ 1.5 (m/s?)/(m/s)

Table 4.3: PID parameters.

Parameter Value Unit
P 0.65 (m/s)/m
I 0.11 rad/(m/s)/s
D 0.2 rad/(m/s)

virtual control is related to the change in commanded attitude angle through a
division by gravity, assuming small angles. This means that K; should be divided
by 9.81, so K and K¢ become 0.70 (m/s)/m and 0.15 rad/(m/s) respectively. For
the PID controller, the corresponding P and D gains are 0.65 (m/s)/m and 0.20
rad/(m/s) respectively. Though these gains are not exactly the same, the goal of
this crude comparison is to show that both controllers have roughly the same gains.
Since the disturbance rejection properties will be considered, the integral gain will
play the biggest role.

The MAV used for the experiments is the Bebop quadrotor from Parrot. Instead
of the stock firmware, it is running the Paparazzi open source autopilot system.
An infrared motion tracking system called ‘Optitrack’ was used to obtain position
information. This system can measure the drone’s position with millimeter accuracy
at a frequency up to 120 Hz. But because the experiment should be realistic for
outside scenarios and since most Global Positioning System (GPS) modules can only
provide position updates at 4 Hz, the data was only sent to the drone at a frequency
of 4 Hz. The control algorithm, as well as the onboard accelerometer and gyroscope,
were running at 512 Hz. In an outdoor scenario, millimeter accuracy might not be
achievable with off the shelve GPS modules. But even though the position might
be off in such a case, gusts will still be rejected the same way as in this indoor
experiment, as the INDI controller is based on the accelerometer.

4.5.2. Results

First, consider Figure 4.10. It shows the acceleration in the north axis, which is the
axis in which the wind tunnel is blowing. The acceleration is filtered with a second
order filter with w,, = 20 rad/s and { = 0.7. The quadrotor starts besides the wind
tunnel, and at 0.0 seconds, the quadrotor is commanded to fly to the waypoint in
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front of the wind tunnel. The moment the quadrotor flies into the wind stream is
clearly visible in the figure due to the large acceleration spike, deviating from the
reference acceleration. Due to this acceleration error, the INDI controller will incre-
ment the control inputs in order to make the acceleration track the reference again.
About half a second after the start of the disturbance, the acceleration coincides
with the reference acceleration, effectively having counteracted the disturbance. At
that point, the quadcopter has built up a speed and position error in the north axis.
The quadrotor needs a positive acceleration after the disturbance to bring these
errors back to zero.
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Figure 4.10: Acceleration in the north direction for the INDI controller.

The same thing happens at 15.4 seconds, when the quadrotor is commanded to
fly out of the wind again. Now the sudden absence of wind results in a disturbance
in the opposite direction. What also can be observed from this figure is that the
accelerometer measures a more high frequency signal when flying in the wind. This
could be due to the airflow containing some turbulence.

Figure 4.11 shows the position along the X, axis, for both the INDI and PID
controllers. The figure shows the average of seven times the same maneuver, along
with one standard deviation. For INDI, it can be observed that a position error of
0.21 m occurs upon entering (2.0 seconds) and 0.20 m upon leaving (16.6 seconds)
the wind tunnel. This position error is counteracted within three seconds after it
occurred.

Compare this with the position for the PID controller in the same figure. The
maximum error is 1.51 m, and it takes longer for the position error to be coun-
teracted as compared to the INDI controller. One thing to note is that, when the
vehicle is flying in front of the wind tunnel and there are no changing disturbances,
the PID controller shows less variance between flights than the INDI controller.




4. Cascaded incremental nonlinear dynamic inversion for MAV
68 disturbance rejection

1.5 T
——INDI
— — PID

0 5 10 15 20 25
Time 3]

Figure 4.11: Position in the North direction for the INDI and PID experiment. The lines are the average
of seven repetitions, and the shaded areas indicate one standard deviation.

This difference may be attributed to the fact that the INDI controller is using the
accelerometer for feedback. Though the accelerometer measurement is filtered, it
is still a bit noisy. A filter with more high frequency attenuation could have been
used, but this would make the disturbance rejection of the controller slightly slower,
because such a filter has more delay.

A top view of the experiment is shown in Figure 4.12. From this figure the
difference in performance becomes apparent. The figure shows the entire flight,
from takeoff until landing. For the PID controller, one can see how it is blown in the
negative X direction upon takeoff, entering the wind tunnel, and how it overshoots
in a straight line upon landing, leaving the wind tunnel flow. The INDI controller
is able to cope much better with the sudden wind changes during taking off and
landing.

4.6. Outdoor takeoff with wind

The experiment in the wind tunnel is great from a scientific point of view, as it allows
us to compare different controllers subject to exactly the same disturbance. On the
other hand, since an Optitrack system was used for position estimation, it might not
be clear if the controller can provide the same performance in an outdoor scenario.
That is why a second experiment is performed; outdoors and with a standard off-
the-shelve GPS receiver.

One of the situations in which an MAV needs to cope with a sudden wind dis-
turbance, is during takeoff on a windy day. When on the ground, the ground is
compensating the drag from the wind. But when the drone takes off, the wind
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Figure 4.12: Top view of the experiment for the PID and INDI controllers. The wind tunnel is blowing
in the negative X direction, and is located at —1.425 < Yy < 1.425.

force will accelerate the drone. Therefore, a control action is needed to counteract
the wind and maintain position.

4.6.1. Test setup

Since the acceleration is measured with the accelerometer, it is expected that the
INDI controller will compensate for the wind force very fast. A PID controller that
does not use this information, on the other hand, is expected to drift a bit, until
it has gained some error in position and velocity that causes it to steer back. The
integrator part will remove the steady state error over time.

Like before, the first version of the Bebop quadrotor is used for this experiment.
As opposed to the second version of the Bebop, the first version that is used for this
experiment has a low quality GPS. With the built-in GPS, the disturbance rejection
performance is hard to evaluate, as the position estimate will move around quite a
bit, regardless if the drone is moving or not. This is why the quadrotor is equipped
with an external Ublox Neo M8N through a USB connection. This GPS module is
commercially available, and the second version of the Bebop even ships with this
module built in.

Like with the wind tunnel experiment, the case with outer loop INDI will be
compared with a PID outer loop controller. The PID controller has the same gains
as in the wind tunnel experiment, just like the P and D gains that produce the
acceleration reference for the INDI controller are the same.

4.6.2. Results
On the day of the outdoor takeoff experiment an average wind speed of 5.1 m/s
was reported by the Dutch Meteorological Institute (KNMI). Over the course of one
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Figure 4.13: The horizontal position error during the outdoor takeoff experiment.

and a half hour, first twelve flights were performed with the PID controller, and then
thirteen with the INDI controller. The flights were performed one after the other,
without breaks. It is assumed that on average, the wind during the INDI flights was
the same as during the PID flights, even though a fluctuation of the wind speed
between flights was observed.

One of the flights with the INDI controller was rejected, as from the data it
became clear that the state estimation filter had not converged prior to takeoff.
The state estimation error leads to a bias in the NED acceleration, which in turn
leads to a position offset, as discussed above.

The position error can be seen in Figure 4.13. The average position error is
shown in Figure 4.14.

The position reference was reset to the current position just before each flight,
so all flights start with a position error close to zero. As expected, during the takeoff
INDI performs much better than the PID controller. It can be seen from Figure 4.14
that the INDI controller produces on average a maximum position error of 0.24 m
as compared to 0.85 m for the PID controller.

Though Figure 4.14 shows that the average error after some time is the same
for both controllers, it appears from Figure 4.13 that there are some runs for the
INDI controller with relatively large errors. These errors are especially large if they
are compared to the position error that is the result of the takeoff in the wind,
which was expected to be the main disturbance. Closer inspection of some of
these datasets show that when these errors occur, the acceleration measured by
the accelerometer does not correspond with the position and velocity measured by
the GPS. This may indicate that these errors are caused by GPS errors, perhaps
upon changing between satellites. This could perhaps be solved with a better state



4.7. Nonlinear increment 71

09 r

——INDI
PID

s o o o
(U e NS - <)

e
(5%}

Average position error [m]
(=]
~

o
o

o
\wmﬂ.\,ﬁ’h‘m\w

e

0 2 4 6 8 10 12 14
Time [s]

Figure 4.14: The average horizontal position error during the outdoor takeoff experiment.

estimation algorithm, but that is beyond the scope of this research.

4.7. Nonlinear increment

As described in the section Implementation, the increment in thrust vector Ty (n, T)
can also be computed without linearizing. The linearization will give a small error
if the virtual control v; is small. But for large values of v, the error will be more
significant.

It might be the case that, while such an incorrect increment in thrust vector
is being executed and the quadrotor is rotating, a difference with the expected
acceleration is already measured, and subsequent increments correct the thrust
increment such that it will give the desired acceleration. It will depend for a large
part on the cutoff frequency of the measurement filter if this will be fast enough.
If the cutoff frequency of the filter is low, the delay may make the rejection of this
disturbance too slow.

4.7.1. Test setup
To assess whether the linearization is accurate enough for large acceleration changes,
an experiment is devised. In this experiment, from a hover initial condition, the
guadrotor is commanded an acceleration of (0,4,0) m/s? for half a second, and
then (0,-4,0) m/s? for another half second. This way, it will go from accelerating
in one direction, to accelerating in the other direction, resulting in a large acceler-
ation change. The maneuver takes place in the Y-axis, but considerable response
differences in the Z-axis are expected.

This flight plan will be used for the Bebop quadrotor controlled with linearized
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INDI and nonlinear INDI. For the linearized version the hypothesis is that the
quadrotor will suddenly give very little thrust when the large change in acceleration
is commanded, because of the derivative of the vertical component of Ty (n, T) with
respect to thrust. Due to this sudden decrease in thrust, the quadrotor is expected
to slightly descend, before the vertical acceleration is measured and the thrust is in-
creased again. For the nonlinear version the hypothesis is that the thrust command
will remain roughly the same, and little change in altitude is expected.

The experiment is performed in the indoor flight arena facility at the faculty of
Aerospace Engineering in Delft. The quadrotor is hovering based on the position
feedback it receives from the tracking system. It does not use this position in-
formation during the maneuvers, because the acceleration reference during these
maneuvers is predefined. The control effectiveness matrices G, and G, are de-
termined prior to the experiment using the adaptive algorithm. The experiment is
repeated 25 times for both conditions.

4.7.2. Results

Figure 4.15 shows the acceleration in the Z axis of the NED frame for the linearized
case. In the first two deciseconds, when the quadrotor is commanded to accelerate
in the Y direction, the quadrotor has a slight upward acceleration, even though the
thrust increment command at time zero is close to zero. This can be explained with
the fact that the inner loop control effectiveness inversion is linear, and will add
as much RPM on one side of the quadrotor as on the other side to make it bank.
Actually, the relation between RPM and thrust is nonlinear (see Figure 4.8), and if
all propellers are spinning equally fast, a bank command will therefore result in a
slight thrust increase.

More profound is the downward acceleration that happens after half a second,
when the quadrotor has to accelerate in the -Y direction. Because the quadrotor is
banking to facilitate the acceleration in the +Y direction, the derivative of the vertical
acceleration with respect to the bank angle is negative (upward acceleration) for
a reduction in bank angle. Therefore, even though eventually around the same
thrust is required, initially the thrust is reduced significantly, resulting in a downward
acceleration.

Compare this with Figure 4.16, which shows the nonlinear case. Here a larger
acceleration is visible in the first two deciseconds. This is caused by the fact that the
actuator dynamics are faster than the rotational dynamics. The nonlinear increment
is calculated for the tilted thrust vector, therefore a positive thrust increment is
commanded by the outer loop INDI controller. However, the rotational dynamics
are slower than the thrust dynamics. Therefore, the thrust is increased already
before the final attitude is attained. This causes the vehicle to accelerate upwards
initially.

After half a second, when the large acceleration change is commanded, the
response is quite different from the linear case. Instead of acceleration downward,
the vehicle accelerates upward. This can be explained by recognizing that the
quadrotor will need more or less the same bank angle to accelerate with the same
amount in the other direction. This means that the same thrust is needed. However,
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Figure 4.15: Acceleration in the NED Z axis with INDI increments calculated through linearization.
From 25 experiments the mean u is shown, along with one standard deviation o.

while the vehicle is rotating, it passes the point of zero bank angle, for which it
actually needs less thrust to avoid a vertical acceleration. This can explain that
the vehicle accelerates upward, reduces thrust, and then overshoots to downward
acceleration when it reaches the bank angle at which increased thrust is needed.

Comparing, the nonlinear implementation results in a vertical acceleration that
averages better to the intended zero m/s?. However, there is still some unintended
vertical acceleration present. This is mainly attributed to the nonlinear way that
input increments are realized, as is described above. Additionally, in the inner loop
the nonlinear thrust curve of Figure 4.8 is not taken into account, which may lead
to some error.

The acceleration changes in the experiment were the largest possible without in-
troducing saturation in the actuators. Of course, the larger the acceleration change,
the larger the nonlinear effects. To analyze if the difference is more significant for
larger acceleration changes, more experiments are necessary.

4.8. Conclusions

In this chapter, the control of a micro air vehicle using Incremental Nonlinear Dy-
namic Inversion (INDI) has been demonstrated for both the inner loop (attitude
control) as well as the outer loop (position control) in a cascaded fashion. The dis-
turbance rejection performance of the resultant controller is examined by flying in
and out of a 10 m/s wind tunnel flow, showing a more than 7 times lower maximum
position deviation than a comparable PID controller. From other experiments it was
concluded that the control method is applicable outdoors and that also the control
effectiveness of the actuators on the thrust can be adapted online. The nonlinear
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Figure 4.16: Acceleration in the NED Z axis with INDI increments calculated through nonlinear
calculation. From 25 experiments the mean u is shown, along with one standard deviation o.

calculation of the thrust vector increment reduces the maximum error in vertical
acceleration tracking for an aggressive maneuver, but further research is needed
to establish if this method yields significant benefits.

The controller derived in this chapter can provide two main benefits. Firstly, the
disturbance rejection properties can allow vehicles to operate close to obstacles
in gusty environments. Secondly, all parameters, except the position and velocity
gains, can be determined based on a test flight and an identification of the actuator
dynamics. This makes implementation on new platforms easy and straightforward.
Finally, the online adaptation of the control effectiveness can account for changes
made to an airframe, and offer even more ease of use.

Future work

The investigation of the effects of linearization in the outer loop indicates that the
performance of the inner loop may be further improved by considering the nonlinear
relation of rpm and thrust. This could be done by linearly calculating increments
for the inner loop, and then use the nonlinear mapping of Figure 4.8 to map the
linear increments to the correct nonlinear increments.

Though the inner and outer loop INDI controllers are quite robust, a situation
that can still lead to instability is saturation of the actuators. In this case, doing
the control allocation through the inverse of the control effectiveness matrix and
saturating the resultant control vector, leads to a suboptimal realization of the con-
trol objective, because some axes are more important than others. Preliminary
research shows that this problem can be solved by taking the axis priorities into
account when calculating the control vector [87].
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In the derivation of the outer loop INDI controller, it was assumed that changes
in v would be small, such that the derivative of the thrust vector with respect to v
could be neglected. A better solution may be to switch to a different Euler angle
rotation order. Instead of the common ZYX order, which is used in this chapter, a
better choice may be the XYZ order. This will remove any dependency of the thrust
vector on the angle .

Furthermore, this control method will be applied to hybrid UAVs, that combine
vertical takeoff and landing with fast forward flight using a wing. These vehicles
are very prone to be disturbed due to their large aerodynamic surfaces, and INDI is
especially good at disturbance rejection. An INDI attitude controller has been used
for a tilt rotor vehicle in simulation by Francesco and Mattei [88], but they used a
model instead of angular acceleration feedback, which means that the disturbance
rejection properties are lost. Preliminary experiments were done with a tailsitter
based on the algorithms in this chapter, showing promising results [63].







Incremental control and
guidance of hybrid aircraft
applied to the Cyclone
tailsitter UAV

In Chapters 2 to 4 a cascaded INDI controller was developed, analyzed and
tested on a quadrotor vehicle. The developed controller performs well against
disturbances at the level of attitude control as well as at the level of position
control. Furthermore, the INDI attitude controller was extended with a control
allocation method that can take priorities into account. It still needs to be
shown that this is indeed an effective method for a hybrid MAV.

In this chapter, the developed methodology is extended to a hybrid MAV, tak-
ing into account the role of the wing in controlling the acceleration of the vehi-
cle. Making use of scheduling for the control effectiveness matrices, a single
INDI controller is developed that covers the entire flight envelope. Through
experiments, it is proven that the developed controller is capable of tracking
the desired acceleration of the vehicle. Additionally, a solution is provided
for active sideslip control and the stability of knife-edge flight is investigated.

This chapter is based on the following article:
Smeur, E. J. J.,, Bronz, M., de Croon, G. C. H. E., Incremental control and guidance of hybrid aircraft
applied to the Cyclone tailsitter UAV. [SUBMITTED] (2018).
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78 Cyclone tailsitter UAV

5.1. Introduction

M icro Air Vehicles (MAV) are expected to become increasingly more useful, with
applications such as mapping, package delivery and meteorological research.
Many of these tasks require long endurance, a long range and a high flight speed,
which can be achieved by a fixed-wing MAV. On the other hand, operation of these
vehicles may involve narrow takeoff and landing sites, such as a ship or urban areas.
This requires the versatility of a helicopter, which is able to take off vertically and
hover as desired. Hybrid MAVs combine the hovering capability of the helicopter
with a wing for fast and efficient forward flight.

Many different hybrid MAVs have been designed, such as quadplanes [30], tilt-
wings [21] and tailsitters [12]. These vehicles each have their own advantages and
disadvantages, but they have one property that they share: they are difficult to
control. More specifically, we see three major challenges for the control of hybrid
MAVs: (1) attitude control, (2) velocity control and (3) guidance.

The first challenge is the attitude control of hybrid MAVs. The large flight en-
velope, often including stalled conditions, makes modeling such a vehicle a difficult
and expensive task. Moreover, even if such a model can be found, during flight it
may be difficult to obtain the inputs to such a model. For instance, the angle of
attack can often not be determined accurately at low airspeed. Furthermore, the
large wing surface makes hybrid aircraft particularly susceptible to wind gusts while
hovering.

The second challenge is velocity control, with the inputs of attitude and thrust.
Here, the main problem is that the forces that can be used to manipulate the
acceleration of the vehicle change across the flight envelope. While the thrust is the
main controlled force during hover, in forward flight the lift has to be manipulated
as well to accommodate accelerations. This is further complicated by wing stall,
which again is difficult to model.

The third challenge is the guidance, by which we mean the generation of desired
velocities that will lead the MAV to a certain location. A hybrid MAV has a large
flight envelope, which means that there are multiple ways of executing certain
maneuvers. To stay at one location, it is possible to hover or to make a circle
in forward flight. When the vehicle is in forward flight and has to turn around,
it is possible to make a turn, or to break, hover, and accelerate in the opposite
direction. An important parameter for these decisions is the amount of energy that
is expended.

Regarding the challenge of attitude control, some have proposed simple Propor-
tional Integral Derivative (PID) control [13, 89]. Although simple, the accuracy and
disturbance rejection capability of this method is limited. Ritz and D’Andrea [90]
model the pitch moment as a function of angle of attack and velocity and compen-
sate for this moment in the attitude controller. However, their experimental results
show large systematic pitch errors of around 20 degrees. To better deal with chang-
ing aerodynamic moments, wind-tunnel measurements can be used [3, 23]. Lus-
tosa et al. performed a wind tunnel campaign to obtain an accurate model, which
is used to design a series of LQR controllers that each can control part of the flight
envelope. The model relies on the angle of attack and airspeed, two parameters
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that are difficult to measure onboard the UAV at low speeds. Moreover, wind tunnel
measurements are an expensive and time consuming undertaking. Alternatively,
the controller can be continuously adapting to the changing vehicle dynamics, even
when transitions are performed [24, 91]. The risk of this approach is that, due to
disturbances or modeling errors, wrong parameters are learned. The large variance
of the learned parameters shown by Knoebel and McLain [91] is likely caused by
this phenomenon.

Considering the challenge of velocity control, many papers deal separately with
hover, transition, and forward flight [15, 30-32]. Although this approach may pro-
duce good results on days without wind, it is not very flexible; for instance when
a constant wind requires the vehicle to fly like a fixed wing in order to maintain its
position. In such a case, the drone may need to maintain flight in between hover
and forward flight. Hartmann et al. [21] developed a controller that is able to fly at
any airspeed. This allows them to track velocities more accurately and to deal bet-
ter with wind. However, the controller relies on wind-tunnel data and an extensive
trim model.

The last challenge, the guidance, is not discussed in the literature to the best
knowledge of the authors. This may be because this topic is not about stability, but
about efficiency, and as such it is less essential to achieve flight. Nonetheless, the
flight efficiency is still very important, as it is one of the main reasons to choose for
a hybrid vehicle instead of a multirotor.

In this chapter, we offer a solution to each of the three challenges using only
a minimal amount of modelling. For the attitude and velocity control we propose
two cascaded Incremental Nonlinear Dynamic Inversion (INDI) controllers, based
on our previous work on INDI for quadrotors [52, 92]. This controller does not need
a model of the vehicle’s forces and moments, because these can be derived from
the acceleration and angular acceleration respectively. Instead, the only required
knowledge is the control effectiveness, which is the change in force or moment
caused by a change in control input, also known as the control derivatives. The
control effectiveness is used in order to calculate increments to the inputs that will
result in desired increments in the linear and angular acceleration. The control
effectiveness can be obtained through test flights, removing the need for wind-
tunnel measurements. For the guidance we propose the heuristic to avoid stall
when the current and desired airspeed are above the stall speed. This can save a
significant amount of energy, for instance when the vehicle is in forward flight and
is required to turn around.

All algorithms developed in this chapter are implemented and tested on the
Cyclone tailsitter aircraft shown in Figure 5.1, which was presented in preliminary
work [63]. The vehicle was designed for efficiency in forward flight, with up to
90 minutes endurance. The Cyclone is not equipped with a tail or any vertical
surface, which causes it to easily pick up a sideslip angle, reducing performance
and possibly resulting in loss of lift. In order to avoid this, we include active sideslip
control, purely based on accelerometer feedback.

The outline of this chapter is as follows. First, Section 5.2 elaborates on the
attitude control using INDI. Then, Section 5.3 deals with estimation and control of
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Figure 5.1: The 'Cyclone’ hybrid vehicle used in this research.

the sideslip angle. Further, in Section 5.4 the implementation of velocity control
using INDI is explained. Section 5.5 discusses the guidance routines developed for
the Cyclone. In Section 5.6 results from test flights are discussed. Implementation
guidelines are provided in Section 5.7. Finally, in Section 5.8 it is concluded that
the designed controller can accurately control a hybrid vehicle within the physical
constraints of the actuators, without relying on extensive modeling.

5.2. Attitude Control

Figure 5.2 presents a drawing of the Cyclone along with the body axis definitions.
We will refer to yaw, roll and pitch from this perspective, i.e. rotations around the
Z, X and Y axes respectively. From Oosedo et al. [20], we adopt the ZXY Euler
rotation sequence, which is the only sequence used throughout this chapter. The
benefit of using the ZXY sequence is that the singularity does not occur at +90
degrees pitch, but at +90 degrees roll. Needless to say, the vehicle is intended to
visit -90 degrees pitch, whereas this is not the case for +90 degrees roll.

Figure 5.2: The body axis definitions of the Cyclone. The four actuators are accentuated with color.

The Cyclone is a hybrid MAV with only four actuators. It has two propellers,
which provide the thrust force and the moment around the body X axis. Further,
the vehicle has two flaps, which provide moments around the Y and Z axes. The
flaps are most effective in forward flight, but even in hover flight the flaps remain
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effective, because of the airflow coming from the propellers.
In Figure 5.3, the angle of attack and flight path angle are defined. For the
performance of the wing, the angle of attack is an important variable.
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Figure 5.3: Definition of angle of attack « and flight path angle y. The velocity with respect to the air
V and the velocity with respect to the ground V,, are connected with the wind vector w.

5.2.1. Center of Gravity

The location of the center of gravity has a large influence on the passive stability of
the pitch axis in forward flight. Hover and forward flight require different locations
of the center of gravity for passive stability. For stable hover, the center of gravity
needs to be aft with respect to the aerodynamic surface. For stable forward flight,
the center of gravity needs to be more forward with respect to the aerodynamic
surface. Without moving either the center of gravity or the wing during the flight,
passive stability in both conditions can not be achieved in a single flight.

The Cyclone is aimed at efficiency in forward flight, which makes carrying around
an additional system that changes the center of gravity during flight unattractive.
Instead, we opt for a controller that actively controls and stabilizes the attitude
across the flight envelope. Still, a compromise needs to be made in terms of the
position of the center of gravity with respect to longitudinal stability. Since the
aerodynamic moments in forward flight are a lot larger than in hover, because of
the higher dynamic pressure, instability in this flight regime is expected to be much
harder to control, compared to instability during hover. This is why the center of
gravity is placed at the neutral point for forward flight (close to the quarter-chord
point). Additionally, the more aft the center of gravity is placed, the closer it is to
the flaps, and the smaller the pitch moment that the flaps can generate.

It is clear that a center of gravity that is placed this far to the front, gives rise to
a relatively strong pitch-down moment at the high angles of attack (post stall) that
can be expected for such a hybrid vehicle. These moments depend not only on the
angle of attack itself, but also on the airspeed. Modeling this effect in a windtunnel
is time consuming and costly. Furthermore, in real flights both the angle of attack,
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as well as the airspeed are difficult to measure at low airspeed, which makes any
such model difficult to apply. This is why we are looking for a control method that
does not rely heavily on knowledge of the airspeed or angle of attack.

5.2.2. Incremental Nonlinear Dynamic Inversion

Incremental Nonlinear Dynamic Inversion (INDI) is an approach driven by the mea-
surement of the angular acceleration [33, 34]. The method is based upon the notion
that all moments together, inputs and external moments, produce the angular ac-
celeration that can be measured by deriving it from the gyroscope measurement. If
we assume that the external moments do not change rapidly, we can invert for the
control effectiveness and calculate an increment in inputs that produces a desired
increment in angular acceleration. Then, the angular acceleration is a controlled
variable, and it can be used to control angular rates with a simple proportional gain.
Similarly, the attitude can then be controlled by setting a certain reference for the
angular rates.

A complete derivation and validation of INDI is presented by Smeur et al. [52,
92] and is beyond the scope of this chapter. Here, we will briefly summarize the
controller.

Consider the input vector to the actuators u,, consisting of the left and right
flaps and the right and left motors, in this order. An increment in inputs causes an
increment in angular acceleration and thrust, depending on the control effectiveness
matrix G:

[¥]=[¥§]+G(uA—uAO) (5.1)

This can be turned into a control law by simply taking the inverse of G. The con-
trolled variables, the angular acceleration in three axes and the thrust, are now
denoted by the virtual control vector v. The final control law is then:

uy =uy +G6 (v - ?,0 ]) (5.2)
0

where Q, is the measured angular acceleration, T, is the current thrust and G is the
control effectiveness matrix. It is possible to add a term that compensates for the
effect of propeller inertia on the angular acceleration [52], but this is not taken into
account in this chapter. This is because the effect is small compared to the inertia
of the vehicle around the Z axis, and the actuator dynamics of the propeller/motor
combination are relatively slow.

As the angular acceleration is now a controlled variable, the angular rates can
be controlled with simple proportional feedback:

v= [Kﬂ(“;s;f‘“)] (53)

where T; is the desired thrust, which is calculated by the outer loop. In practice,
as the outer loop is also an INDI controller, it passes the desired thrust increment
T, — T,, which can directly be used in Equation 5.2.
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To control the attitude, a second proportional controller is added using feedback
of the vector part of the quaternion error:

T
Qs =Ky, [ 47" a5 5™ | (5.4)

where qgr is given by:
Qerr = ref @ Qs (5.5)

These gains can be tuned, or they can be designed, based on the transfer function
of the actuator dynamics [92].

The algorithm is implemented in the Paparazzi open source autopilot software,
where commands to actuators are in the range of [-9600, 9600] for servos and [0,
9600] for motors. For the flaps, this maps to a deflection of 30 degrees each way.
The servos are attached directly to the flap on the hinge line, so there is no non-
linearity from linkages. Because INDI neglects the plant dynamics, but relies heavily
on the relation between input and output, it is important to know the position of
each actuator at every time. For this purpose, the servo dynamics are modeled as:

A(z) = (5.6)

a
z—(1-a)
with a = 0.1 for a sample frequency of 500 Hz, with a rate limit of 272 degrees per
second. For the motors, a = 0.045, without a rate limit.

5.2.3. Control Effectiveness Scheduling

Since the flaps are aerodynamic surfaces, their effectiveness depends on the dy-
namic pressure q = %pVZ, where p is the air density and V is the airspeed. The
control effectiveness matrix G therefore changes continuously during flight, mainly
depending on the airspeed. Because of the large variation in angle of attack, the
best thing would be to have a multi-hole pressure probe to measure the airspeed.
The downsides of such a sensor are that it is more expensive, weighs more, and
is more difficult to calibrate. Instead, the Cyclone is equipped with a regular Pitot
tube, whose direction is fixed for forward flight. Because a Pitot tube needs to be
aligned with the airflow to be able to correctly measure the dynamic pressure, the
angle of attack needs to be within + 30 degrees in order for the Pitot tube to be
accurate. This means in practice that it will start to measure the airspeed from
6 m/s or higher. Therefore, an alternative variable must be used for the control
effectiveness scheduling whenever the airspeed is low. When the airspeed is too
low to be measured, the pitch angle is used as the scheduling variable, leading to
a composite control effectiveness function.

The parameters of this function are found by taking segments of the flight data
for which the pitch angle and the airspeed (if it can be measured) are relatively
constant. For each of these segments, the flap effectiveness is calculated with a
linear least squares solution. Afterwards, a quadratic function of airspeed is fitted
through the effectiveness values of the segments with measurable airspeed. For
parts of the flight when the airspeed can not be measured, a linear function of the




5. Incremental control and guidance of hybrid aircraft applied to the
84 Cyclone tailsitter UAV

pitch angle is used to schedule the control effectiveness. Although the pitch angle
only provides limited information, it is an entity that is easy and robust to measure.
The result of this procedure for the Cyclone is the following function:

(—2.1(1 —19) — 4.019) - 1073, forV < 6m/s
G,1(0,V) = o (5.7)
(=2.4 —0.031V%) - 1073, for V. > 6m/s
for the effectiveness on the pitch axis and
(—2.0(1 —1y) —8.01p) - 1073, forV < 6m/s
G31(9, V) = o 2 o -3 (5.8)
(=5.6 — 0.052V%) - 1073, for V > 6m/s
for the effectiveness on the yaw axis, where
0, for —30 < 2180
— 6-180 6-180
1 =14 (2280 1+ 30)/(-30), for —60 < &180 < _3¢ (5.9)
L for &180 < —60
and G,, = —G,q, and G3, = G3;. 1y is defined such that its value is always on the

interval [0,1].

For the propeller-motor combination, the control effectiveness around the X axis
(roll) did not significantly depend on the airspeed. A good fit of the flight data was
obtained just considering the rotational speed of the propeller itself in the control
effectiveness. Since we are considering increments, this is analogous to a quadratic
relation between propeller rotational speed and produced force. With the chain rule
for the derivative, the control effectiveness is found to be:

Gz =—-uy, -1.8-107°
Gyy = —uAZ -1.8-1076 (5.10)
5.2.4. Effectiveness of thrust on pitch

During the hover phase, the airflow over the flaps is predominantly generated by
the propellers. This means that reducing the total thrust generated by one of the
propellers, will have a negative effect on the control effectiveness of the corre-
sponding flap. Especially when descending while hovering (pitch angle close to
zero), it can happen that the flow coming from the tail of the airplane dominates
the flow of the propellers. In this case the airflow is reversed, and flap deflections
will have the opposite effect.

To help cope with this, the minimum thrust level is defined to be 42% when
the airspeed is low and there is little flow over the wing (V < 8 m/s), and 16%
otherwise. This will make sure there is always airflow over the flaps.

For this vehicle, the pitch angle is deemed to be the most important degree of
freedom to control. However, the aircraft naturally has a pitch down moment. There
are cases, with a low airspeed and high angle of attack, when the flaps saturate
in their effort to pitch up, without achieving the desired moment. The vehicle can
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end up 'locked’ in this state: trying to pitch up, but in the meantime slowly flying
forward.

Because the flaps in this case are already deflected, increasing or decreasing
the propeller thrust will affect the speed of the flow over the deflected flaps and
as such have a direct effect on the angular acceleration in the pitch axis. This
effect is difficult to model exactly, partially because it is a complex function of flap
deflection, airspeed and angle of attack. Moreover, increasing the thrust reduces
the angle of attack, which also reduces the pitch down moment. Because of the
modeling difficulties, this control effectiveness is not taken into account in normal
conditions. However, when both flaps are near saturation in an effort to pitch, it is
the last resort in order to increase the pitch up moment. In this situation we add a
control effectiveness of thrust on pitch of 2.2 rad/s? per % thrust for each motor.
Since the priority of pitch is higher than that of thrust, as is discussed in Section
5.2.7, the thrust control objective is largely sacrificed in order to pitch up.

5.2.5. Effectiveness of propellers on rotation around Z axis
From test flights, it turned out that the effectiveness of the propellers on the rotation
around the body Z axis is limited. A possible explanation is that there is a wing
behind the propellers. The wing removes part of the rotation from the propeller
slipstream, also known as ‘swirl recovery’ [93]. In doing so, the wing produces a
moment that partly cancels the torque from the propeller. Since the net torque
from changing the propeller rotation speed is small compared to the effectiveness
of the flaps, we choose to simplify the control effectiveness matrix and neglect this
term.

5.2.6. Control effectiveness matrix
Combining the above sections, the final control effectiveness matrix is given by:

0 0 Giz3(uy)  Gia(uy)

_| G21(6,V) G22(6,V) G3(Wa) Goa(ua)
6= G31(0,V) G3,(0,V) 0 0 (5.11)

0 0 -0.0011 —0.0011

with functions as provided in the sections above.

5.2.7. Control Allocation
Control allocation is an essential part of a hybrid of this design. The reason is firstly
that the flaps easily saturate, because of their limited control effectiveness at low
airspeed. Secondly, these flaps control the rotation around both the body Y (pitch)
and Z (yaw, which would be roll from the airplane perspective) axes, which means
that upon saturation, either of these control objectives, or both, will suffer. We
make the case here that control around the Y axis is more important, and should
therefore have precedence over the control of Z axis.

As has been stated before, the vehicle has a natural tendency to pitch down.
This makes returning to hover from forward flight, while maintaining the same alti-
tude, especially tough. In fact, the flaps can remain saturated for multiple seconds
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while trying to pitch up, making every bit of flap deflection necessary. In this situ-
ation, any control effort spent on rotation around the Z axis will reduce the control
effort spent on pitching up, making it near impossible to return to hover. Therefore,
management of priorities is very important.

Such priorities can be realized with a control allocation method that takes the
actuator limits into account.

We have discussed the Weighted Least Squares (WLS) control allocation algo-
rithm [55] in previous work for quadrotor control [87], and apply the same method
here. With relative weights for each controlled axis a quadratic programming prob-
lem is constructed, which is solved with the active set algorithm. The relative
priority factors used for the Cyclone are [100, 1000, 0.1, 10] for rotation around the
body X, Y, Z axes, and thrust. The algorithm minimizes a cost function, taking into
account the minimum and maximum input increments. The error in the output in-
crement is multiplied by the priority factors, squared and summed to produce the
cost function.

Test flights show that the relative priority factors listed above indeed lead to
situations where the control of the yaw angle deteriorates when large pitch up mo-
ments are needed and saturation occurs. However, even though the yaw angle
can be oscillating in these cases, it is not unstable. Therefore, the control alloca-
tion makes it possible to use all the control effort to pitch up, enlarging the flight
envelope to higher angles of attack.

5.2.8. Knife-edge flight

One difficulty of the tailsitter design, is the landing. As can be seen from Figure
5.2, when the Cyclone is touching the ground it can very easily pitch and fall over.
Moreover, a wind gust can provide a large pitching moment on the vehicle when
it is standing on the ground, due to the large wing surface and the low center
of rotation. Lastly, if there is a constant wind, the Cyclone needs to fly with a
considerable pitch angle to keep its position, while in the end it needs to stand
upright on the ground. Combined, these things make taking off, but especially
landing a challenging endeavour.

A partial solution to this could be to align the airspeed vector with the body
ZY plane (rolling to gain airspeed instead of pitching, or flying ‘knife-edge’). The
benefit of doing this, is that the lateral surface of the Cyclone is much smaller than
the frontal surface. This means that the roll angle needed to maintain a certain
airspeed, is considerably smaller than the pitch angle needed for the same airspeed.
Finally, with a smaller angle, it is easier to land.

Additionally, knife-edging is not expected to lead to large constant moments
that need to be countered by the flaps, like is the case when flying at large angle of
attack. This way, the controllability could be improved when flying at low speeds.

To evaluate if this is truly a useful concept, we need to consider the stability in
this flight mode. Assume that the Cyclone, in the lateral axis, can be modeled as
a flat plate. Also assume that the roll angle, because of the low sideways drag, is
small when knife-edging.

The center of gravity of the Cyclone, seen from the side, is in the middle of
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Figure 5.4: Knife-edge flight: hovering with a roll angle to attain a sideways velocity.

the aircraft. For a flat plate, the center of pressure is located at the quarter chord
point [94]. Therefore, for a flat plate to be stable, the center of gravity needs to
be in front of the quarter chord point. Since this is not the case for the Cyclone,
the knife-edge maneuver, based on this (crude) analysis, is not passively stable.
However, it is still possible that the control system is able to cope with this.

To verify this in practice, an experiment is performed. Given that the controlled
vehicle is stable in an indoor environment in all axes, the hypothesis is that while
knife-edging, the vehicle is not stable around the body Z axis. On a windy day, the
Cyclone is commanded to keep his position, while not changing the heading. The
operator sets the heading to be orthogonal to the wind direction, such that the Cy-
clone is knife-edging. Since altitude changes influence the stability, the experiment
is performed at constant altitude. From a flight prior to the experiment, executed
at constant airspeed, it was concluded from the ground speed that the wind was
around 4 to 5 m/s.

Figure 5.5 shows the i angle for the experiment. Large errors in the y angle
occur repeatedly while the vehicle is hovering for 45 seconds. Each of the peaks
in the figure is preceded by saturation of one of the flaps, which indicates that the
maximum yaw control effort is reached. From these results, it is concluded that the
control system is not able to stabilize the vehicle in a knife-edge maneuver. As such,
this maneuver is not integrated in the autonomous flight algorithm of the Cyclone.

5.3. Sideslip

In the design of the Cyclone, efficiency and simplicity are major design drivers.
Since the vehicle already has two propellers to provide moments around the body
X axis, there is no need for a vertical stabilizer or a rudder. The vehicle is capable
of fully controlling its attitude, using the four actuators that it has. The benefit of
not having a vertical stabilizer is twofold. First, it reduces the susceptibility to wind
gusts while hovering, as there is less aerodynamic surface. Second, a tail would
add to the structural weight, and it would produce additional drag.

However, even though the propellers may be able to stabilize and control the
rotation around the body X axis in forward flight, there is the important restriction
that for the wing to provide lift efficiently, the sideslip angle should be small, ideally
zero. Actively controlling the sideslip to zero requires a measurement or an estimate
of the sideslip angle.
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Figure 5.5: The y angle for the knife-edge experiment.

5.3.1. Estimating the sideslip angle
Aerodynamic forces are typically defined in the wind frame, which has its origin in
the center of gravity of the aircraft. The X axis points in the direction of the airspeed
vector, the Z axis lies in the plane of symmetry of the aircraft, positive below the
aircraft, and the Y axis follows from the right hand rule. The angle of attack and
the sideslip angle are the rotations from the body frame to the wind frame.

When the vehicle is slipping, the airspeed vector has a component in the body
Y axis. Since the drag D is in the same direction as the airspeed vector, the drag
has a component in the Y axis D,

: _ Yy
sinf = 5 (5.12)
The component D,, is measured by the accelerometer as specific force f, = D, /m.
The total amount of drag is given by:

1
D =Cp5pV°s (5.13)

where C), is the drag coefficient of the vehicle.

Combining Equations 5.13 and 5.12, using a small angle approximation for the
sine, combining all constant parameters into ¢, and adding a bias compensation b,
we can write:

ﬁ = Clﬁ + b1 (5.14)

In order to find an estimate for the parameters b; and c,, a sideslip vane was
mounted on the airframe, as can be seen in Figure 5.7. A flight was made without
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Figure 5.6: Definition of the sideslip angle 3, seen from above.

proper sideslip control, such that there was plenty of sideslip to estimate. The spe-
cific force f; is filtered with a second order Butterworth filter with a cutoff frequency
of 5 Hz. The day of this test flight the wind was negligible, which is why for this
flight, it is acceptable to use the norm of the GPS speed as a measurement for the
airspeed V. From the test flight, a section of 200 seconds was chosen which only
contains forward flight, with the GPS flight speed as shown in Figure 5.9. The data
was divided in a training set (first 80%) and a test set (second 20%). A linear least
squares fit of Equation 5.14 on the training set gives a root mean square (RMS)
error on the test set of 0.1189 rad.

This equation contains a division with V2, which means that at low airspeeds,
this equation will become quite unstable. This is because the sideslip angle is ill-
defined when the airspeed is zero. However, for the purpose of g feedback, a signal
is preferred that remains stable when the airspeed approaches zero. Therefore, a
further simplification is suggested, removing the dependency on the airspeed:

ﬁ = Cny + bz (5.15)

which gives an even lower RMS error of 0.1122 rad for the same test set. Both fits
are shown in Figure 5.8, along with the measurement from the sideslip vane. For
the feedback control, the simpler and more robust Equation 5.15 is selected. Note
that the best fit for the dataset is obtained by dividing by V instead of V2 with an
RMS error of 0.0757, though this is still not robust when the airspeed approaches
zero.

5.3.2. Sideslip control
Now that an estimate of the sideslip angle is available, without any need for a
sideslip vane, this estimate can be used to change the reference heading such that
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Figure 5.7: The Cyclone with angle of attack and sideslip vanes mounted. The vanes are only used for
validation and not for control.

the sideslip is removed. The way this is done, is by setting the rate of change of the
reference heading angle proportional to the sideslip angle with a gain Kz. Added
to this is the feed forward component to make a coordinated turn [95]:

. tan
s = L5000 1k (5.16)
where ¢ is the rate of change of the heading reference, g is the gravitational con-
stant and 1} is a limited airspeed, with 10 m/s as a lower limit, to avoid unachievable
rotations.

¢, is defined equal to ¢, except when O,os > 0 and |Pef| < Oref, then ¢, =
sign(¢ref)Brer- The reason for this is that the airfoil is not designed for inverted
flight, so when pitching backward, the vehicle should yaw around and align itself
with the direction of motion. The pitch angle reference is limited such that the
maximum is 25° (pitching backward), as the vehicle appears to not be very stable
at high positive pitch angles. Combined, the result is that commanding the Cyclone
to fly to a waypoint towards the rear of the drone, from a hovering position, first
leads to it pitching back a maximum of 25 degrees, while yawing around. Gradually,
the vehicle orients itself with the direction of motion, allowing it to transition into
forward flight.

5.4. Velocity Control

The velocity of the Cyclone can be controlled, by controlling the linear accelera-
tion of the vehicle. This can be done by applying the INDI methodology, as we
have shown in a previous paper [53]. In that paper, we showed that increments
in linear acceleration can be achieved by increments in the thrust vector of a mul-
tirotor helicopter. For the Cyclone, the thrust vector is used to control the linear
accelerations as well, but additionally it uses the lift force generated by the wing.
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Figure 5.8: The sideslip angle during an identification flight, along with a fit of f,, and f,,/V2.

Therefore, the controller developed previously has to be amended, such that the
control derivatives of the wing are taken into account.

One of the reasons to use INDI is that no precise model is required, as model
inaccuracies are compensated by the fast increments. In the following derivation
of the control derivatives, quite a few simplifying assumptions are made for two
reasons. First, these assumptions lead to a controller that does not rely on aero-
dynamic angles that are hard to measure or estimate accurately at low airspeed,
such as the angle of attack. Second, the assumptions keep the model simple, such
that it is easy to implement on different vehicles.

With this in mind, consider the equation that describes the acceleration of a
hybrid MAV in the North East Down (NED) frame:

. 1 1 1
§=g+ _LymV)+_Dy@V)+ Ty@T) (5.17)

where § is the second derivative of the position, g is the gravity vector, and m the
mass of the vehicle. Further, Ly (n,V) is the lift vector, Dy (n,V) is the drag vector,
and Ty (n,T) is the thrust vector.

First, in order to have control derivatives, a representation of the attitude n
needs to be established. Here, the choice is made to work with Euler angles,
because it is a concise set that is easy to work with. Again, we work with the
ZXY rotation order, such that there is no singularity at -90 degrees pitch. For this
representation, the rotation matrix from the body axes to NED axes is:

cOcy — spsOsy —copsyp sOcy + spclsy
Myp = | cOsy +spsbcyy copcy sOsyp — spchcy (5.18)
—c¢so s¢ copch
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Figure 5.9: Ground speed during the manually piloted sideslip identification flight. There was no
perceptible wind during the flight.

Where the sine and the cosine are abbreviated with the letters s and c respectively.
The thrust vector in the NED frame is now simply:

(sOcy + spcOsyY)T
(sOsy — spcOcy)T
cpcOT

TN = MNBTB = (5.19)

The lift vector is typically defined orthogonal to the airspeed vector, in the body
XZ plane. In order not to introduce a dependency on aerodynamic angles, we
assume the flight path angle and the sideslip to be small. In general, missions are
expected not to have large flight path angles, so this should be a valid assumption.
This means that the direction of the lift vector does not depend on the pitch angle,
and the vector should not be rotated with the pitch angle (M§3°). The amount of
lift does depend on the pitch angle, since the angle of attack is equal to the pitch
angle if the flight path angle is small:

Ly = M§30L80(6,V) = | —spcpL(6,V)

cHL(O,V)

(5.20)

spsyL(6,V) ‘

where L(8,V) describes the magnitude of the lift vector as a function of pitch and
airspeed. In short, the magnitude of the lift depends on the pitch angle, but the
direction of the lift vector is indifferent to the pitch angle.

Since we assume zero flight path angle, for the drag it also holds that the direc-
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tion is indifferent to the pitch angle. The drag force is then simply given by:

cyD(8,V) \

Dy = M{z°DY=°(0,V) = | sYD(8,V) (5.21)
0

The next step is to take partial derivatives of these forces, in order to obtain
control derivatives. In order predict how the acceleration is going to change, a first
order Taylor expansion of Equation 5.17 is applied:

§=g+ LN("OJVO) + 3 =Dn(10, Vo) + lTN(’]O'TO)
+;i,5,;LN(¢ 0, V0, Vo) =0 (& — bo)
+639;LN(¢0.9 W0, Vo)lo=a, (0 — 6o)

35 L (@0, 80,1, Vo) L=y, b = P0)

;’V 1LN<¢0,00,¢0,V)|V vo (V= Vo)

5} 1DN(9 Yo, Vo)lo=6,(0 — 6o)

aalp N(HO'IIJ VO)llﬁ 1[)0(1!} wo)

¥

N(QO, IPOJV)lV:VO (V VO)

(5.22)

1

% Ty (9,60, %0, To)lp=¢, (@ — P0)
m Tn($0,6,%0,To)lo=6,(8 — 60)
m T (b0, 00, ¥, To) =y, @ — ¥o)
=Ty (P, 00, W0, T =1, (T — Tp)

The first terms can be simplified to the current acceleration:

1 1 1 .
g+ ELN(WOJ%) + EDN(nO'VO) + ETNO"O'TO) = ¢ (5.23)

This term captures all of the forces acting on the drone and can be obtained by
adding the gravity vector to the acceleration measurement (in the NED frame).
The other terms describe changes to this sum of forces due to changes in attitude,
velocity and thrust.

The variable v is not free to choose, as it is used for the control of the sideslip.
We assume that changes in ¥ are small, such that we can neglect those terms. From
analysis of test flight data, we concluded that changes in the drag are generally
small compared to the other terms. This leaves us with the following equation:

e e 1
=&+ m (Gr (110, To) + G, (110, V) (uc —uc,) (5.24)
whereu, = [¢ 6 T]", and the control effectiveness matrices are given by:
cpcOsyYT (cOcy — s¢psOsY)T sOcy + spchsy

Gr(n,T) = | —cpcOcyYT (cOsy + s¢psOcy)T sOsy — s¢pchHcy (5.25)
—s¢clT —c¢psOT coch




5. Incremental control and guidance of hybrid aircraft applied to the
94 Cyclone tailsitter UAV

and
cpsYL(0,V)  spsp L L(O,V) 0
G,(m,V) = | —cpcyL(8,V) —spcp 2 L(6,V) 0 (5.26)
—s¢L(6,V)  copZLOV) 0

Now, what is left is to define the functions L(6,V) and a"—HL(e, V). Unfortunately,
we do not have a proper aerodynamic model. Nonetheless, it can be recognized
that, again assuming zero flight path angle, gravity will have to be compensated by
a combination of thrust and lift from the wing. Therefore, we simply employ the
following function:

L(8,V) = L(0) = —9.81sin(—0)m (5.27)

where 6 is bounded between —m/2 and 0. This is the function that is used in the
test flights presented in this chapter, but it would be more accurate to divide this
function by the cosine of ¢, to reflect the additional lift that needs to be produced
in a turn.

Similarly, we assume that in forward flight the thrust just compensates the drag,
and its effect on accelerations other than in the thrust axis is small, such that for
T, in Equation 5.24 we can write:

T(6) = —9.81 cos(8)m (5.28)

where again 6 is bounded between —n/2 and 0.

For the derivative of the lift with respect to the pitch angle, it is not possible
to use equation 5.27, because even though through the flight control system the
lift will be close to this equation, it is too much simplified to obtain the control
derivatives from it. Using test flights, we fit the derivate of the angle of attack,
measured with an a vane, with the derivative of the measured acceleration at sev-
eral flight conditions. The best fit is obtained with an a vane, though it may be
possible to estimate the control effectiveness using the pitch angle instead of angle
of attack, if such a vane is not available. The effectiveness at these flight conditions
is subsequently approximated with the following function:

0 —24.0rym, forV < 12m/s
—L6,V) = o / (5.29)
26 —(V —85)-6.88m, forV >12m/s
where
0, for —40 < 2180
1 =1 (2282 1 40)/(—40), for —80 < 180 < 40 (5.30)
1, for 180 < g

5.4.1. Effectiveness of the flaps on the lift

The flaps, whose purpose it is to control the rotations around the body Y and Z
axes, also have a significant effect on the produced lift. This situation is depicted
schematically in Figure 5.10, and holds for hover as well as forward flight. In order
to achieve a desired acceleration, the vehicle needs to increase or decrease the
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pitch angle. The required flap deflections for this change in pitch angle, initially
lead to an acceleration in the opposite direction, because it increases the lift the
flap produces. In linear time invariant systems theory, this is commonly referred to
as undershoot, which is caused by non-minimum phase zeros [96]. This opposite
reaction gives rise to oscillations in the desired pitch angle.

T

Figure 5.10: Deflecting a flap downward immediately increases the lift the flap produces, as is
indicated with the black arrow. The resulting force and moment in the center of gravity are drawn in
grey. Ultimately, when the vehicle pitches down the lift decreases.

Whenever the controller commands a pitch change in order to change the ac-
celeration, the vehicle at first accelerates in the direction opposite to the desired
one. This will cause the controller to increase the command, even though the orig-
inal command would have lead to the correct acceleration over time. This leads
to oscillations, both in forward flight and while hovering, which is observed in test
flights. Such an oscillation of the acceleration in body X axis is shown for hover
in Figure 5.11. Along with the measurement, a simple linear least squares fit is
depicted using as inputs an offset, the pitch rate and the pitch, according to the
model below:

acc=[1q 6]B; (5.31)

where q is the pitch rate and B, is a vector of coefficients. These inputs clearly
can not explain the measured data, as the fitted data does not coincide with the
measured data at all. That is why the flap deflection has to be added to this model,
as is shown below:

acc=[1q 6 us, us, 1B, (5.32)

with B, a different vector of coefficients. With this model, the fit is much better,
as can be observed from Figure 5.11. From this we can conclude that the flap
deflection indeed plays a large role in the lift production.

To cope with this effect, a possible solution is to increase the control effective-
ness of pitch on the acceleration in the controller. Since the controller gain is the
inverse of the control effectiveness, this reduces the initial control effort, such that
further increments in pitch angle are needed to achieve the correct acceleration.
This method was tried out in practice, and by scaling the control effectiveness of the
pitch on the acceleration by a factor two it was possible to remove the oscillation
during hover flight.

Although these results are encouraging, the influence of modifying the control
effectiveness from its true value on the flight performance is not yet well under-
stood. Therefore, in this section we present a second solution. The concept is that
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Figure 5.11: Acceleration in the body X axis, along with model fits using input data.

if the vehicle does not react to accelerations caused by movement of the flaps, the
problem of oscillations is removed. To achieve this, the acceleration caused by the
flaps is modeled, high pass filtered, and subtracted from the acceleration measure-
ment. The reason to apply the high pass filter is that continuous flap deflections
may cause offsets in the acceleration measurement, and only the transient flap
movements need to be accounted for.

The compensated acceleration Ecomp is calculated as follows:

Hh(_ufo + ufl)Gﬂap

fcomp ff Myp 0 (5.33)
0

where Hy, is the high pass filter, u,_ is the left flap deflection and u,, the right flap
deflection, both low pass filtered to synchronize them with the low pass filtered
acceleration measurement. The effectiveness of the sum of flap deflections on the
acceleration in the body X axis is denoted by Grap. The high pass filter used is a
fourth order Butterworth filter with the cutoff frequency tuned to be 0.5 Hz. The
outer loop INDI control scheme, including the flap effectiveness compensation, is
depicted in Figure 5.12.

Both methods presented in this section succeed in removing the oscillation in
test flights. Arguably, it is a lot simpler to modify the control effectiveness, than
to implement the compensation for the flap effectiveness. On the other hand,
because of modifying the control effectiveness, it may take longer to counteract
disturbances. This is not expected to be a problem for the compensation approach.
A detailed analysis of the performance of both methods is a topic for future research.
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Figure 5.12: The outer INDI control structure, including the flap effectiveness compensation. Euler
angles have the ZXY rotation order.

5.4.2. Attitude gains in forward flight

The roll (body X axis) and pitch (body Y axis) are controlled with different actuators
with different dynamics, so they allow for different control gains. The propellers
react slower than the flaps, which means that the K, gain should be lower for the
roll axis than for the pitch axis. The result is that the vehicle is more aggressive in
the pitch axis than in the roll axis.

For the hover scenario this is generally not a problem, but for turns in forward
flight this can lead to altitude errors. In a turn, a continuous combination of roll
(around the X axis in Figure 5.2) and pitch rate is necessary. This is realized as
the attitude reference rotates ahead of the actual attitude. The error in roll and
pitch angle, multiplied with the K, gain, produces the reference roll and pitch rate.
With a higher gain on the pitch axis, the vehicle pitches up disproportionally. As
the vehicle is pitching up more, the attitude error becomes smaller in the pitch axis,
and the roll and pitch rates are in proportion again. The increased pitch angle leads
to a higher lift than intended, and the vehicle ascends.

This is observed in real flights, especially when making long, almost 180° turns
with a pitch gain of 13.3 and a roll gain of 7.6, as is shown for two flights in the
left plot of Figure 5.13. Most notable is the increase in altitude of more than 18 m
during the turn, but also a pitch angle error exists during the turn, while there is no
error in the tracking of angular rates. To cope with this effect, both K, gains are
given the same value of 7.6 whenever the Cyclone flies faster than 12 m/s. Two
more turns were made with these equal gains, the results of which are shown in
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the right plot of Figure 5.13. Now, the altitude error stays within 2 meters of the
desired 40 m altitude.
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Figure 5.13: Four turns of almost 180° heading change: two with a high pitch gain (left), and two with
equal pitch and roll gains (right). Target altitude is 40 m.

5.5. Guidance

In principle, the Cyclone can be guided like any INDI controlled multirotor. This
is described in previous research [53], and starts from a certain position error.
Multiplied with a gain this produces the desired velocity vector. Subtract the actual
ground velocity, multiplied with a gain, and the desired acceleration is obtained.
Basically, this is a PD controller that provides the acceleration reference for the
INDI controller as is shown below:

Vi = (Grer — HKe — K (5.34)

5.5.1. Efficient turning

During initial test flights, this was the method of guidance for the Cyclone. Though
this method is feasible, there is a specific downside to this approach. This form of
guidance will always result in the shortest ground track, which is not necessarily the
most efficient for a hybrid vehicle. Take the example of the vehicle cruising at 20
m/s with a certain heading. If the vehicle is now commanded to fly in the opposite
direction, it will have to break all the way to 0 m/s, and then accelerate back to 20
m/s in the opposite direction. Since the Cyclone is less efficient while hovering, this
approach is expected to be less efficient than a turn at the same airspeed.

To cope with this, a rule based strategy is employed, depending on the current
airspeed and the desired airspeed. If the current airspeed is higher than 10 m/s
and the desired airspeed is higher than 14 m/s, the vehicle will make a turn (fixed
wing style). In this case, the airspeed is controlled, also during the turn, and if
applicable the drone will accelerate or decelerate during the turn. The reason that
the desired airspeed has to be larger than 14 m/s, is that above this airspeed,
the measurement of the airspeed is considered very reliable, avoiding any kind of
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switching behaviour. In all other cases, the vehicle will take the direct approach, as
explained above.

5.5.2. Approaching a waypoint

The desired velocity towards a goal position is calculated by a proportional controller.
This works well if the velocity towards the waypoint is low, but if it is large, it may
lead to overshoot. The reason is that the proportional gain will require a certain
deceleration per meter, which means that if the speed towards the waypoint is
high, the required deceleration is high. However, the maximum deceleration of the
Cyclone is limited, hence the overshoot.

If we assume this maximum deceleration to be constant over the flight en-
velope, we can calculate the maximum allowable speed as a function of the dis-
tance at which the deceleration is started. Using classical mechanics, we arrive at
v = /2damax, Where d is the distance to the waypoint and an. is the maximum
deceleration. If the speed commanded by the proportional controller is higher than
this maximum allowable speed, it is reduced to the maximum allowable speed.
This avoids overshoot and limits pitch-up problems during the transition to hover.
Specifically, it enables the vehicle to approach a waypoint with tailwind, without
any overshoot.

5.5.3. Line following

In order to give some kind of guarantee on the path that the vehicle will follow,
some kind of path tracking algorithm is necessary. Eventually the goal is to make
the Cyclone able to track any path that is within the performance limits of the
vehicle, possibly using a method from literature [97]. For now, the Cyclone has
straightforward line following functionality, as most paths can be approximated with
a combination of lines.

Each line is defined with a start and end point, and a corresponding field of
ground velocity vectors is calculated that converges to and along the line segment.
The angle A of these vectors with respect to the line is given by:

d + 0.05d?
1= (£40054) 539

where d is the absolute distance orthogonal to the line. The resultant vector field
for a fixed speed is shown in Figure 5.14.

The magnitude of the velocity vectors can be predefined, or they can be pro-
portional to the distance to the end point. By setting their magnitude to a relatively
large number, while limiting the maximum airspeed, the Cyclone can be made to
fly constantly at this airspeed. The line following is only valid if the normal line that
goes through the end point is not crossed, and the vehicle is a minimum distance
away from the end point. At this point, the vehicle switches to the next element in
the flight plan, which could be another line.
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Figure 5.14: Velocity vector field corresponding to an arbitrary line.

5.6. Test flight results

During the development of the controller discussed in this chapter, many test flights
have been performed. This section will present some of these test flights to support
claims made throughout this chapter.

Figure 5.15: Composite image of a transition to forward flight with a constant acceleration of 1 m/s?,
with 1 s image intervals. Footage was taken with a Bebop, which was hovering in place and rotating to
keep the drone in the frame.

Figure 5.15 shows a picture of a transition to forward flight, where the Cyclone
was specifically commanded to constantly accelerate with 1 m/s?. The picture is
constructed from video frames, taken by a hovering bebop, that rotated in order
to keep the Cyclone in the frame. The frames are taken with 1 second intervals,
and stitched afterwards. The figure also gives a visual impression of the Cyclone’s
ability to transition while aligning itself with the direction of movement. A transition
back to hover is shown in Figure 5.16, again with 1 second intervals.
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Figure 5.16: Composite image of a transition to hover flight, with 1 s image intervals. Footage was
taken with a hovering Bebop.

5.6.1. Attitude control performance

First, the attitude control is shown for the case where the Cyclone is flying back
and forth between two waypoints and hovers for a while at each waypoint. The
waypoints are more than 200 m apart in the east direction, and the west waypoint
is 17 m more northern.

From Figure 5.17 it can be seen that the pitch angle can be tracked across the
flight envelope. Figure 5.19 shows the actuator inputs that were given during the
flight. Even though saturation of the flaps can be observed whenever the aircraft
is pitching up at high angle of attack, the pitch angle remains tracked. The shaded
areas in the figure represent times at which the controller used thrust in order
to provide extra pitch moment. This typically happens at the intermediate pitch
angles.

Figure 5.18 shows the roll angle (ZXY Euler convention) for the same flight.
When saturation of the flaps occurs, the roll is not well controlled anymore. The
reason is that the pitch axis has priority over the roll axis in the case of saturation.
Though the roll error is not desired, it does not lead to instability.

Section 5.4 describes how the Cyclone controls accelerations. Here, it is in-
vestigated how well the accelerations are tracked for the flight between waypoints
described above. Figure 5.20 shows the accelerations in the North and East axes,
along with the reference acceleration that should be tracked. From the figure it
becomes clear that most of the time the accelerations are well tracked. At some
instances, the acceleration is not tracked well, such as at t=606 and t=610. This
can be attributed to saturation of the flaps, which prohibits complete realization
of the control objective. This results in temporary loss of tracking, which is also
observed for the roll in Figure 5.18, and which is restored once the actuators are
not saturated any more.

A top view of the flight is shown in Figure 5.21. It shows the track, along with
the airspeed vector every four seconds in red. For parts of the flight where the
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Figure 5.17: Pitch angle for the experiment (ZXY Euler). Shaded areas indicate utilization of thrust in
order to pitch.

airspeed is lower than 10 m/s, the airspeed measurement is not accurate. For
these vectors it is assumed that the airspeed was as large as the average estimated
wind speed of 6.7 m/s, and these vectors are displayed in orange. The wind came
from approximately -70 degrees north. When going to the eastern waypoint, the
vehicle rotates more than 120 degrees while departing for the other waypoint. In
these flights, the Cyclone did not have a certain path defined, which is why not all
routes between the two waypoints exactly coincide.

5.6.2. Forward flight

To demonstrate the forward flight capabilities, Figure 5.22 shows a ground track
where the vehicle consecutively follows lines, such that it tracks a polygon. The
maximum airspeed was set to 16 m/s, while the desired speed along the line was
26 m/s. In the figure, the small circles represent the points at which the vehicle
switches to tracking the next line. The figure demonstrates the ability to converge
to and accurately track line segments. This flight was performed on a day with
hardly any wind.

Figure 5.23 shows the ground track for a similar polygon on a windy day. The
average wind speed was estimated at 8.3 m/s from west-southwest direction, based
on the airspeed readings during the flight. The figure shows that regardless of the
wind, the lines can be tracked accurately. However, the figure also shows the limi-
tations of this straightforward method. The turn in the southeast corner structurally
overshoots the line, which can be understood by noting that because of the wind,
the ground speed is very high at this point. The tight turn requires accelerations that
are simply not feasible. This shows the need for a proper path following algorithm,
that will always respect the acceleration limitations of the vehicle.
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Figure 5.18: Roll angle for the experiment (ZXY Euler). Shaded areas indicate saturation of at least

one of the flaps.

5.7. Guidelines for implementing INDI for hybrids

The proposed approach to attitude control, velocity control, and guidance is ap-
plicable to a wide range of hybrid UAVs. In order to facilitate the implementation
of the approach on other vehicles, here, we summarize the basic steps that are
needed to start flying a hybrid UAV with the INDI controller. It is assumed that
it is already possible to fly the vehicle vertically, possibly by performing safe tests
where the drone is attached to a rope. Relating to the sections of this chapter, the
general steps can be listed as follows:

1.

Identify actuator dynamics, by measuring the response over time to step in-
puts. For motors, measure the RPM as a function of time. For servos, the
position can be obtained as a voltage from the internal potentiometer.

. Choose a filter cutoff for the gyroscope and accelerometer noise level in flight.
More filtering means that less noise is propagated to the actuators, but it also
means that the system reacts slower to disturbances.

. Identify the control effectiveness of the actuators using test flights. This can
be done by fitting changes in measured data, i.e. (rotational) acceleration,
with a function of changes in the control inputs and important state variables,
such as airspeed.

Design the control gains K, and K, (Section 5.2.2) such that the attitude
response is fast and stable, and repeat the previous step for forward flight.

. Add thrust effectiveness on pitch when the flaps are saturated (if needed), by
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Figure 5.19: Inputs to flaps an motors during the experiment. Left flap positive down, right flap
positive up.

estimating the effectiveness of the thrust on the angular acceleration in the
pitch axis for large flap deflections from flight data.

6. Identify the effectiveness of changes in pitch angle on the vertical accelera-
tion. Repeat this step for a number of airspeeds in the flight envelope, such
that you can estimate a function like Equation 5.29.

7. Add effectiveness of flap deflection on the lift production, as explained in
Section 5.4.1.

8. Test INDI acceleration control, and subsequently fully autonomous flight.

Steps three, six and seven should be repeated for several points in the flight
envelope. This is indicated schematically in Figure 5.24. The figure also indicated
which steps are part of the attitude control, position control and autonomous flight.

We have argued that INDI is an approach that does not require a lot of modelling,
but still there are a few parameter estimation steps in the list above. One may
wonder if it is truly less involved than a model based approach.

In the list above, note that the only thing we are estimating are control deriva-
tives and actuator dynamics. To make a full model of the vehicle dynamics, next
to the control derivatives, we would need to know the lift, drag, and moments as a
function of the vehicle state and actuator inputs. This would be a lot more difficult
than the simple functions for the control effectiveness we have used in this chapter.
Further, the vehicle state vector necessary to make such a model accurate, must
contain information about the aerodynamics, at least the angle of attack and the
airspeed. These things are hard to measure at low airspeed, making it difficult to
apply the model in real life.
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Figure 5.21: Top view of the experiment. Red arrows indicate measured airspeed, assuming no
sideslip. Orange arrows indicate the estimated airspeed for low speeds.

5.8. Conclusion

We have described attitude and position control using INDI for a hybrid tailsitter
UAV. Test flights show that unmodeled forces and moments, such as the strong
pitch-down moment during transitions, are effectively counteracted by the incre-
mental control structure. The resultant controller is able to track a three dimensional
acceleration reference, and in doing so can autonomously transition to forward flight
and back to hover. The control effectiveness is adjusted in flight to cope with the
changing flight conditions, but the attitude and velocity control structure always re-
main the same. Only crude modeling of the control effectiveness is needed, as the
incremental, sensor based approach of INDI can correct for many of the modeling
€errors.

Future work

We have presented ways of prioritizing the pitching moment over other control ob-
jectives, in order to be able to control the pitch angle at high angle of attack. Future
work may focus on ways of increasing the actuator effectiveness, or reducing unde-
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Figure 5.22: Top view of line following, the aircraft flew counter-clockwise. The line switch distance is
indicated with small circles. Very weak wind.

sired moments, such that actuator saturation does not occur. If actuator saturation
can be prevented, all degrees of freedom can remain controlled. Possibilities of
achieving this include adding a rotor to the tail, making the rotors able to tilt, and
changing the flap design.

Another topic for future research is an in-depth study into the best method
of dealing with the non-minimum phase system of flap effectiveness on the lift.
Further, it would be interesting to investigate the effect of each of the assumptions
and simplifications.
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Figure 5.23: Top view of line following, the aircraft flew counter-clockwise. Considerable wind from the
west. The line switch distance is indicated with small circles.
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Figure 5.24: Schematic overview of the steps that need to be taken to apply INDI to a new hybrid
vehicle.






Conclusion

I n this chapter, I briefly revisit the research questions I set out to answer, in the
light of the findings of Chapters 2 - 5. I subsequently provide a discussion of the
contributions of this thesis. The chapter ends with an outlook on future work.

6.1. Research Questions
Recall the first research question:

Research question 1

How can the attitude of an unmanned aircraft be controlled with incremental
nonlinear dynamic inversion?

In Chapter 2, the main finding is that the input increment loop should contain the
same delays as in the angular acceleration feedback loop. It is shown, in theory and
in practice, that including the same filter as is applied on the angular acceleration
in the input increment loop, removes its effects from the transfer function of the
complete system. It is then shown that the transfer function of the complete system
is equal to the transfer function of the actuators. This result can subsequently be
used to design an attitude controller using LTI systems theory. Additionally, the
inertia of propellers, which causes the derivative of the input to have an effect
on the angular acceleration, is dealt with by introducing an additional term in the
control effectiveness inversion. It is also shown that the control effectiveness can
be estimated online, in order to deal with changes in the vehicle configuration.

The second research question was formulated as:

Research question 2

How can the algorithm deal with control priorities in the case of actuator
saturation?
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In Chapter 3, the definition of priorities on different axes is formulated as a
quadratic programming problem. Weights can be chosen for the different axes, as
well as for the individual inputs, to define the relative priority. The active set method
is then used to solve this Weighted Least Squares (WLS) programming problem and
find the optimal solution, considering the constraints on the inputs. Applied to a
quadrotor, with this approach it is possible to prioritize pitch and roll over yaw and
thrust, greatly improving stability in the case of high desired yaw moments.

The third research question was posed as:

Research question 3

How can the velocity of an unmanned aircraft be controlled with incremental
nonlinear dynamic inversion?

In Chapter 4, the INDI theory is extended to the control of linear accelerations.
In a windtunnel experiment, it is shown that the INDI controller has a maximum
error of 0.21 m when being hit by a gust of 10 m/s, which is 7 times better than
a comparable PID controller. This shows that the disturbance rejection properties
that were proven for the inner loop carry over to the outer loop. As the acceleration
is controlled by the INDI controller, the velocity can be controlled with a simple
proportional controller.

Finally, the last research question was:

Research question 4

How should incremental nonlinear dynamic inversion be adapted to apply it
to hybrid unmanned air vehicles?

In Chapter 5, INDI is applied to the attitude and velocity control of a tailsitter
hybrid UAV. For the inner loop, the control effectiveness is defined as a function
of the airspeed and pitch angle in order to deal with the changes of the control
effectiveness for different flight conditions. Test flights show that during the tran-
sition, large changes in inputs are required to keep tracking the pitch reference.
This shows the ability of the controller to compensate large unmodeled moments
in a very short time. The WLS optimization is used to prioritize pitch over roll, as
the vehicle can otherwise not provide enough pitch moment to come back to hover
from forward flight.

For the velocity control of quadrotor vehicles, the heading of the vehicle is not
relevant and can therefore be commanded separately. This is not the case for hy-
brid aircraft, where the wing should provide lift. The wing can only provide lift
effectively if the sideslip angle is small, constraining the heading angle. To this end,
the heading angle is commanded as to minimize the sideslip angle, through a feed-
forward term depending on the bank angle and feedback from the accelerometer.

For the INDI acceleration controller, ZXY Euler angles are used to avoid gimbal
lock problems at 90 degrees pitch angle. The ZXY Euler angles also lead to compre-
hensive equations for the control effectiveness of the lift of the wing on the linear
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acceleration. These are added to the control effectiveness of the thrust vector,
producing one control effectiveness matrix. The INDI controller uses this control
effectiveness matrix to track linear accelerations across the flight envelope, even
though some terms are not modeled, such as the drag. Flight tests confirm that
linear accelerations can be accurately tracked at each stage of the flight, except
when this is physically not possible due to actuator saturation.

6.2. Discussion

When I started this research, INDI had been discussed in several papers as a
method of angular acceleration control, and had been studied in simulations, but
it had never been applied to a real system. In the literature, the added value of
the method was presented in its ability to control nonlinear systems, which may be
nonaffine in the control inputs, without much model information.

This thesis sheds new light on what is possible in practice with INDI. One of
the findings in Chapter 2 was that unmodeled dynamics and disturbances are com-
pensated through the same mechanism, and with the same transfer function. This
means that next to being able to quickly compensate unmodeled effects, distur-
bances can also be rejected very fast. The transfer function that was found shows
that this compensation is faster if the actuator dynamics are faster, and if a filter
with little phase lag is used. This insight can help in improving the performance of
systems with fast dynamics, or that need very fast rejection of disturbances, which
can both be the case for hybrid vehicles.

In Chapter 5, it was demonstrated that it is possible to use INDI for the attitude
control of a tailsitter MAV. It was observed that for high angle of attack flight,
much larger flap deflections were necessary than for hover or forward flight. When
transitioning from hover to forward flight and back, these large changes in flap
deflection were made rapidly, while tracking the pitch angle. This shows the ability
of INDI to deal with nonlinear dynamics through quick increments in the control
input.

Some hybrid MAVs have poor control authority, for example the Cyclone dis-
cussed in Chapter 5, which relies on flaps inside the propeller wake for pitch and
yaw moments. The WLS method provides the optimal actuator commands, if the
fulfillment of the control objectives is formulated as a quadratic cost function. This
is important to make sure that the vehicle has the right control priorities, but it is
not a complete solution to actuator saturation. Saturation may still cause errors in
the control objective, simply because the vehicle is physically unable to achieve the
control objective. This can only be remedied by improving the control authority of
the vehicle, by adding actuators or making existing actuators more effective.

Chapter 4 proves that it is possible to use INDI for the control of the linear accel-
erations of a quadrotor. It is shown experimentally that the disturbance rejection
properties extend to the control of linear accelerations. The controller can com-
pensate the vehicle drag, without any model information. The method is extended
to tailsitters in Chapter 5, just by adding control derivatives for the lift of the wing.
The incremental formulation leads to a very flexible control law that, together with
the sideslip control, is able to exploit the entire flight envelope. There is no explicit
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transition maneuver programmed in the algorithm, but when the vehicle is com-
manded to keep accelerating, the increments in control inputs naturally lead to a
transition to forward flight. The controller can be seen as an abstraction layer, that
hides the complex dynamics of the vehicle from the velocity controller. This way,
the velocity controller can be very simple as well, as it can simply output a desired
acceleration to be tracked by the INDI controller, irrespective of the current state.

Although I have not applied the method to other types of hybrid aircraft, with
the right definition of the control effectiveness this should be straightforward to
accomplish. Moreover, the use of the controller presented in this thesis could lead
to design simplifications for several aircraft. Most notably, we have shown in Chap-
ter 5, that the need for a vertical surface can be removed by introducing active
sideslip control based on the accelerometer. Removing the vertical surface could
save weight and reduce drag. Finally, vehicles with redundant actuators, such as
quadplanes, will benefit from the possibility of defining the relative priority of the
actuators in the WLS algorithm.

6.3. Future Work

The research presented in this thesis can be taken further in three general direc-
tions: general INDI theory, control of hybrid MAVs, and the design of hybrids.

Regarding fundamental INDI theory, it would be very useful to have more in-
sight in the limitations of INDI. It could be that there are systems which are so
unstable, that the increments are not fast enough to stabilize the system. As the
disturbance rejection transfer function is known, it may be possible, if the system
under consideration is known, to find a closed form equation that determines if the
controlled system is stable or not.

For systems that can be controlled with INDI, an effective method of dealing
with actuator modeling errors, is using a too high control effectiveness in the con-
troller. As the controller takes the inverse of the control effectiveness to calculate
the control input, this leads to smaller, more conservative increments. These in-
crements may not lead to the desired output, but this can be compensated later
with additional increments. This gave good results for the problem of the flaps
affecting the lift discussed in Chapter 5, and reasonable results for the problem of
rotor inertia discussed in Chapter 2. However, a strong mathematical basis for this
approach is lacking. Analysis of this method could lead to more knowledge on how
and when this method should be used.

Regarding the control of hybrids, the tilt-twist attitude error formulation could
be used instead of the standard quaternion error in the attitude control. This could
improve the attitude tracking in cases of large yaw errors, where tilt angles could
be given priority over the twist angle.

Furthermore, the guidance employed in Chapter 5 is limited to the tracking of
lines, and does not take acceleration limits of the vehicle into account. This can
cause the vehicle to overshoot some turns, especially with tailwind. This way, a
turn that is normally feasible, can be infeasible in a windy situation. It should be
investigated if the path should be replanned during flight, or if a solution could be
to adjust the speed of the vehicle.
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Moreover, the developed INDI controller could be applied to different hybrid
vehicles. This thesis has demonstrated the potential of INDI for hybrid vehicles.
It could be investigated if application to different hybrid vehicles reduces modeling
costs, cuts development time and improves both disturbance rejection and tracking
performance for those vehicles.

Regarding the design of hybrids, Chapter 5 has given insight in the challenges
of a tailsitter with only two fixed pitch propellers. The design of the Cyclone used
for this research, could be improved by increasing the pitch-up moment that the ac-
tuators can create at a high angle of attack flight. This would reduce the saturation
of the flaps and as such improve the control of objectives that have low priority,
such as the roll angle. Further, improving tracking of the pitch angle would lead to
improved tracking of the altitude during transitions.
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