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Abstract

Even though hundreds of CubeSats have been launched, few have launched with a micropropulsion module
on board. Propulsion would allow for an extended lifetime and better mission capabilities, thus greatly in-
creasing the attractiveness of CubeSats. TU Delft is working on a type of thruster suitable for CubeSats, called
the Vaporizing Liquid Microthruster (VLM). For micro-propulsion it is viable to generate sufficient thrust by
using an external heat source to vaporize a liquid and expanding the vapour via a nozzle. The usage of such
micropropulsion modules are still inhibited by issues in the nozzle and heating chamber. One issue is the
multiphase flow occurring inside the micronozzle, which lowers the thrust and specific impulse performance
of the thruster as well as the stability due to the explosive boiling phenomena.

Previous research indicates that the multiphase flow in the nozzle most likely occurs inside the heating cham-
ber and flows into the nozzle. Little is known on how exactly this multiphase flow looks like, ranging from an-
nular flow to dispersed droplets, nor on how it is generated within the chamber. It is indicated that the boiling
may lead to large pressure oscillations inside the chamber, which contributes to the instability of the thruster.
These pressure oscillations occur due to multichannel interactions from nucleate boiling in microchannels,
as well as explosive boiling.

In this thesis, the lattice Boltzmann method (LBM) is used to simulate the complex phase change multiphase
flow occurring inside the microchannels of the vaporizing liquid micro-thruster. This method has recently
gained a lot of attraction in simulating microscale fluid problems. Research shows that LBM applied to mul-
tiphase flows can be an order of magnitude faster than conversional Navier-Stokes solvers.

This thesis utilizes the Bhatnagar–Gross–Krook (BGK) collision operator in combination with the pseudopo-
tential method to simulate the multiphase flow. A modified Guo forcing scheme is used to ensure thermody-
namic consistency. The water is modelled using the non-ideal Peng-Robinson equation of state. The thermal
problem is solved using the double distribution function method, in combination with a semi-hybrid source
term solved via a multiple relaxation time (MRT) collision operator. The phase change term is derived from
the local balance of entropy, using the equation of state to calculate the latent heat.

The open-source lattice Boltzmann method solver OpenLB is extended to be capable of simulating phase
change flow. Verification tests are performed to show that the code extension is correctly implemented. The
code was released to the OpenLB, making it the first open-source lattice Boltzmann method framework ca-
pable of simulation phase change flow.

In the analysis of the tool developed, the pool boiling simulations showed how nucleation, bubble formation,
and departure occurs. Correct behaviour are shown in the thermodynamic consistency, Laplace pressure and
wall wettability. The effect of the spurious currents on the thermal solution are analysed in more depth than
found in literature.

The procedure for the multichannel simulation verification and validation is given, including a novel analysis
method. The novel analysis method can estimate the multiphase flow type occurring inside real thrusters
without any additional equipment required in a test setup. The required experiment data are the specific
impulse values at various massflow rates, and the massflow rate at which multiphase flow starts to occur.

The simulations are strongly limited by the BGK collision operator, which is apparent by the large spurious
currents at high density ratio multiphase flow. The spurious currents can cause simulation instabilities, but
are mitigated by using a thicker diffuse interface. This mitigation results in a larger metastable phase change
region, which inhibits the nucleation process. Thus, nucleation inside the microchannels did not occur. How-
ever, using a MRT collision operator should reduce the spurious currents without needing to increase the
diffuse interface thickness, allowing for nucleation to take place in the microchannels.
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1 Introduction

The current space industry trend focuses on smaller satellites that retain the capabilities of their larger coun-
terpart. The CubeSat standard enabled easier integration between spacecraft and launcher, creating the pos-
sibility to piggyback ride on launches for larger spacecraft. This resulted in large numbers of CubeSats and
NanoSats launched, see fig. 1.1. Nanosats.eu state that in their database, "‘nanosatellite’ covers all CubeSats,
PocketQubes, TubeSats, SunCubes, ThinSats and non-standard picosatellites" and include spacecraft from
100g to 10kg in addition to lighter SunCubes [66, 67].

Figure 1.1: Total launched nanosats [66]

To retain all capabilities, small satellites also need to be able to perform orbital manoeuvre, which requires
a propulsion module. This module can also extend the spacecrafts lifetime and allow for a controlled end
of life. However, from fig. 1.1, only 73 out of the 1417 Nanosats total launched up to year 2020 included a
propulsion module, which is barely more than 5%.

The problem encountered is that phenomena which are small for macro propulsion, and produce small
losses, are large when miniaturized, and thus produce large losses [147]. An example are in micro nozzles
the large viscous losses due to the much lower Reynolds number, the large surface-to-volume ratio, and rela-
tive impact of surface roughness [140].

The small spacecrafts either launch with many others small spacecraft or piggyback on larger spacecraft.
Thus it is vital that they do not interfere nor pose a large potential risk. Explosive propellants, which is the
propellant of choice for most macro propulsion systems, are a risk and thus other safer propellants are needed
[142].

Delft University of Technology (TU Delft) are developing with their Delfi Program [28] small spacecrafts. Part
of the TU Delft’s Aerospace Engineering faculty is the Space Engineering department, which has as one of
their research topics the miniaturization of propulsion [27]. Current research focuses on the Vaporizing Liq-
uid Micro-thruster (VLM) and Low Pressure Micro-resistojet. An example schematic of a VLM is shown in
fig. 1.2.

The VLM, as the name implies, vaporizes a liquid in its chamber and uses the superheated vapour to produce
thrust by expanding it via a nozzle. Any liquid can be used, but water is great for testing purposes since it
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2 1. Introduction

Figure 1.2: VLM using straight channels with dimensions (unit: µm) by Cen and Xu [14]

is safe and well studied. The vaporization process causes a energetic and complex interaction between the
vapour and liquid. This may lead to undesirable outcomes, such as unvaporized flow exiting the chamber,
which can negatively impact the thruster performance [14, 17, 48, 114]. This is a phenomena not unique to
VLM, and similar situations for heated microchannels are detailed in literature, [3, 24, 50, 58, 60, 85, 92, 105,
131, 149, 156], but the focus is on heat transfer and not full evaporation. A detailed overview of multiphase
flow in microchannels was performed in the literature study preceding this thesis.

The layout of the heating chamber and the thruster operational point define how the vaporization process
progresses. Various layouts of the chamber have been tested at TU Delft, from multichannel [15, 69, 94, 128],
to stacked pillar [128, 145], immersed fins [15, 69] and porous media [144].

To avoid multiphase flow in the nozzle to interfere with the test results "the power is manually controlled
to allow full vaporization (visually) of the propellant" [128]. Spacecrafts have a limited power budget and
thus a low power usage thruster is preferred. As such there is a yet unfulfilled need to design a layout which
minimizes the power usage while fully vaporizing the liquid water.

While there are a few numerical studies on the design of the heating chamber [129], few simulate the phase
change inside. Previous attempts using phase-field in COMSOL have had some success, but said to be un-
suitable due to large computational cost, and a Navier-Stokes based approach has been met with instabilities
[52]. As such the flow inside the heating chamber is still a big open question in the design of the VLM. From
this need, and the literature study performed, the following research objective is derived which is:

to provide quantitative data regarding the unvaporized flow characteristics exiting the heating
chamber of the VLM and investigate how design parameters influence the unvaporized flow aiding
further research into performance impact assessment and development mitigation methods.

Research questions

With the research goal set, the following research questions were drawn up:

RQ-1 What is the influence of design parameters on the unvaporized flow characteristics and flow instabili-
ties for straight channel heating chambers?

RQ-2 What are the unvaporized flow characteristics exiting the heating chamber resulting from the numeri-
cal simulation?
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RQ-3 How agreeable are the conclusions drawn from mathematical analysis to the ones drawn from the nu-
merical simulations, with regard to the unvaporized flow characteristics, and influence of the design
parameters?

In the above, the term design parameters refer to the operational point, heating chamber parameters, and
fluid properties. The goal of the thesis to get a better understanding of the fluid mechanics inside the heating
chamber, and not perfecting the heating chamber design, and as such the focus will be related to the fluid
dynamics. The relevant parameters considered in this thesis are presented below:

• The operational point refers to the substrate temperature, mass flow rate, and whether gravity is taken
into account or not.

• The heating chamber parameters can encompasses a lot. To name a few: channel length, size, shape,
cross-sectional geometry and amount of channels, inlet/outlet plenum shape and size, ect. For this
thesis, most chamber parameters are fixed. A constant height of 100µm, cross sectional geometry is
rectangular, the channel shape is straight and inlet/outlet plenum shapes are trapezoidal. The amount
of channels are varied to see its impact on cross channel instabilities. If there is time, the size and length
effects are investigated, as well as a chamber made of porous medium.

• The fluid properties that are of interest is: surface tension, wettability, viscosity, specific heat capacity.
Not mentioned parameters are not varied, most notably: density, molar mass.

A successful thesis will be able to answer the above research questions. However, it is rather difficult to assess
whether or not a question has been sufficiently answered. As such, the following requirements can be set up
for each of the research questions. This allows answering how well each research question has been answered.

To answer RQ-1, the design parameters need to be varied. Thus the following requirements are given:

1. The design parameters shall be varied individually by ±10% and ±20%. This should give an indication
on the effect of the design parameters on the unvaporized flow.

2. The design parameters shall be varied in pairs by±10%. This should give some insight how two different
parameters act interact with each other. Only the ±10% is chosen since it overlaps with the previous
simulations, but limits the total amount of simulations needing to be run.

To answer RQ-2, a proper simulation environment needs to be set up. The following requirements are related
to this simulation:

1. The simulations shall be applicable to the VLM. This means that the simulation needs to encompass
thermal, phase change and multiphase fluid flow models. Since the VLM is very small in size, it borders
on the edge of the macroscopic simulations models.

2. The simulation shall be three dimensional. 2D simulations impact the size and distributions of the
droplets since three dimensions allow for two small droplets to vertically overlap, which would other-
wise coalesce into a single big droplet.

3. The simulations shall encompass compressible fluid flow. For bubble expansion and explosive boiling
to propagate effectively via density waves, the simulations should be at least weakly compressible.

4. The simulation’s spatial resolution shall allow for accurate simulation of the expected minimum rel-
evant droplet size. The expected minimum relevant droplet size can be calculated via a conservative
evaporative estimate, such that a droplet is fully evaporated from the exit of the heating chamber to the
nozzle throat. The simulations should allow for proper resolution of the interface, which depending on
the method used, requires an order of magnitude smaller than the minimum droplet size, i.e. 10 units
for a minimum drop of 1 unit.

5. The simulation’s temporal accuracy shall allow for proper simulation at the selected spatial resolution.
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6. The simulation duration shall be enough for a quasi-steady flow to emerge. An appropriate duration
could be at minimum 4 times the time it takes for a fully gaseous flow to flow from the inlet boundary to
the outlet boundary; the first period is to establish initial flow, the second to smooth out setup errors,
the 3rd and 4th to evaluate the quasi-steady period if it exists. Double check whether this simulation
time is within the quasi steady period prediction.

7. The simulation shall calculate any pressure oscillation period and magnitude with at least 1.5 standard
deviation. This is a secondary time constraint which forces any prediction of the oscillation period to
be within 86% of the value. While this does not guarantee accuracy, it does give some precision.

8. The simulation physical boundaries, i.e. the heating chamber walls, have a fixed wall temperature and
a no slip condition. Since inside the heating chamber, the continuum assumptions is still valid, a no-
slip boundary condition is appropriate. The fixed temperature condition is less appropriate, but greatly
simplifies the simulation complexity.

9. The simulation save intervals shall allow identification of flow patterns in the quasi steady state solu-
tion, as well as for identification of the unvaporized liquid.

10. The simulation shall predict the correct flow patterns 95% of the time. The prediction correct flow
patterns are the foundation of multiphase flow, and if the simulation cannot predict those, any results
will be very questionable.

11. The simulation shall be able to predict flow transition location within 15% accuracy. This will be used
for validation, and 15% is said to be neither too ambitions nor too lax for comparisons.

To answer RQ-3, the simulations are compared to the analysis. This question is there to assess the accuracy
of the simulation and does not pose any new requirement on the discrepancy. A few requirements on what is
compared and how these comparisons are presented do exist.

1. The analysis shall compare the flow patterns predicted by flow pattern with the simulations.

2. The analysis shall compare the droplet dynamics using the Basset–Boussinesq–Oseen equations and to
the path predicted by the simulations.

3. The analysis shall compare a simple droplet evaporation model with evaporative droplet simulations.

4. The analysis shall compare the film breakup with resulting droplet size estimations to the droplets sim-
ulated to occur from film breakage.

5. The comparisons shall express the accuracy in absolute and percentage terms. If possible, a confidence
interval for the simulation is included, thus also reporting how likely the simulation is accurate.

6. The analysis shall include a sensitivity analysis of the design parameters. This is done by taking the
derivative of the design parameter with respect to the relevant analysis. The result will be used to anal-
yse the results of RQ-1.

Thesis approach

A trade-off was performed in the literature study, shown in appendix A, to determine which numerical sim-
ulation is well suited to achieve the above requirements. This resulted in the selection of the relatively novel
lattice Boltzmann method (LBM). A more detailed overview of LBM is given in chapter 2.

LBM has a few advantages over conventional Navier-Stokes based solvers for multiphase flow, which lead to
this method being chosen. In LBM the multiphase flow has a diffuse interface, and no grid refinements are
needed to track the phase interface [64]. In addition, LBM is reported to be an order of magnitude faster
for simulating multiphase flow, compared to conventional solvers [103]. This results in stable, and quick
simulations which were two of the main issues reported previously [52].
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LBM can capture the relevant physics, rarefaction and gas compressibility, which occur in microchannels [73,
88, 117]. Furthermore, droplet collision has been accurately simulated [91]. Specific studies in flow boiling in
microchannels have been performed as well [44].

In addition, physics in relevant scales such as particle flow [141], and complex flow in porous media such
as in fuel cells [104] have been demonstrated. Recently, LBM has been used for supersonic flow [29, 34–
36, 110, 116, 123] which should allow simulations in the nozzle beyond the continuum assumptions.

Since the LBM method has not been taught in the aerospace master course, the viability of this project was
discussed with Dr. Portela, who teaches multiphase flow in applied physics, and the then PhD candidate
Siddhartha Mukherjee, who was simulating turbulent emulsion using LBM. They said that my problem of
simulating boiling multiphase flow in microchannels should be possible using LBM.

For the thesis, the first part is to learn how to simulate channel flows using LBM. The LBM simulation frame-
work OpenLB will be used to start with single phase isothermal single channel flow. More physics is added
once the previous step is completed. This results in a steady build up of knowledge where any bugs can be
more easily isolated, identified and removed.

Thesis report structuring

This report continues with an overview of the simulation tool used. This overview is split into two chapters
to avoid confusion; theory and implementation. In chapter 2, an overview of the lattice Boltzmann method
theory essentials is given. In chapter 3, the simulation framework and extensions to the framework is detailed.
That has the advantage that readers who are not interested in the code itself can pass over chapter 3 without
loosing too much of the background. Whereas readers who want to use the code know exactly where to look.

With the simulation tool explained, it is then verified. The verification is performed in two steps: isothermal,
chapter 4, and thermal, chapter 5. The isothermal verification ensures that the multiphase behaviour is as
excepted. Then the thermal verification shows not only that the thermal behaviour is as expected, but also
how including the thermal problem has additional effects on the multiphase behaviour.

The simulation tool is then applied to additional problems with an in depth discussion of recurring problems,
given in chapter 6. The boiling behaviour of the tool is shown. The multichannel geometry generator and a
plan for the validation of the simulation tool is presented.

The report is ended with a conclusion and recommendation in chapter 7. The conclusion reflects on what
research question requirements were achieved. The recommendation summarizes how unsolved issues en-
countered can be approached.
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This chapter describes the modelling method used in the simulations. This starts of with an overview of the
essentials used in relation to this thesis. The chapter is not a comprehensive overview of the lattice Boltzmann
method and many details are missing. Rather, the aim is that people unfamiliar with the lattice Boltzmann
method, but with a background knowledge of traditional fluid dynamics can follow along the remaining as-
pects of the thesis.

Since the lattice Boltzmann method (LBM) is not standard teaching material at the TUDelft aerospace mas-
ter, this chapter starts of with a series of sections detailing the essentials. section 2.1 starts with a very short
introduction in how LBM fits into the overall scheme of computational fluid solvers. This is followed by sec-
tion 2.2 which details the physics and implementation of the basic LBM, which is isothermal, incompressible
single phase flow. section 2.3 builds up from the basic LBM by including multiphase flow, and section 2.4
adds the thermal aspect.

What is not covered in this chapter is how all the theory is implemented into the simulation framework,
which will be discussed in chapter 3. While the majority of the theory is present, such as the collision op-
erators, forcing methods, the basic multiphase methods and a thermal method, not always are the provided
implementations sufficient.

2.1. LBM introduction

The lattice Boltzmann method (LBM) is a numerical discretization of the Boltzmann equation used to sim-
ulate flow problems. LBM distinguishes itself from the Navier-Stokes equations due to its origin in kinetic
theory. Historically, the Chapman-Enskog analysis is used to show that LBM recovers the Navier-Stokes equa-
tions [64, 74].

How LBM fits compares to the other simulation is shown well in fig. 2.1, where Euler refer to the Euler equa-
tions, RANS for Reynolds averaged Navier Stokes, LES for large eddy simulations, DNS for direct numerical
simulation, DPD for dissipative particle dynamics, DSMC for direct simulation Monte Carlo, and MD for
molecular dynamics. DSMC has been previously used at the TUDelft aerospace faculty for simulating rar-
efied flow in microchannels [139].

LBM was developed from the molecular dynamics solver lattice-gas automata around 1990 [6]. It gained
traction due to the simplicity in implementing the method into code and computational efficiency.

This bottom up approach allows capturing of some more nuanced physical phenomena, which would require
additional terms, or numerical exploits to simulate. It is especially useful in simulating complex geometry,
such as porous media. Due to its simplicity for numerical implementation, LBM scales very well with the
number of available precessing cores. LBM is now used in several industries which deal with microfluidics
or macroscale porous problems; such as pharmaceutical (Lab-on-a-chip), biomedical research (clot forming
& aneurysm), surface reactions, for example in fuel cells and battery research, and geoengineering (carbon
dioxide sequestration in depleted gas reservoirs), and flow cooling research [8, 19, 20, 59, 91, 97, 138].

2.2. LBM fundamentals

This section will elaborate on the lattice Boltzmann method, giving the derivations and mathematical nota-
tions required to understand it. The LBM is a specific discretization of the Boltzmann equation. Thus first the
BE will be introduced, and how it can recover fluid flow. Then the discretization process is covered. Finally,

7
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Figure 2.1: Modeling and simulation methods for multiscale phenomena [80, 91]

the section is concluded with the concepts needed to create a simple LBM simulation.

2.2.1. Boltzmann Equation

A small introduction to the Boltzmann equation (BE) was given in section 2.1, and is further explored here.
The Boltzmann equation with forces, F, is shown in eq. (2.1).

∂ f

∂t
+ξβ

∂ f

∂xβ
+ Fβ
ρ

∂ f

ξβ
=Ω( f ) (2.1)

Where t denotes time, x is the position, ξ is the microscopic particle velocity, F external body forces, β the
index for dimension, ρ the macroscopic density, Ω the collision operator, and f is the particle distribution
function.

In the BE, it is not the microscopic momentums that are tracked, but the particle distribution function f , i.e.
given a point in time, t and space, x, how are the particles distributed along all the possible velocities, ξ. This
particle distribution function advects itself, i.e. flows along its macroscopic velocity, which represents the
second term on the right hand side of the Boltzmann equation.

For fluid dynamics, the biggest difference between the NSE and the BE is how the macroscopic momentum
is represented [4]. In the NSE at a given location there is the macroscopic density ρ and local velocity u, and
macroscopic momentum is the product of those two. In the BE at a given location, there is a distribution of
density f along all velocities ξ, i.e. the momentum is scattered. While this paragraph highlights the BE and
NSE difference using momentum, it extends to both density and energy as well.

The macroscopic density ρ is the sum of all scattered microscopic densities, i.e. the sum of all particles. This
is performed by integrating over the microscopic velocity domain, i.e.

∫
d3ξ. For density only the sum of all

particles is needed, thus the integral is performed over the particle distribution function f . This results in the
equation shown in eq. (2.2). To recover the local macroscopic momentum, the sum of all local microscopic
momentums is needed, shown in eq. (2.3). The microscopic momentum is the product between the distri-
bution density f and its microscopic velocity ξ. The macroscopic kinetic energy density can be found in the
same manner eq. (2.4). In addition, the internal energy density can be calculated from the deviation of the
mean velocity u, see eq. (2.5). The internal energy due to internal degrees of freedom can be added [107, 126].
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ρ(x, t ) =
∫

f (x,ξ, t )d3ξ (2.2)

ρ(x, t )u(x, t ) =
∫
ξ f (x,ξ, t )d3ξ (2.3)

ρ(x, t )E(x, t ) = 1

2

∫
|ξ|2 f (x,ξ, t )d3ξ (2.4)

ρ(x, t )e(x, t ) = 1

2

∫
|ξ−u|2 f (x,ξ, t )d3ξ (2.5)

The last key part of the BE is handling the molecular collision. It is possible to explicitly express the collision
term using the molecular chaos assumption. This results in a sextuple integral over the twice the velocity
domain and considers all possible two particle collisions. This approach is complicated and prohibitively
computationally expensive to calculate.

The more computationally friendly route is to assume that in case of many collisions and over a long period of
time, the local particle distribution approaches an equilibrium distribution, eq. (2.6), with the mean density
and momentum equal to the macroscopic density and momentum, eqs. (2.7) to (2.8). This distribution is
called the equilibrium distribution, designated by f eq , and the origin of the statistical Maxwell-Boltzmann
distribution.

f eq = ρ
(

1

2πRT

)3/2

e−|u|
2/(2RT ) (2.6)

ρ(x, t ) =
∫

f eq (x,ξ, t )d3ξ (2.7)

ρ(x, t )u(x, t ) =
∫
ξ f eq (x,ξ, t )d3ξ (2.8)

This tendency to relax to the local equilibrium distribution allows the complex collision integral to be ex-
pressed as a simplified collision operator, Ω( f ). The simplest of collision operators is the Bhatnagar, Gross
and Krook (BGK) collision operator, shown in eq. (2.9), where τ is called the relaxation time. From the mi-
croscopic point of view, this relaxation time represents the collision frequency. For the macroscopic world it
characterizes the fluids transport property. For fluid flow that is momentum transport, i.e. viscosity; ν= f(τ),
which is explained in section 2.2.5.

Ω( f ) =−1

τ
( f − f eq ) (2.9)

Classically, the Chapman-Enskog analysis is used to show that the BE recovers the NSE [16, 74]. Where recov-
ering means that the BE approximates but is not equal to the NSE. The Chapman-Enskog analysis is a special
case of multi-scale analysis. It is based on the representation of the particle distribution function as the sum
of the equilibrium particle distribution and a power expansion of the non-equilibrium particle distribution,
in the order of the Knudsen number. The non-equilibrium particle distribution is the difference between the
particle distribution and the equilibrium particle distribution.

The first two terms of the power expansion are needed to recover the NSE, and using only the first term recov-
ers the Euler equations [64]. Using the third and fourth terms give the Burnett and super Burnett equations
[109], which while theoretically applicable to rarefied flows, are unstable [132]. This throws some doubt on
the validity of the Chapman-Enskog ansatz [74]. As such, other methods to recover the NSE from the BE
have been performed, such as the Hermite expansion series by Grad [64, 126], explicit distribution perturba-
tion, asymptotic expansion by Sone [64] to name a few, but the Chapman-Enskog seems to still be the most
popular.
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2.2.2. Discretization

The BE is continuous over the space, time and velocity domain. For the simulation, both the space, time and
velocity domains need to be discretized. The theoretical framework with a good explanation is given by Shan
et al. [126] and in the book The Lattice Boltzmann Method by Kruger et al. [64] . A regular grid is deployed to
discretice space, a lattice for the velocity domain, and constant time steps for the time domain. The use of an
irregular grid is possible, but they require additional interpolation, thus introducing a new error source and
computational cost [21], and as such are not commonly used.

The discretization of the velocity domain utilizes the fact that to recover the macroscopic transport phenom-
ena, not all microscopic events needs to be simulated. In fact, to recover the macroscopic properties, only
the corresponding equilibrium distribution is required, eqs. (2.7) to (2.8)[64, 126].

The equilibrium distribution function f eq is a known exponential function. Such a function can be expressed
using a series of physicists’ Hermite polynomials, which in turn can be integrated exactly via the Gauss-
Hermite quadrature [126]. The process is then applied to the particle distribution function. This process
produces a set of velocity directions c and weights w, with which macroscopic properties can be calculated
from either distribution function.

The point where the Hermite series is truncated determines the degree of accuracy. To conserve mass, mo-
ment and energy, only the first three Hermite series terms are required[126]. Higher orders are reported to
help accuracy and stability of the simulation, however they do also require a larger set of velocities.

The set of velocities must fulfil the conditions that it is rotationally isotropic and conserves mass, momentum
and energy. It is however efficient to use a velocity set that points to other grid nodes to avoid interpolation
[86], which introduces several errors beyond numerical interpolation errors [70]. For full computational ef-
ficiency, these nodes should be the nearest neighbour. However, the resulting nearest neighbour velocity set
is not suitable to include thermal transport. Thus it is common to assume isothermal flow when discretiz-
ing the BE. This however is problematic, since for phase change, the isothermal assumption is not valid. In
section 2.4, it is explained how the thermal problem is incorporated back into the LBM model.

An important parameter that is dependent on the lattice is the speed of sound, cs . This parameter is in-
troduced since for many lattices the velocity set contains the factor 1/

p
3. As such, it is simpler and more

efficient to present and calculate with a velocity set given by c = ξ/cs . When using LBM to propagate sound
waves, the ideal wave equation recovered is ∇2p = 1

c2
s
∂2

t p. Thus, the waves travel at the speed of cs , i.e. the

speed of sound.

Velocity sets are named in a DnQm fashion, where n indicates the dimension, and m the number of velocities.
Common sets of velocities are: D1Q3, D2Q9, D3Q27, the first two shown in fig. 2.2. In some applications, the
D3Q27 lattice can be pruned to D3Q15 and D3Q19, all three shown in fig. 2.3, trading off some accuracy /
stability for computational efficiency. Individual velocity directions are given by the vector ci , where i is the
i th velocity direction in the set. As such fi is the particle distribution function in the i th velocity direction. fi

is often shortened to population, i.e. the particle population. There is no standard method to define which
velocity has what number, and as such care should be taken when using papers, although 0 is commonly
taken as the rest position.

Lattices with higher order truncations are possible to recover the full thermal NSE. These lattices that extend
beyond the nearest neighbour are called multispeed or higher-order lattices. An important lattice base is
D1Q5-ZOT (zero, one, three) lattice and its higher dimensional counterparts of D2Q25 and D3Q125 [23, 35].
This highlights that for a full recovering of the NSE in 3D requires a tremendous amount of memory and pro-
cessing. However with smart usages of various techniques, the computational cost can be decreased greatly.
It is possible to prune the lattice to a D3Q41 lattice, while still recovering the NSE to an acceptable level. It is
shown that with a pruned multispeed D2Q16 lattice, it is possible to simulate supersonic flow [29].
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Figure 2.2: D1Q3 and D2Q9 velocity sets taken from [64]

Figure 2.3: D3Q15, D3Q19 and D3Q27 velocity sets taken from [64]

2.2.3. Lattice Boltzmann equation

After discretization the Boltzmann equation, one can arrive at the lattice Boltzmann equations (LBE), eq. (2.10),
where ∆t is the timestep, which is for the nondimentionalized simulations simply 1, and often dropped from
the equations for clarity.

fi (x+ci∆t , t +∆t ) = fi (x, t )+Ωi (x, t ) (2.10)

The equilibrium particle distribution function f eq
i for the isothermal simplification is given in eq. (2.11),

where wi is the weight corresponding to the lattice used and current velocity direction ci . The macroscopic
density ρ and velocity u, can be calculated from the local node via eqs. (2.12) to (2.13)

f eq
i = wiρ

(
1+ u ·ci

c2
s

+ (u ·ci )2

2c4
s

− u ·u

2c2
s

)
(2.11)

ρ(x, t ) =∑
i

fi (x, t ) (2.12)

ρu(x, t ) =∑
i

ci fi (x, t ) (2.13)
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LBM simulations split the LBE into two parts, collision and streaming, [4], visualized in fig. 2.4. In the collision
step, the right hand side of the LBE is calculated and stored. The calculated population in the collision step is
usually noted via a superscript star. In the streaming step, the particle population at each node are updated
from the stored post collision populations. Demonstrating those two steps with the BGK collision operator
(resulting equation is often called lattice BGK or LBGK equation):

fi (x+ci∆t , t +∆t ) = fi (x, t )− ∆t

τ

(
fi (x, t )− f eq

i (x, t )
)

(2.14)

Collision step:

f ∗
i (x, t ) = fi (x, t )− ∆t

τ

(
fi (x, t )− f eq

i (x, t )
)

(2.15)

= fi (x, t )

(
1− ∆t

τ

)
+ f eq

i (x, t )
∆t

τ
(2.16)

Streaming step:
fi (x+ci∆t , t +∆t ) = f ∗

i (x, t ) (2.17)

Figure 2.4: "Particles (black) streaming from the central node to its neighbours, from which particles (grey) are streamed back. To the
left we see post-collision distributions f ∗i before streaming, and to the right we see pre-collision distributions fi after streaming" [64]

The above two collision and streaming steps are repeated till the end of the simulations. The only inter-
ruptions are saving the current simulation state. As can be seen, the LBM simulation calculation steps are
extremely straight forward. While the calculations are numerous, with up to 27 velocity directions in three
dimensions for isothermal flow, they are very simple.

All the calculations are fully local, requiring only information available at the local node and not neighbouring
nodes. This shows the strongest advantage of LBM, the scalability. LBM does not suffer greatly from splitting
the simulation domain into many smaller domains, and rejoining the boundaries are greatly simplified. The
simple computations and ease of scalability results that LBM can have a numerical edge over conventional
NS solvers. However, LBM requires a much larger memory capacity, and is often limited not by processing
speed, but by memory access speed. [8, 12, 97, 133]

2.2.4. Collision operators

The collision operator describes the tendency of the fluid to relax to its local equilibrium. As was mentioned
in section 2.2.1, the simplest collision operator is the BGK operator, repeated below for completion. Since
there is only one relaxation time, τ, the BGK is also called the single relaxation time (SRT) operator.

ΩBGK =−1

τ

(
f − f eq )

While the BGK is very popular due to its simplicity, it carries many problems because of it. All fluid properties
are linked to this one relaxation time, such as bulk and shear viscosity. And the relaxation time is interlinked
to the grid refinement. Changing the grid spacing, or time step, changes the relaxation time and thus viscos-
ity. This means that achieving the wanted viscosity may lead to very fine grid spacing and time steps, thus
resulting in long simulations.
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The BGK collision operator is not specific to the LBM, and does not require the BE to be discretised. However,
any collision operator mentioned from here on, is specific to the LBM and requires discretization.

Opposed to the BGK / SRT collision operator is the multiple relaxation time (MRT) collision operator. The
MRT collision operator relaxes each population fi with a different relaxation time, stored in a relaxation ma-
trix Λ. The BGK model is a special case of the MRT where all the relaxation times are equal. The relaxation is
most efficiently performed in the momentum space, thus an additional transformation matrix M is needed.
The matrix multiplication of M · f results in a momentum vector containing the velocity moments, m, up to
the same order as the truncation order used in the discretization. This includes density (zeroth order), mo-
mentum (first order), momentum flux i.e. pressure (second order) and higher order momenta. This results in
the MRT collision operator, eq. (2.18).

ΩMRT =−M−1ΛM
(
f− feq )=−M−1Λ

(
m−meq )

(2.18)

The advantage is that the MRT operator tends to be more stable, and fluid properties can be independently
adjusted for. Surprisingly, the MRT operator is only 15-20% more computationally expensive compared to
the BGK operator [64]. The main drawback is the implementation complexity, since all the matrices are QxQ
large. For a D3Q19 lattice, that results in two unique 19x19 matrices. In addition, not all values in these matri-
ces have a macroscopic definition, yet still must be defined. These are the higher order momenta recovered
from the BE which are not there in the NSE. While they do not impact the recovered NSE equation, they do
influence the simulations, and optimal choices can only be found via numerical studies.

A simpler approach compared to the MRT, while allowing for some flexibility in the viscosity choice, is the
two relaxation time (TRT) collision operator. The TRT is a special case of the MRT where one relaxation time
τ+ relaxes even order momenta, and the second τ− relaxes the odd order momenta [39, 40]. A numerical
trick, using the symmetry of the lattice, is used to define symmetric f + and anti-symmetric f − populations
and relaxing those, where the f ī is the population in the opposite velocity direction. The viscosity is purely a
function of τ+, and τ− can be gotten via the "magic" parameter ΛT RT [30].

ΩT RT =− 1

τ+
(

f +− f eq+)− 1

τ−
(

f −− f eq−)
(2.19)

fi = f +
i + f −

i f ±
i = fi ± f ī

2
(2.20)

ΛT RT =
(
τ+− 1

2

)(
τ−− 1

2

)
(2.21)

With TRT, the viscosity can be independently chosen, aiding in the stability and accuracy of the simulation.
Specific values of ΛT RT cancel out specific order of errors, thus allowing a simpler way to further achieve
better simulation accuracy and stability.

The BGK and MRT collision operators are used for incorporating the thermal problem back into the standard
LBM. Both the TRT and MRT were attempted to be used in combination with the multiphase LBM, but was
unsuccessfully implemented. However, the main recommendation provided of the thesis is to implement the
MRT collision operator for multiphase LBM, which is why it is provided in more detail.

In addition to the straight forward collision operators, there are others that encompass other theorems. A
noteworthy extension is the entropic collision operator, which is based on the fact that entropy must always
increase. Thus the collision operator is extended to include an additional term, based on the Boltzmann H -
Theorem, to ensure that entropy increases [10, 11, 155]. The resultant simulations tend to be more stable and
entropic LBM is promising for high Mach number simulations.

2.2.5. Recovering macroscopic properties

In section 2.2.3, it was briefly explained how the macroscopic density ρ and velocity u is recovered from LBM.
This section continues from that and explains how other physical properties are recovered from the LBM.
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The density and velocity are the more straightforward parameters that can be recovered and for convenience
are reiterated here:

ρ(x, t ) =∑
i

fi (x, t ) =∑
i

f eq
i (x, t )

ρu(x, t ) =∑
i

ci fi (x, t ) =∑
i

ci f eq
i (x, t )

It can be shown, using the Chapman-Enskog expansion, that the LBM BGK simulation recovers the following
equations eq. (2.22) [64], neglecting O(u3) terms, using the Einstein’s summations convention, where ∂t = ∂

∂t

and ∂αλ(x) = ∂λ(x)
∂xα

=∇λ(x)

∂tρ+∂γ
(
ρuγ

)= 0

∂t (ρu)+∂β
(
ρuαuβ

)=−∇(
ρc2

s

)+∂β [
ρc2

s

(
τ− ∆t

2

)(
∂βu +∂αuβ

)] (2.22)

From eq. (2.22), the definition of pressure can be seen, shown for clarity in eq. (2.23). Pressure is purely a
function of density. An overly simplified explanation is that the equation of state is a function of density and
temperature p(ρ,T ). Since the isothermal assumption is used, pressure becomes a function purely of density.

p = ρc2
s (2.23)

Another parallel that is possible to draw is that for an ideal gas, the following equation of state holds: pi deal =
ρRsp T . The speed of sound in a gas is defined as eq. (2.24), where the subscript s refers to a constant entropy,
i.e. constant temperature. Then substituting the ideal gas law into eq. (2.24) results in eq. (2.25), which shows
that c2

i deal = Rsp T . That can be substituted back into the ideal gas law showing that p = ρc2
i deal .

c2 =
(
∂p

∂ρ

)
s

(2.24)

=
(
∂p

∂ρ

)
s
=

(
∂(ρRsp T )

∂ρ

)
T
= Rsp T (2.25)

Using the same method as in pressure, the macroscopic viscosity is recovered, shown in eq. (2.26). For the
BGK nearest neighbour LBM, viscosity is purely a function of the relaxation time and timestep. For non-
dimensional simulations, the ∆t = 1, thus making viscosity further limited. This may look bit counter intu-
itive, and thus a small discussion is given.

νshear = c2
s

(
τ− ∆t

2

)
νbulk = 2

3
νshear

(2.26)

The BGK LBM has a unique error behaviour which has no counterpart in conventional simulation methods.
The relaxation time τ controls both the discretization error Er ≈ (τ/δt−1/2)2 and viscosity [64]. Thus simula-
tions are very dependent on this parameter and can lead to non-unique solutions to the same flow problem.
I.e., two simulations of the same flow problem but with different grid refinement will have two different τ
but the same macroscopic viscosity. Since the τ is different, the simulations results will be slightly different,
even though the same problem is simulated. Thus TRT and MRT collision operators, which can set viscosity
independently of τ are recommended to be used.

In case of using the TRT collision operator, the parameters related to relaxation time, i.e. viscosity, are
changed.
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ν= c2
s

(
τ+− ∆t

2

)
(2.27)

The MRT collision operator allows even more flexibility, allowing setting different viscosities for shear and
bulk.

νshear = c2
s

(
τν− 1

2

)
νbulk = c2

s

(
τζ−

1

2

)
− νshear

3
(2.28)

This study uses the BGK collision operator due to its simplicity, and attempts were made to implement the
MRT collision operator for multiphase flow without success. For the thermal problem, using the MRT vs
the BGK did not provide additional accuracy, but helped in the stability of the simulation. One of the main
recommendations is to implement the MRT collision operator for the multiphase LBM.

2.2.6. Implementation of forces

In this section, the method to implement forces into the LBM will be discussed. The inclusion of forces is not
a simple, but a well researched topic. Forces can be included into the LBE via several different ways, all of
which recover the NSE correctly, but deviate in higher order terms [64]. As such it usually matters little which
forcing scheme is used, unless large forces or high velocities are involved.

First, the generic LBGK with forces will be given. Then the Guo, Shan-Chen and Kupershtokh forcing schemes
that are relevant to this thesis are compared, highlighting how they are differing. Further discussion in how
these forcing schemes handle multiphase flow is illustrated in more detail in section 2.3.

The generic LBM, second-order accurate in space and time, with the BGK collision operator, see section 2.2.4,
is given in eq. (2.29) [51]. Adding the force also changes the actual fluid velocity, which is denoted as v . The
term Fi is the forcing term is defined in eq. (2.30). Guo et al. [51] showed that any forcing scheme can be
characterised in such manner, even if originally it may look quite different. The parameters A0, B and C are
specific to the forcing scheme used. They must fulfil the condition of hydrodynamic consistency.

fi (x+ci∆t , t +∆t ) = fi (x, t )+Ωi (x, t )+Fi (x, t ) (2.29)

Fi = wi

[
A0 − B ·ci

c2
s

+ C : (ci ci − c2
s I)

2c4
s

]
(2.30)

To conserve mass, A0 = 0, which is the case in all three of the schemes to be discussed. To recover the NSE,
B = Be F and C =Ce (vF+Fv)[51]. However, different approaches to Be , Ce , and v are used. The different values
for those are shown in table 2.1.

Table 2.1: Comparison of forcing schemes in Guo generic formulation [77]

Scheme Velocity in f eq
i Velocity in Fi Actual fluid velocity Be ,Ce

Shan-Chen u u+ τF
2ρ u+ F

2ρ 1

Kupershtokh u u+ F
2ρ u+ F

2ρ 1

Guo u+ F
2ρ u+ F

2ρ u+ F
2ρ 1− 1

2τ

Shan and Chen [125] have proposed in 1992 a very successful multiphase flow extension for the LBM, see
section 2.3.1. However, the forcing schemes back then resulted in instabilities. Thus Shan and Chen proposed
in the same paper a new forcing method, which is also applicable in standard LBM. In the original form, the
forcing method was only a shift in the equilibrium velocity, v = u+ τF/ρ , with no additional forcing term
Fi = 0.
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Kupershtokh’s [68] method originated in kinetic theory, wanting to express the forcing term as a shift in the
equilibrium populations. As such Fi = f eq

i (ρ,v)− f eq
i (ρ,u), where v = v+F/ρ. This ensures that the forcing

method behaves independent of τ used.

Guo et al.’s [51] approach was very methodical and is based on extensive analysis of the forcing schemes. Their
scheme results in no unwanted forcing artefacts in the momenta due to the space and time discretization [64].
As such, their scheme has become quite popular.

2.2.7. Boundary handling

The boundary handling of numerical simulations is an important part to ensure that the physical problem
domain is accurately represented. There are two types of boundaries: solid and open. The solid boundaries
are walls, where no fluid is passing through. Most problems are not enclosed by walls and as such open
boundaries, representing inlets and outlets, ensure the numerical domain closure.

Boundaries in LBM are not as straight forward as for conventional simulations. This is because the bound-
aries are described in the macroscopic viewpoint, such as no-slip at the walls, and then implemented in the
mesoscopic method. This allows flexibility in how it is implemented, resulting in several methods acting
differently in the mesoscopic model, but recovering the same macroscopic behaviour.

The book "The Lattice Boltzmann Method: Principles and Practice" by Krüger et al. [64] provides the most
complete overview of the boundary method with good explanations and comparisons. Other books, like [98],
skip over the boundaries or only lightly touch upon it. Original boundary papers assume a deep understand-
ing of LBM and only provide selective comparisons.

Solid boundaries

The solid boundary behaviour greatly depends if the continuum assumption is used. If used, one can assume
no slip flow, meaning that the tangential velocity to the wall is zero. If not, then a so called slip flow may be
present, with a possible non zero slip flow.

Since the lattices used in the fluid simulations commonly have more than just the orthogonal velocity di-
rections, they are well suited for handling complex geometry. Implementation and handling of edges and
corners are especially tricky in 3D.

For the LBM, the simplest solid boundary implementation is the bounce back (BB) scheme, illustrated in
fig. 2.5. For no slip flow, the incoming population is bounced back in the opposite direction. For slip flow, the
incoming population is reflected similar to light being reflected onto a mirror.

Figure 2.5: Illustration of mid-grid bounce-back taken from [4]

There are two numerical implementations for the BB scheme: fullway and halfway BB. Fullway BB means
that the population is streamed to the wall node and the reflection of the population happens in the next
time step, a total of two time steps. Halfway BB means that the population is reflected in the same time step.
The fullway is simpler to implement while the halfway is better for transient simulations.
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Both fullway and halfway BB assume that the wall is located halfway the node, and the node inside the wall is
called a ghost node. If placed exactly halfway, the BB scheme is second order accurate. The location however
is dependent on the relaxation time if the BGK collision operator is used. The TRT can be used to tune the
wall location and eliminate certain errors while the MRT is the most accurate. The error of BGK BB is of the
spatial second order and is visible as numerical slip.

To reduce the error, a new approach was taken resulting in wet-node methods. These methods assume that
the wall lies very close to the node itself, resulting in a model shown in fig. 2.6. The simplest of wet-node
methods is to assign an equilibrium population, based on the density, at the wall, resulting in the equilibrium
scheme. This scheme has excellent stability but is only valid for trivial simulations. The simple scheme was
extended to include a non-equilibrium part to allow non-trivial simulations. This part can be calculated via
several different methods, but most commonly is derived by extrapolating from non-local nodes.

Figure 2.6: Illustration of on grid boundary conditions [4]

Zou and He introduced the non-equilibrium BB (NEBB) scheme (also called Zou-He scheme) [160], which
incorporates principles from both the non-equilibrium extrapolation scheme and the BB scheme. The resul-
tant scheme is third order accurate in space but is only viable to use in 2D simulations and may be unstable.
Despite that, it is a popular choice for solid boundaries. Other third order accurate schemes include the
Inamuro scheme and the Noble scheme, but these are not covered in depth here. The Bouzidi scheme is
noteworthy for curved boundary handling.

When picking a boundary type, there is usually a trade-off between accuracy, stability, speed and complexity.
The trade-off differs for 2D and 3D simulations, and some boundary conditions, while very accurate in mo-
mentum, do not conserve mass. Since the ideal boundary condition vary depending on the simulation, it is
usually recommended to start with the BB and look into others if it is not sufficient [64].

Open boundaries

The open boundary behaviour covers both inlets and outlets to the numerical simulation. Common open
boundary conditions define a velocity profile or a constant pressure. Modifications to ensure proper handling
of pressure waves, or convection boundaries which mimic the Neumann boundary exist as well but are not
local.

The velocity boundary condition defines the velocity, while the density is variable. This is implemented using
the BB approach as well, however with a non-zero velocity (for both tangential and normal). This is similar to
a Dirichlet boundary condition for conventional simulations.

The pressure boundary condition defines the pressure, and for LBM in extension the density, while allowing
the velocity to vary. The implementation is using a so called anti bounce back approach.

Specialized open boundary conditions, such as the convective boundary condition for advection diffusion
problems based on finite differences can be used in combination with the above methods.
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Periodic boundary

A special case is the periodic boundary condition which loops the simulation domain. This boundary is
simple to implement and can be used to analyse cyclic phenomena. They also naturally conserve mass and
momentum, and thus care should be taken when implementing forces to not add net momentum to the
system. It is also possible to add a slight pressure increase to simulate a periodic pressure driven flow.

2.3. Multiphase LBM

This section introduces some methods that are available to introduce multiphase flow into the LBM. The mul-
tiphase flow method used in the simulations will be looked into in more detail subsequently in section 2.3.1.
A good summary regarding multiphase flow and phase change flow was performed by Q.Li et al. [80].

Multiphase flows can be grouped by how many different substances are interacting with each other. For
example, oil and water in their liquid state is an example of a multicomponent multiphase flow. Water evap-
orating into water vapour is a single component multiphase flow. In multicomponent flow, the transition
between two components is usually unwanted, the contrary being true for single component problems.

Different methods have been developed to tackle these different problems, such as the free energy, the colour
gradient, and the pseudopotential method. The free-energy method imposes macroscopic conditions onto
the simulation [135, 136], while the colour gradient method introduces surface tension via an additional col-
lision step [49, 118, 122]. However, both are unsuitable for high density ratio single component simulations
(phase change problem), and are used more often for multicomponent with similar densities (water-oil mix-
tures) [2, 64, 125].

The pseudopotential method, often named the Shan-Chen (SC) method, was introduced in 1993 by X.Shan
and H.Chen [125], and a 2014 review by L.Chen et al.[20] summarizes some advancements. The concept of
this method is to include non-local interaction to incorporate non-ideal equation of states. The method is
implemented by adding a local attraction force, which is dependent on the surrounding non-local densities.
The different phases emerge due to this attraction by forcing surrounding densities together. The forcing term
does not conserve local momentum, but does for the total momentum in the system. This method allows to
incorporate any non-ideal equation of state, such as the van der Waal equation of state. The original method
is often criticized to not be thermodynamically consistent, and only stable at high temperature ratios, and
thus low density ratios. But these issues have been alleviated recently, making it a popular multiphase flow
method. This method is applicable for both single and multicomponent fluid flows.

In a comparative analysis [103], it was found that the LBM can simulate multiphase flow an order of magni-
tude faster than a comparative NS volume of fluid solver.

The aforementioned entropic lattice Boltzmann method, section 2.2.4, can be incorporated into the free en-
ergy multiphase flow, greatly aiding the stability and thus extending the simulation range for multiphase
problems [95, 96].

2.3.1. Pseudopotential method

In the previous section, section 2.3, the core concept of the pseudopotential method is introduced. This
section discusses the method in more detail, presenting the forcing term and the extensions to enhance the
original method to be thermodynamically consistent and viable for larger temperature ratios.

For a better understanding, a visual process of the phase separation is given in figs. 2.7 to 2.12. A water
liquid/vapour mixture with average density of 1.3 with random fluctuations is initiated in a cube with periodic
boundaries, initial state is shown in fig. 2.7. The non-dimensionalized densities are 8.2 for liquid and 0.04 for
vapour. The phases separate, via spinodal decomposition [53], and water droplets emerge figs. 2.8 to 2.9.
Then the droplets coalesce figs. 2.10 to 2.11 to form the lowest energy state of the system , which is either a
single spherical droplet fig. 2.12, or a sheet of water depending on the average density available [53].
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Figure 2.7: Pseudopotential phase separation process.
Showcasing the initial conditions with random density

fluctuations. ∆t = 0

Figure 2.8: Pseudopotential phase separation process. Droplets
start to form by attracting density from the local surroundings.

∆t = 600

Figure 2.9: Pseudopotential phase separation process. Formed
droplets continue to grow till surrounding density is at vapour

density shown as transparent. ∆t = 800

Figure 2.10: Pseudopotential phase separation process.
Droplets coalesce into bigger droplets, here only two remain.

∆t = 3800

Figure 2.11: Pseudopotential phase separation process.
Droplets coalesce into bigger droplets, an example coalescence

is shown. ∆t = 4000
Figure 2.12: Pseudopotential phase separation process. The
final state with one spherical droplet remaining. ∆t = 40000

The popular implementation of the pseudopotential is its single component nearest neighbour form. The
non dimensionalized pseudopotential forcing term at location x is expressed as shown in eq. (2.31).

F(x) =−ψ(x)G
∑

i
wiψ(x+ci )ci (2.31)

Where ψ is the pseudopotential function, G the interaction strength, wi the weight of the velocity direction
and ci the velocity direction vector.

The pseudopotential function describes the effective density used in the force calculation. It is purely based
on the local density. Possible functions include eqs. (2.32) to (2.34), where the first one only works for multi-
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component pseudopotential which was not introduced. The other two are both bounded such that the force
lessens the closer it is to the reference density / pseudopotential.

ψ(ρ) = ρ (2.32)

ψ(ρ) =p
ρ0 ·

(
1−e

− ρ
ρ0

)
(2.33)

ψ(ρ) =ψ0 ·e−
ψ0
ρ (2.34)

Recovering the impact of the pseudopotential forcing onto the macroscopic continuum flow shows two im-
pacts; emergence of surface tension and non-ideal equation of state. [124]

The pseudopotential force also introduces macroscopic surface tension, shown in eq. (2.35), which com-
pared to the diffuse interface surface tension force F = κρ∇δρ shows several parallels. Instead of density, the
pseudopotential defines the surface tension and the parameter G determines the strength.

F =−c4
s G

2
ψ∇δψ (2.35)

Including this forcing term into the simulation also changes the recovered macroscopic equation of state.
Instead of p = ρc2

s , as is shown in section 2.2.5, the recovered macroscopic equation of state is shown in
eq. (2.36). With the additional term the equation of state is no longer ideal, allowing for two phases to coexist.

p = ρc2
s +

c2
s G

2
ψ2(ρ) (2.36)

The pseudopotential method has been used to simulate droplet merger , droplet impact on straight [115] and
curved surfaces [26], droplet splashing [78]. Due to its simplicity and mesoscopic origin, it has become quite
popular.

Higher order lattices for the pseudopotential multiphase flow exist, which allows incorporation of more accu-
rate forcing representations, and lower spurious currents (velocity flows that occur due to simulating curved
surfaces on a regular grid, see section 4.2.2 for more detail) [37, 99, 124]. The pseudopotential method can
also be used for multicomponent, and allows for simulating complex multicomponent flow such as emulsion
[102].

The pseudopotential does have a few flaws. In its original form, the resultant phases have a low density ratio.
If any other than a specific equation of state is used, the simulation is also thermodynamically inconsistent.
Many of those can be solved by using a realistic equation of state section 2.3.2 in combination with a modified
forcing scheme section 2.3.4.

A flaw which is not addressed is that the pseudopotential for nearest neighbour is purely attractive, and as
such all liquid will eventually coalesce into one blob. Including mid-range interactions can be used to include
a repulsive term and allow for droplets coalescence avoidance [22, 33, 112, 121].

2.3.2. Equation of state

As mentioned in section 2.3.1, the pseudopotential method requires an equation of state to work. For the
incompressible isothermal LBM, there exists only a single equation of state (EoS) that is thermodynamically
consistent, eq. (2.34) with ψ0 = 1 [77]. However, the resultant densities and simulations are not practical.

It is possible to rearrange the non-ideal equation of state to get a definition for ψ as a function of pressure,
eq. (2.37). The pressure can then be defined by an arbitrary equation of state, such as the van der Waals
equation of state. However, the resultant simulations are not always thermodynamically consistent.
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ψ(ρ) =
√

2(PEoS (ρ)−ρc2
s )

c2
s G

(2.37)

Yuan and Schaefer [150] incorporated several equations of states and compared them. The EoS investi-
gated by them are the van der Waals, Peng-Robinson, Redlich-Kwong, Redlich-Kwong-Soave and Carnahan-
Starling. For validation, they compared their simulations to saturated water properties, and concluded that
water is best represented by the Peng-Robinson (PR) equation of state, shown in eq. (2.38)[42, 150]. The PR
equation of state is well known for its applicability for dipole molecule due to their inclusion of the acentric
factor [89, 159].

p = ρRT

1−bρ
− aρ2α(ωEoS )

1+2bρ−b2ρ2 (2.38)

α(ωEoS ) =
[

1+ (
0.37464+1.54226ωEoS −0.26992ω2

EoS

)(
1−

√
T

Tc

)]2

(2.39)

Yuan and Schaefer [150] used values of a = 2
49 , b= 2

21 , and R = 1 for their comparisons of the cubic EoS. Since
the majority of literature is based on their paper, these values have become quite prevalent. A note is that the
parameter a is adjusted to change the interface width, but is usually a multiple of 1

49 . The acentric factor that
they used is ωEoS = 0.344

For water the critical point is pc = 220.64 bar, Tc = 647.±2 K and ρc = 322 kg/m3, where when needed the
acentricity ωEoS = 0.3443 is used [106].

2.3.3. Maxwell construction

The Maxwell construction can be used to calculate the liquid and vapour densities predicted by an equation
of state. These predicted densities are used to verify that the simulation is correctly modelling multiphase
flow. This method is also called the Maxwell equal area rule, or just equal area method, but in this thesis it is
referred to as Maxwell construction.

The non-ideal equations of state in section 2.3.2 all have a physical deficiency. In a thermal equilibrium,
pressure should not increase as volume increases. Any isothermal curve plotted for pressure - volume, below
the critical temperature, has a segment where the curve’s pressure increases as the volume increases, as can be
seen in fig. 2.13. This is of course an aphysical phenomena, going against the statement of a fluid in thermal
equilibrium. Theoretically, this segment describes a fluid whose liquid and gas phases are inseparable and
transition smoothly, i.e. a supercritical fluid below the critical point.

To remedy this physical deficiency in the equation of state, a horizontal line is introduced into the plot, as
shown in fig. 2.14. This line represents real fluid behaviour to separate into liquid and vapour at a specific
pressure. This line intersects the isotherm curve three times, creating two areas. The left most intersection
gives the liquid density, the rightmost the vapour density. The Maxwell construction postulates that the two
areas have to be equal. In mathematical terms, this is expressed as the integral from vsp,l to vsp,v of the
equation of state [5, 20, 64].

∫ vsp,l

vsp,v

PEoS dvsp = Ps (vsp,v − vsp,l ) (2.40)

∫ vsp,l

vsp,v

PEoS −Ps dvsp = 0 (2.41)

The fact that this line exists and that the two areas are equal can also be explained via the concept of Gibbs
potential: "The abrupt transition from vapor to liquid during a process of isothermal compression can there-
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Figure 2.13: Three-dimensional surface corresponding to the van der Waals equation of state taken from [5]

Figure 2.14: Maxwell construction for determining the pressure of the gas–liquid transition taken from [5]

fore be rationalized by invoking the principle of minimum Gibbs free energy at constant temperature and
pressure." [5]

2.3.4. Pseudopotential forcing scheme

In section 2.3.1, the pseudopotential multiphase flow method is presented. In the conclusion it was stated
that in its original form, there are a few issues remaining. The inclusion of a realistic equation of state is given
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in detail in section 2.3.2, however, the thermodynamic inconsistency issue remains unanswered. The issue is
presented here in more detail and two possible solutions are presented.

The thermodynamic inconsistency problem of the pseudopotential is a major point to criticize the method.
How inconsistent the simulation is, is also dependent on how the force is implemented and what the relax-
ation time is. Where different combinations of relaxation time and force schemes resulted in better or worse
outcomes [134]. It is noteworthy that the theoretically most accurate forcing scheme, the Guo forcing scheme,
performs worst [113].

There are a few methods to achieve the thermodynamic consistency with a realistic EoS, however two are
mentioned here: the beta scheme and Li’s modified Guo velocity scheme. They are chosen due to the popu-
larity of the methods.

The beta scheme [1, 42], introduced in 2011 by Gong and Cheng, modifies the original forcing term of the
pseudopotential to eq. (2.42). Choosing an appropriate β allows to approximate thermodynamic consis-
tency and reduce spurious currents. When β= 1 the scheme reduces to the original pseudopotential forcing
scheme.

F =−β
[
ψ(x)G

∑
i
ψ(x+ci )ci

]
+ 1−β

2

[
G

∑
i
ψ(x+ci )2ci

]
(2.42)

In the next year, Li et al. [77] performed a higher order forcing scheme analysis and noted that the SC and
EDM forcing schemes outperforms the Guo forcing scheme, since the introduced higher order errors cancel
out the higher order errors of the pseudopotential force. With that knowledge they proposed a modified
Guo forcing scheme, adding a correction term to cancel out the pseudopotential error term. The original
pseudopotential force is kept the same, unlike in the beta scheme. Li and Lou later expanded their scheme
for usage with MRT for D2Q9 [78], for D3Q15 by Xu et al. [148] and for D3Q19 by Zhang et al. [153].

The proposed modification to the Guo forcing scheme, detailed in section 2.2.6, is to add a velocity shift
dependent on the local force and pseudopotential. The BGK version is shown in eq. (2.43), where the modified
velocity term is given by eq. (2.44). The term ν is the kinematic viscosity, which they define as eq. (2.45).
Compared to the general BGK viscosity (eq. (2.26): ν= c2

s (τ−0.5) ) , the c2
s term is missing. That may however

be a printing error, since reproduction of their results resulted in a different value used, which is detailed in
section 3.3.

Fi = wi

(
1− 1

2τ

)[
ci −v′

c2
s

+ ci ·v′

c4
s

ci

]
F (2.43)

v′ = v+ σF

νψ2 (2.44)

ν= τ−0.5 (2.45)

Comparisons of Li et al’s method with the three base methods and with a modified Kupershtokh method can
be found in a paper by A.Hu, L.Li and R.Uddin [56]. They concluded that Li et al’s method is an improvement,
slightly better than the modified Kupershtokh and much better than the base three when comparing thermo-
dynamic consistency. They also mentioned that "the numerical errors and effect of τ are still noticeable when
the temperatures are relatively low, especially when interfaces are curved" [56], where the lowest temperature
ratio tested was 0.6.

2.3.5. Surface wettability

The surface wettability is usually characterized by the contact angle a droplet makes on the surface. To model
this interaction, the fluid next to the wall experiences an additional force Fs . Various approaches have been
taken to modelling this force. They are all similar to the definition of the pseudopotential method, and make
use of a switching function s(x). This switching function is 1 for walls, and 0 otherwise. A good summary of
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the various methods are given by Li et al. [80], and are paraphrased here. The contact angle can be calculated
from the droplet height and the wetting length as is explained in [31].

The first method gives the fluid a force dependent on the parameter Gw and local density ρ as shown in
eq. (2.46) [96]. The parameter Gw can be used to adjust the contact angle. This method is used by Wi et al.
[146] to simulate the microchannel nucleation using surface patterns with different wettability.

Fs(x) =Gwρ(x)
∑

i
wi s(x+ci )ci (2.46)

It is also possible to give the wall a fictitious density, and model the wall as if it were a fluid [7, 130]. The
resultant equation, shown in eq. (2.47), where G is the same as the pseudopotential. Since this method is easy
to implement, it is also widely used [20, 26]. A snapshot of a droplet for various different wall densities are
given in fig. 2.15, see section 2.3.5.

Fs(x) =Gψ(x)
∑

i
wiψ(x+ci )ci (2.47)

Figure 2.15: Showcasing the droplet contours at various surface wettability levels.

Li et al. [79, 80] performed an analysis comparing the previous two implementations and found that a com-
bination of the two performs best, where they swap between the two depending on whether the surface is
more hydrophobic or more hydrophilic. Extensions for the methods exist for correct modelling of a moving
droplet tail, and multirange approaches [115].

2.3.6. Gravity

There are three main ways to implement gravity, shown in eqs. (2.48) to (2.50), where g is the gravitational
vector [152]. The method described in eq. (2.48) directly implements gravity affecting every single fluid node
proportional to the local density.

Fg (x) = ρ(x)g (2.48)

The magnitude of the force can be reduced by only modelling the buoyancy eq. (2.49). This can be interpreted
that only fluid nodes lighter than the liquid experiences a force. A complementarity implementation is using
vapour density ρv , thus applying force to liquid nodes only.

Fg (x) = (
ρ(x)−ρl

)
g (2.49)

The last method eq. (2.50) describes the gravitational force without adding a net momentum to the simulated
system. This is useful for simulations with periodic boundaries, such as for infinitely falling droplets, since
no net energy is introduced into the system through gravity.

Fg (x) = (
ρ(x)−ρav g

)
g (2.50)
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2.4. Thermal LBM

Up to this point, the LBM methods discussed use the isothermal assumption. This section starts with giv-
ing an overview of the different methods for implementing temperature into the LBM: multispeed, double
distribution and hybrid. It continues with discussing the used method in more detail, section 2.4.1, includ-
ing how the boundary conditions differ from the conventional LBM. The section concludes with the topic of
multiphase thermal simulations including phase change.

Multispeed lattice method

In section 2.2.2, it is mentioned that the nearest neighbour velocity set is not suitable to include thermal
transport. This implies correctly that a higher order velocity sets can be used to simulate thermal transport
[107, 111]. However, since higher order velocity sets are more complex to implement efficiently into simula-
tion frameworks, it is not commonly used [93].

Double distribution function method

From a transport phenomena point of view, the LBM effectively solves the momentum advection diffusion
problem of a fluid flow, where advection-diffusion is shown in fig. 2.16. Replacing momentum with tem-
perature and LBM can be used to solve thermal advection-diffusion problems. This results in two separate
problems, each solved on its own lattice. The advection of the thermal problem is coupled with the velocity
of the fluid. This method is called the double distribution function (DDF) [64, 127, 152].

Figure 2.16: "Illustration of pure advection (left), pure diffusion (middle) and advection-diffusion (right). u and D are the advection
velocity and diffusion coefficients, respectively. The grey curve is and initial concentration distribution C(x,t=0), the black curve shows

the concentration at a later time" [64]

Hybrid method

It is possible to utilize the regular grid of the LBM to simulate the temperature advection diffusion problem by
using a classical finite difference (FD) or volume of fluid (VoF) method. This results in a hybrid thermal LBM
[47, 79, 81]. The advantage is that the underlying physics are well understood, relying on the long history these
methods in numerical simulations. The disadvantage is that the temperature is simulated using macroscopic
methods, and thus loose the computational advantages of the LBM solver (computational speed and ease for
parallelizing).

2.4.1. Double distribution function

The double distribution function is solving the advection diffusion (AD) problem of a concentration. For ther-
mal AD, the concentration C can be temperature, internal or total energy. Viscous heating and compression
work is usually neglected or added as a source term to the dynamics [64]. The resultant equation is shown
in eq. (2.51), where gi is the particle distribution function for the secondary lattice and Q representing the
source term eq. (2.53), where q is the macroscopic source. The recovered macroscopic thermal equation is
given eq. (2.55) [64].

The thermal diffusion, D , is dependent on the relaxation time used eq. (2.54). An example for a thermal LBM
with different thermal diffusivity is presented by [143]. However, due to both thermal and fluid lattice sharing
the same spatial and time steps, the diffusion between the fluid and thermal can only deviate by so much.
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To enable simulations that work for both diffusivities, the lowest diffusivity is used with the lowest possible
relaxation time τ. Then the other relaxation time is calculated with the set grid refinement. An extreme case
example may be, that for the thermal problem τ ≈ 0.6 is used, which results for the fluid τ ≈ 10. This would
work, but the computational time would be very much excessive. TRT and MRT collision operators alleviate
this problem somewhat.

A workaround is to use the source term eq. (2.53) to remove the LBM AD and add a calculated source term
based on finite difference, resulting in a semi-hybrid thermal method [57, 82]. This however is computation-
ally inefficient and thus it is recommended that a different method is used.

gi (x+ci∆t , t +∆t ) = gi (x, t )+Ωi (x, t )+Qi (2.51)∑
i

gi =
∑

i
g eq

i =C (2.52)

Qi =
(
1− 1

2τg

)
wi q (2.53)

D = c2
s

(
τg − 1

2

)
(2.54)

∂C

∂t
+∇· (C u) =∇· (D∇C )+q (2.55)

When using internal or total energy as the simulated concentration, an additional error arise from the force
affecting the local density which is present in both the fluid and thermal lattice [81]. This forcing error can be
neglected for small forces, but at multiphase interfaces, this force becomes large and as such the error term
needs to be corrected. This term is only needed when internal or total energy is used, not for temperature, as
was done by [152].

Since the temperature AD problem only has one conserved quantity (temperature) and not two as in the
fluid (density, velocity), it is possible to prune the used lattice further to a D2Q5 and D3Q7 [64]. Using MRT
dynamics with a pruned lattice results in an accuracy comparable to a D2Q9 or D3Q19 with BGK dynamics,
while being computationally less expensive [63, 75, 87]. While for fluid flow, the second order truncation
of the equilibrium distribution function is used, it is sometimes beneficial to use the first order truncation,
shown eq. (2.56) where C is defined by eq. (2.52) and u is defined by the fluid lattice, to eliminate certain
numerical errors for the AD lattice [64, 82].

g eq
i = wi C

(
1+ ci ·u

c2
s

)
(2.56)

Since the DDF is used for the thermal flow, the boundary conditions for the fluid flows section 2.2.7 can be
applied to the thermal flows. An adiabatic wall can be represented by the bounce back method. A constant
temperature wall is implemented using a constant pressure wall. A heatflux can be modelled by adding a
local source term to a pressure wall, or using a Inamuro boundary condition. [64]

2.4.2. Phase change LBM

For phase change LBM using the DDF approach, there are two parts that need to be included. The phase
change in the fluid lattice and the latent heat in the thermal lattice.

First is the phase change in the fluid lattice, which for the potential method is quite straight forward. During
the computation of the pseudopotential, one of the input to the EoS is the temperature. A higher temperature
lowers the potential, and by extension the force, in the liquid and increases the potential for the vapour. This
results in any liquid near the interface to evaporate and increase the vapour density, resulting in evaporation.
To ensure that phase change does not happen, a constant temperature for the pseudopotential calculation
must be kept [57].
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When not using the pseudopotential method, another possible method is defining the evaporative massflow
rate. This rate specifies at interfaces how much liquid is evaporating to vapour. The massflow rate can be
determined from Cahn-Hilliard continuity equation [32, 119, 120].

Secondly is the incorporation of the latent heat during phase change, where the macroscopic phase change
temperature equation is given in eq. (2.57), where q represents the energy change due to phase change. The
DDF energy equation contains the source term Qi , which has to ensure the local energy balance is kept. At
minimum, this term contains the latent heat, but can be extended to include other corrections, such as the
impact of a changing thermal conductivity in the phase interface. Two approaches are presented below.

∂T

∂t
+u ·∇C = ∇· (λ∇C )

ρcv
+q (2.57)

The first approach starts from the macroscopic energy balance equation for a general multicomponent mul-
tiphase flow and incorporates the latent heat directly, shown in eq. (2.58) where hl v is the latent heat, cp the
specific heat at constant pressure and φ a marker function which is zero for vapour and one for liquid [152].
This is performed by Kamali et al. [57] and continued by Zarghami et al. [152].

q =−hl v

cp

dφ(ρ)

dρ

dρ

d t
(2.58)

φ(ρ) = (ρ−ρvap )/(ρl i q −ρvap ) (2.59)

The approach by Zarghami was used originally in this thesis, but resultant simulations showed aphysical
behaviour. Using the model as presented resulted in heat always flowing from the vapour phase into the
liquid phase. A more detailed analysis of their model used showed that Zarghami et al. included the force
correction term of Li et al. [81] for energy based DDF into their temperature based DDF. This is however not
needed as is shown in section 2.4.3.

Since the method given by Zarghami et al. is faulty, a different method is used in the thesis. This second
approach derives a thermal source term from the thermodynamic local entropy balance equation, neglecting
viscous heat dissipation, using the equation of state from the pseudopotential. This method was first given
by Házi and Márkus [53], which they rewrote for computational efficiency in [93], shown in eq. (2.60).

q =− T

ρcv

(
∂PEoS

∂T

)
ρ

∇·u (2.60)

To correct for LBM solving ∇ · (T u) instead of u · ∇T , the source term often includes the term T∇ ·u and are
combined as shown in eq. (2.61).

q = T

[
1− T

ρcv

(
∂PEoS

∂T

)
ρ

]
∇·u (2.61)

Gong and Cheng [41–43] used this thermodynamic entropy based source term and studied nucleate boiling
using the DDF thermal method. This method is also used to simulate microchannel nucleation by Wi et
al.[146]. In 2015, Q.Li et al. [79] showed that it is possible to simulate the whole spectrum of the boiling curve
with LBM using the hybrid thermal approach. In 2017, Q.Li et al. [82], improved Gong and Cheng’s thermal
LBM to include variable thermal conductivity via the semi-hybrid approach and eliminate certain errors. In
2018, W.Gong et al. [45] showed an alternative heat equation to be solved using a hybrid LBM simulation. In
2020, Mukherjee at al. [101] used this method to simulate bubble departure in microchannels.

W.Gong et al. [45] said that "the term T
ρcv

(
∂PEOS
∂T

)
ρ
∇·v existing in the recovered macroscopic energy equation

in most of the normally used pseudopotential thermal LB models for liquid-vapour phase change, is para-
doxical because the equations of state for both ideal gas and non-ideal gas are adopted simultaneously in the
derivation process." This statement was refuted by Q.Li et al. [83] in a technical note stating: "In this technical
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note we clarify that the modified phase change pseudopotential LB model proposed by Gong et al. was based
on a misunderstanding of the derivations in the previous studies"

The exact mechanism behind the flow boiling using the pseudopotential are slowly being revealed, where
Q.Li et al. [84] published in 2020 a paper detailing their qualitative observations and presenting correlations
between pseudopotential LBM to thermodynamic theory.

2.4.3. Chapman-Enskog analysis

This section details the Chapman-Enskog analysis performed by Li et al. [81] on their DDF force correction,
except that instead of internal energy, temperature is used for the secondary lattice. The analysis shows that
the correction factor presented in their paper is only needed when using internal energy.

The starting point for the analysis is eq. (2.51), which rewritten and expanding the collision operator gives
eq. (2.62). The tracked concentration is the internal energy, as defined in eq. (2.63).

gi (x+ci∆t , t +∆t )− gi (x, t ) = 1

τg

(
gi − g eq

i

)
(2.62)

gi = cv T f eq
i (2.63)

First the eq. (2.62) is expanded using the Taylor series.

δt (∂t +ci ·∇)gi +
δ2

t

2
(∂t +ci ·∇)2gi + ... =− 1

τg

(
gi − g eq

i

)
(2.64)

Then the following multiscale expansion is used, eq. (2.65), to rewrite eq. (2.64) into their scale orders eq. (2.66)
and eq. (2.67).

∂t = ∂t0 +δt∂t1

gi = g eq
i +δt g (1)

i +δ2
t g (2)

i

(2.65)

O(δt ) : (∂t0 +ci ·∇)g eq
i =− 1

τg
g (1)

i (2.66)

O(δ2
t ) : ∂t1g eq

i + (∂t0 +ci ·∇)g (1)
i + 1

2
(∂t0 +ci ·∇)2g eq

i =− 1

2
g (2)

i (2.67)

Merging eq. (2.66) into eq. (2.67) results in eq. (2.68).

O(δ2
t ) : ∂t1g eq

i + (∂t0 +ci ·∇)g (1)
i

(
1− 1

2τ− g

)
=− 1

2
g (2)

i (2.68)

Up to this point the Chapman-Enskog analysis did not deviate from what Li et al.[81] did. For the next part,
they used the internal energy approach eq. (2.63), whereas here

∑
i gi = T is used. Taking the summations of

eq. (2.66) and eq. (2.68) results in the zeroth and first order moments [64].

∂t0(T )+∇· (T u) = 0 (2.69)

∂t2(T )+∇·
(
1− 1

2τg

)∑
i

ci g (1)
i (2.70)

The summation in eq. (2.70) remains since the velocity is taken from the fluid lattice and thus the first order
moment is not conserved [64]. Taking the moment summation of eq. (2.66) results in eq. (2.71).
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∑
i

ci g (1)
i =−τg

[
∂t0

(∑
i

ci g eq
i

)
+∇·∑

i
ci ci g eq

i

]
(2.71)

At this point the Chapman-Enskog analysis deviates strongly from what Li et al have. For Li et al. using
g eq

i = cv T f eq
i result in the following two evaluations eq. (2.72) and eq. (2.73) required to fill into eq. (2.71).

∂t0

(∑
i

ci g eq
i

)
= ∂t0(ρcv T u) ≡ u∂t0(ρcv T )+ρcv T∂t0u (2.72)

∇·∑
i

ci ci g eq
i =∇· (ρcv T uu)+ cvρc2

s ∇T + cv T c2
s ∇ρ (2.73)

Using the usual Chapman-Enskog momentum conservation eq. (2.74), they thus obtain the macroscopic
thermal equation shown in eq. (2.75).

ρ∂t0u =−c2
s ρu ·∇u−∇(c2

s ρ)+F (2.74)

∂t (ρcv T )+∇· (ρcv T u) =∇· (D∇T + λT F

c2
s ρ

) (2.75)

Comparing eq. (2.75) and the macroscopic temperature equation, Li et al. identified an error term Er = λT F
c2

s ρ

and proposed a correction factor. However, when using
∑

i g eq
i = T the eq. (2.72) and eq. (2.73) become

eq. (2.76) and eq. (2.77). Those do not require the Chapman-Enskog momentum conservation equation,
and thus do not introduce the force specific error.

∂t0

(∑
i

ci g eq
i

)
= ∂t0(T u) ≡ u∂t0(T )+T∂t0u (2.76)

∇·∑
i

ci ci g eq
i =∇· (T uu)+ c2

s ∇T (2.77)

There is however an error that remains, which is expressed in eq. (2.78) [64]. In another paper from Li et al.
[82] they showed how to correct for that error.

Er =∇·D ∂t (T u) (2.78)

2.4.4. Summary thermal LBM to be implemented

The approach taken in this thesis is based on the semi-hybrid thermal method proposed by Li et al. [82],
shown in eq. (2.79). The phase change term is based on the findings of Házi and Márkus [53, 93], while the
semi-hybrid approach is the same as in Kamali et al. [57].

gi (x+ci∆t , t +∆t )− gi (x, t ) =− 1

τg

(
gi − g eq

i

)+Ci +
(
Gi + 1

2

∂Gi

∂t

)
(2.79)

Ci =
(
1− 1

2τg

)
wi ci · ∂(T u)

∂t

c2
s

(2.80)

Li et al. [82] provide a detailed analysis of the errors of this method and how to eliminate the lower order error
terms. Their source term, Gi eq. (2.81), implementation is different from usual, lacking the 1− 1

2τg
term of Qi
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and making it explicit in time. Otherwise their correction factors would result in an implicit scheme, which
would need to be solved iteratively. The source term of the thermal simulation is shown in eq. (2.82).

Gi = wi q (2.81)

q = 1

ρcv
∇· (λ∇T )−∇· (D∇T )+T

[
1− 1

ρcv

(
∂PEoS

∂T

)
ρ

]
∇·u (2.82)



3 Implementation Lattice Boltzmann
Method

This chapter details how the lattice Boltzmann method simulation was set up. The code package used, and
the available features of said package are introduced. Then the necessary extensions required are given such
that the simulations can be used for phase change thermal flows. The chapter is concluded with steps re-
quired for verification of the code.

3.1. LBM simulation frameworks

There are two big opensource LBM code packages that implement LBM as flow solvers: OpenLB and Pala-
bos. OpenLB and Palabos share many of the same functions and source code, and are often called twin code
packages. A key difference is that Palabos was backed by a startup called Flowkit, which accelerated its de-
velopment. Thus Palabos had for a time more features than OpenLB. This allowed it to establish itself in the
scientific community as the code package to be used. Flowkit was acquired by Numeca in 2018 [108], and
development was essentially stopped with no new updates being released. This allowed OpenLB to catch up
feature wise with Palabos.

The University of Geneva took over the hosting and developing of Palabos [71], which, looking at their GitHub
activity [38], they initialised late 2019 and started development around May 2020. In late 2019 when a choice
needed to be made for which code package to use for this thesis, the OpenLB [61] was chosen due to the
uncertainty of support of Palabos. The version of OpenLB used is v1.3-1.

A list of features are given in the user document provided by OpenLB, but relevant features of OpenLB v1.3-1
include:

• Lattice Boltzmann models

– BGK model for fluids

– Multiple Relaxation Times (MRT)

– Porous media model

• Multi physics coupling

– Shan-Chen two-component fluid

– Thermal fluid with Boussinesq approximation

• Lattice Structures

– D2Q9

– D3Q15

– D3Q19

– D3Q27

A few relevant features that are also implemented, but not mentioned in their list are lattice Boltzmann mod-
els and structures for advection diffusion lattices, and convection boundaries. The biggest benefit is that
OpenLB provides a robust framework in which you can simulate and modify the models easily. It also allows
for the simulation to be run on multiple processing cores relative easily.

31
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3.2. OpenLB extensions

OpenLB provides a great framework for LBM simulations, but does not provide all the necessary models to
simulate phase change flow. Therefore, OpenLB is extended to include additional models. These models
are all explained in this chapter, including a new forcing method, the Maxwell construction, scalable wall
wettability, multiphase thermal flow coupling, and a semi-hybrid thermal flow coupling, and finally a proper
gravity implementation. Finally, any bugs found and missing features that are included are presented.

The source code for all the extensions is provided in this github repository (note that some classes were re-
named): https://github.com/JuliusWeinmiller/ThermalMultiphaseOpenLB

This was released to the OpenLB community in this forum post: https://www.openlb.net/forum/t
opic/thermal-multiphase-flow-openlb-extension/

In addition, this section details some measures taken regarding the multiphase inlet/outlet. The github
repository examples do not contain anything specifically to the inlet/outlet. The github repository for the
code used in my thesis are found here: https://github.com/JuliusWeinmiller/ThesisLBM

OpenLB has released a new version v1.4, which is not compatible with the code produced with the thesis.
However, after releasing the code to the OpenLB community, an offer to directly implement the code into
OpenLB was given. Thus hopefully in the near future, the code produced will be part of the core OpenLB
framework, which includes any future versions.

3.2.1. Adding extensions to OpenLB

All the extensions written are separated from the main OpenLB source code. The main advantages are that
it is possible to add these extensions to any future OpenLB versions. Also, by not changing the source code,
the chances of introducing bugs to the core framework is reduced. However, it is necessary to point the make
compiler to the extension folder such that the extensions can be used.

The extension can be downloaded from GitHub and added as a directory in the OpenLB folder. To make
the extensions accessible to the compiler, the extension folder needs to be added to the linked folders. This
is done via the makefile gobal.mk. In the definition of the variable SUBDRIS and INCLUDEDIRS, the
following needs to be added: "PathToExtension/ThesisIncludes \".

In addition, the computation of the equilibrium densities makes usage of the GNU scientific library (GSL).
Installation of GSL can be either done on system level or locally by adding it as a directory and pointing to
it in the gobal.mk makefile. These libraries can be linked to the compiler globally or locally depending
on usage. Linking GSL globally is done by adding "-lgsl -lgslcblas" to the variable LIBS. Linking it
locally is done by editing the makefile of the program (not the global makefile) and adding "-lgsl -
lgslcblas" to the line $(CXX) $(foreach file, $(SRC), $(file:.cpp=.o)) $(LDFLAGS)
-L$(ROOT)/$(LIBDIR) -l$(LIB) -lz -o $@ after the -lz term.

3.3. New forcing method

In a previous section 2.3.4, the need for an additional forcing algorithm was explained. This forcing algo-
rithm ensures that the simulation is thermodynamically consistent. The paper by Li. et al [77] describes the
method, and this subsection will detail the implementation. In section 4.2, the simulation thermodynamic
consistency is verified, which is only possible due to this forcing method.

3.3.1. BGK implementation

Li et al. proposed a modification to the Guo forcing method, which introduces a stabilizing term to the forcing
method. This forcing method will be called modified Guo forcing method. The proposed modification is to
add a term, dependent on the local force and pseudopotential, to the velocity used in the forcing scheme

https://github.com/JuliusWeinmiller/ThermalMultiphaseOpenLB
https://www.openlb.net/forum/topic/thermal-multiphase-flow-openlb-extension/
https://www.openlb.net/forum/topic/thermal-multiphase-flow-openlb-extension/
https://github.com/JuliusWeinmiller/ThesisLBM
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eq. (2.44). This means that this term is added after the collision algorithm has finished.

vModGuo = vGuo + σF

νψ2 (3.1)

ν= τ−0.5 (3.2)

The modified Guo forcing method is implemented into OpenLB via the class ForcedModifiedGuoBGK-
dynamics, which is based on the class ForcedGuoBGKdynamics. The exact code for both the header
and implementation file can be found in the file thesisDynamics.h and thesisDynamics.hh respec-
tively. The files thesisDynamics were renamed to modifiedGuoBGKDynamics in the OpenLB release
version.

Access to pseudopotential value

The correction term is dependent on the local pseudopotential ψ, and thus this value needs to be accessed
during class function collide call. This value is calculated in the multiphase coupling. Thus, it is most
efficient to store the calculated pseudopotential in a field and access it during the collide function call.

The first part is to add a new field. This field is called PSI_PSEUDO_RHO and is added in the file descrip-
torFieldExtended.h. When defining the fluid lattice descriptor in the main file, thePSI_PSEUDO_RHO
field must be included. The field is initialized with all 0, which is a problem. The usual simulation loop is to
collide & stream, and then execute any coupling. In the execute coupling step, the proper pseudopotential
are stored into the field. This means that the first iteration the collision and thus forcing method uses 0 for
all pseudopotential values. Since in the forcing term, the correction term divides by the pseudopotential, this
causes a division by 0 error. To remedy this, the field needs to be manually initialized with either the correct
pseudopotential values or with a high value and accept that in the very first step the forcing term correction
is not included.

The second part is to store the pseudopotential in the field. The pseudopotential is calculated in the post pro-
cessor of the multiphase coupling, specifically in the file shanChenForcedSingleComponenetPost-
Processor.hh. Since that changes the core source code, a new coupling is added called modified-
ShanChenForcedSingleComponenetPostProcessor. The only difference is the addition of the line
at the very end of theprocessSubDomain function where thesetField<descriptors::PSI_PSEUOD_-
RHO> function of the Cell class is called to store the calculated pseudopotential.

It should be noted that additional couplings have access to the force field. If not properly handled, the next
coupling may overwrite the force value stored inside. This happens when using the standard OpenLB thermal
coupling, which replaces the multiphase force with the Boussinesq force.

Implementation in dynamics

With the access to the pseudopotential and force, the velocity can be shifted in theForcedModifiedGuoBGK-
dynamics as shown in listing 3.1. Since the shift is only for the pseudopotential force, any external force,
such as gravity needs to be subtracted from the total force in the calculations. It should be noted that the
FORCE field is storing the specific force density (F /ρ) whereas the velocity shift uses force density F , as such,
the force gotten from the pseudopotential needs to be multiplied by the density.

Listing 3.1: Code to introduce the velocity shift

1 / / Perform normal v e l o c i t y s h i f t
for ( int i V e l =0; iVel <DESCRIPTOR : : d ; ++ i V e l ) {

u[ i V e l ] += force [ i V e l ] / (T) 2 . ;
}
/ / Perform normal normal BGK c o l l i s i o n

6 T uSqr = lbHelpers <T , DESCRIPTOR> : : bgkCollision ( c e l l , rho , u , _omega) ;

/ / Perform v e l o c i t y s h i f t by Li e t al .
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for ( int i V e l =0; iVel <DESCRIPTOR : : d ; ++ i V e l ) {
u[ i V e l ] += _prefactor * ( force [ i V e l ] − extForce [ i V e l ] ) * rho / psi / psi ;

11 }
/ / Perform normal Guo forcing
lbHelpers <T , DESCRIPTOR> : : addExternalForce ( c e l l , u , _omega , rho ) ;

While for the D2Q9 Li et al. [77] found that σ = 0.105 results in thermodynamic consistent behaviour, this
changes for other lattice types and EoS. A.Xu et al. [148] used the modified Guo forcing scheme in combi-
nation with MRT dynamics for D3Q15 lattice. They used σ = 0.12 in combination with a = 1/100, usually
a = 2/49 is used, for the PR equation of state. They mention that a lower a value increases the phase interface
thickness of the droplet, resulting in more stable simulations. Zhang et al. [153] used Li’s modified forcing
scheme in combination with MRT dynamics for D3Q19 lattice. They used a value of σ = 0.3 in the forcing
scheme and a = 1/49 in the PR equation of state. In this thesis, the thermodynamic consistency verification
tests, see section 4.2, resulted in usage of σ= 0.3.

There are two that achieved thermodynamic consistency with σ = 0.105 and one with σ = 0.3. The ratio
between those is roughly 1/3, which is equal to the c2

s = 1/3 of the lattices used. This in combination with the
fact that Li et al called the parameter ν the kinematic viscosity, but defined it as ν= τ−0.5, which is contrary
to general BGK viscosity definition of ν= c2

s (τ−0.5) indicates the possible disparity between the twoσ found.
Since the definition of ν is different by a constant factor, σ will incorporate that and thus there is no need to
change the implementation method if the thermodynamic consistency can be sufficiently approximated.

Optimization multiphase coupling

The OpenLB’s code for the calculation of the pseudopotential given in shanChenForcedSingleCompo-
nentPostProcessor is functioning correctly, but can be optimized. For the calculation of the pseudopo-
tential force, the pseudopotential is needed of all the surrounding nodes. In the original implementation,
these are recalculated each time when needed. That means that for a node in the middle of the fluid, its
pseudopotential is calculated 19 or 9 times depending on if the lattice used is D3Q19 or D2Q9.

It is possible to pre-calculate the pseudopotential and store it into a field, much like it is already done for the
density, shown in listing 3.2. This increases the RAM usage but greatly decreases CPU usage, speeding up
processing overall. If the RAM impact is unacceptable, it is possible to directly store into and read from the
PSI_PSEUDO_RHO field, which is required to save the value into anyway, but reading from it is slower, but
still faster than recomputing.

Listing 3.2: Optimizations by precalculating pseudopotential

template<typename T , typename DESCRIPTOR>
2 void CombinedFullShanChenThermalCouplingPostProcessor2D<T , DESCRIPTOR> : :

processSubDomain ( BlockLattice2D <T , DESCRIPTOR>& blockLattice ,
int x0_ , int x1_ , int y0_ , int y1_ )
{

int nx = newX1−newX0+3; / / include a one− c e l l boundary
7 int ny = newY1−newY0+3; / / include a one− c e l l boundary

[ . . . ] / / other d e f i n i t i o n s
BlockData2D<T , T> psiFie ld ( nx , ny ) ;
[ . . . ] / / other f i e l d s d e f i n i t i o n s
for ( int iX=newX0−1; iX <=newX1+1; ++iX ) {

12 for ( int iY=newY0−1; iY <=newY1+1; ++iY ) {
[ . . . ] / / v e l o c i t y and density calculat ions

T psi ;
i n t e r a c t i o n P o t e n t i a l (&psi , &rho ) ;
psiFie ld . get ( iX −offsetX , iY − o f f s e t Y ) = psi ;

17 f l u i d C e l l . template setField <descriptors : : PSI_PSEUDO_RHO>( psi ) ;
}

}
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[ . . . ]
/ / when psi i s needed :

22 const T psi = psiFie ld . get ( iX −offsetX , iY − o f f s e t Y ) ;
[ . . . ]

}

3.3.2. TRT and MRT implementation

While the BGK simulation with Li’s forcing scheme was successfully implemented, simulations showed, see
section 4.2.2, that the MRT implementation would help tremendously. Therefore, an attempt was made to
implement the Li’s forcing into TRT and MRT forcing schemes, with no success. The TRT and MRT collision
operator are explained in more detail in section 2.2.4.

First a naive approach using the TRT was attempted; the TRT collision was performed, followed by BGK forc-
ing. That is how it is done in the OpenLB’s ForcedTRTdynamics. However, the forcing correction term is
a function of the relaxation time. Neither the τ+ nor τ− relaxation time of the TRT resulted in a stable simu-
lation. As will be seen later, the MRT version only affects the energy and energy squared, which is the third
order scalar momenta, which is odd and thus should only affect the f − populations. The BGK forcing affects
all populations equally, thus leading to instabilities.

Li et al. also provided, in follow up papers [78, 79], their improved forcing scheme for D2Q9 MRT collision.
OpenLB provides aForcedMRTdynamicswhich has both the MRT collision and the addition of forces. The
MRT equation with forcing is given in eq. (3.3), with the usual momenta source given in eq. (3.4), which also
provides what the momenta represents in the macroscopic domain. For example, since mass is not changed,
the forcing term for density momenta is 0. Their modification is given in eq. (3.5).

m∗ = m−Λ(
m−meq )+∆tS (3.3)

m = Mf

While OpenLB does use the same momenta definition, gotten via the Gram-Schmidt procedure [64], the im-
plemented M matrix differs. From dynamics/mrtLatticeDescriptors.h the following matrix was
extracted for D2Q9 eq. (3.6), while the matrix used by Li et al. as they stated in [80] is different.

S =



0

6u ·F

−6u ·F

Fx

−Fx

Fy

−Fy

2
(
ux Fx −uy Fy

)
(
ux Fy +uy Fx

)



Density ρ

Energy e

Energy squared ζ

Momentumx jx

Energy fluxx qx

Momentumy jy

Energy fluxy qy

Diagonal stress tensor pxx

Offdiagonal stress tensor pxy

(3.4)
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SLi =



0

6u ·F+ 12σ|F|2
ψ2∆t (τe−0.5)

−6u ·F− 12σ|F|2
ψ2∆t (τζ−0.5)

Fx

−Fx

Fy

−Fy

2
(
ux Fx −uy Fy

)
(
ux Fy +uy Fx

)



(3.5)

MopenLB =



1 1 1 1 1 1 1 1 1

−4 2 −1 2 −1 2 −1 2 −1

4 1 −2 1 −2 1 −2 1 −2

0 −1 −1 −1 0 1 1 1 0

0 −1 2 −1 0 1 −2 1 0

0 1 0 −1 −1 −1 0 1 1

0 1 0 −1 2 −1 0 1 −2

0 0 1 0 −1 0 1 0 −1

0 −1 0 1 0 −1 0 1 0



(3.6)

MLi =



1 1 1 1 1 1 1 1 1

−4 −1 −1 −1 −1 2 2 2 2

4 −2 −2 −2 −2 1 1 1 1

0 −1 0 −1 0 1 −1 −1 1

0 −2 0 2 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1

0 0 −2 0 2 1 1 −1 −1

0 1 −1 1 −1 0 0 0 0

0 0 0 0 0 1 −1 1 −1



(3.7)

For the implementation, the simplest approach is to split the source term into the force addition and correc-
tion. The standard MRT functions of OpenLB can then be used for the collisionmrtHelpers<T,DESCRIPTOR>::mrtCollision([...]),
and the forcing addition by mrtHelpers<T,DESCRIPTOR>::addExternalForce([...]). An addi-
tional note is that the mrtHelpers<T,DESCRIPTOR>::addExternalForce([...]) adds the force
in a computationally efficient manner. Reconstructing it seems to recover the MRT Guo forcing.

Then the Li correction is manually added. Since Li’s correction only affects the energy and energy squared,
only the relevant columns are needed. However, the resultant simulations were unstable and an initial circu-
lar droplet formed a square before crashing. This could be due to mismatching M, which should not matter,
or a different error. In the two papers they presented [78, 79], they have mismatching correction terms, with
one missing the factor of 12. Since that is a factor, it should be correctable by changingσ. It could also be that
the force source is actually different, and a mistake was made during the reconstructing of how OpenLB has
implemented the addExternalForce function.
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Not enough time remained to fully explore the MRT implementation of Li. et al’s improved forcing. How-
ever, this should provide a guideline to how to either implement the MRT or a modified TRT dynamics into
OpenLB.

3.3.3. Recommendation new forcing method

Possible recommendations to this class are as follows:

• Base the class of ForcedGuoBGKdynamics and not BasicDynamics. While there should be no
computational difference, however the functions of computeU and computeRhoU are currently du-
plicated.

• Implement the MRT version presented by Li et al. [78] and [153] to reduce the spurious currents.

• Address the coalescence problem outlined in section 2.3.1. This is a far reaching goal which is not easily
addressed.

3.4. Maxwell construction

The thermodynamic consistency of the new forcing method is compared to the theoretical densities given
by the equation of state. The method to get those densities is the Maxwell construction, as was introduced
in section 2.3.3. This feature should give the liquid and vapour densities for a given temperature ratio and
equation of state, which is given by the interaction potential.

The Maxwell construction is coded both in python and c++. The Python version exists for verification and
ease of producing figures. The c++ implementation is based on the python code and is used for the getting
the densities for simulations. For better understanding of the c++ implementation, first the python code is
explained. The implementations are verified in section 4.1.

3.4.1. Python implementation

The simplest implementation is given in the file ExampleMaxwellConstruction.py which calculates
the vapour and liquid densities for a given pressure function dependent on specific volume and temperature
ratio. The code is given in listing 3.3, and is briefly explained.

The main component is the for loop going through various temperature ratios. In this loop, it first sets up the
pressure function to be useful for the next steps. The Maxwell construction works with the specific volume,
which is the inverse of the density. The pressure function, both in OpenLB and in the example, is a function
of density and thus requires a quick input conversion.

The remaining code is preparing for and executing a binomial search. The preparation is everything in the for
loop before the while loop, which is the execution. The binomial search is looking for the isobaric line which
intersects the pressure curve three times such that the two areas enclosed by the curve and line are equal.
The equal area can also be seen as; the integral from the left intersect to the right intersect of the pressure
function minus the pressure offset is equal to zero.

The two intersects of interest can be bounded by the location of the function’s minimum and maximum. To
find the minimum and maximum location, the scientific library Scipy is used. Scipy has only a minimum
finder, however the maximum of a function is the minimum of the negative function.

The binomial search logarithm requires an initial guess and step size. The pressure range must be positive,
be below the maximum pressure and above the minimum pressure. The step size must be large enough to
cover the search space between the minimum and maximum pressure, and has to not allow stepping outside
of this space. With these parameters an initial pressure guess and step size is generated.

With the preparation complete, the binomial search is executed. This execution is the while loop inside the
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for loop. It first generates an offset pressure function, which is just the normal EOS pressure function minus
the Maxwell construction pressure guess. Then the left and right most intersects are found using the scipy
library. The intersects are used as the bounds in calculating the integral of the pressure offset function. If the
integral is positive, then the pressure guess is too low, i.e. the area below the pressure guess line is smaller
than the area above the pressure guess line. Since the guess is too low, the current pressure step size is added
the guess. The step size is halved and the steps from the pressure offset generation is repeated till the area
difference is less than the required accuracy. The left and right intersects are then the specific volumes, i.e.
the inverse density, of the vapour and liquid at equilibrium.

Listing 3.3: Maxwell construction example python code

import numpy as np
import scipy . optimize as opt
import scipy . integrate as integrate

5 # pressure of the LBM Carnahan St a rl i n g EOS
def pressure ( rho , tr , a =1.0 , b=4.0) :

R = 1.0
c = b* rho / 4 .
tc = 0.18727/0.4963*a/b/R

10 t = t r * tc
return rho *R* t * ( ( 1 . + c+c *c−c * c * c ) /(1. − c ) /(1. − c ) /(1. − c ) ) −a* rho * rho

for t r in np . linspace ( 0 . 4 , 0 . 9 9 8 , 1 0 0 ) :

15 P = lambda v : pressure (1/ v , t r ) # make function dependent on s p e c i f i c volume

guessLeft , guessRight = 4 , 9 # guess i s dependent on EOS used

# s i l e n t l y get the minimum and maximum of the pressure function
20 VminX = opt . fmin ( P , guessLeft , disp=False )

VmaxX = opt . fmin ( lambda x : −P( x ) , guessRight , disp=False )

# Generate a valid i n i t i a l guess and step s i z e
PressureGuess = P(VmaxX) /2 + 1e−10

25 step = PressureGuess / 2 .
i f PressureGuess < P(VminX) :

PressureGuess = P(VmaxX) /2 + P(VminX) /2
step = ( PressureGuess − P(VminX) ) / 2 .

30 # Change the pressure guess such that the area between
# l e f t i n t e r s e c t and r i g h t i n t e r s e c t i s zero
dif fArea = 1
accuracy = 1e−8
lbound , rbound = 1.01 , 50000 # bounds are dependent on EOS used

35

while abs ( di f fArea ) > accuracy :
offsetFunction = lambda V : P(V) − PressureGuess

i n t e r s e c t L e f t = opt . brentq ( offsetFunction , lbound , VminX )
40 i nte rse ctRi ght = opt . brentq ( offsetFunction , VmaxX, rbound )

di f fArea = integrate . quad( offsetFunction , i n t e r s e c t L e f t , i nte rse ctRi ght ) [ 0 ]

i f diffArea <0:
45 PressureGuess −=step

else :
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PressureGuess+=step
step /=2

50 print ( "Rho vapour/ l iq u id : { : . 6 f } / { : . 3 f } " . format (1/ intersectRight , 1/
,→ i n t e r s e c t L e f t ) )

3.4.2. C++ implementation

The principle presented in section 3.4.1 is then included into the OpenLB framework. This is done with the
class MaxwellConstruction. The declaration and definition are given in the files maxwellConstruc-
tion.h and maxwellConstruction.h.

To minimize the chance of mistakes occurring during simulation setup, the same interaction potential object
used in the pseudopotential method coupling is used in the Maxwell construction. To allow this, the inter-
action potential class was extended with a hook to compute pressure. The extended interaction potential is
elaborated in section 3.6.

The GNU scientific library, GSL, is included for the root finding, minimization and integration functions. For
the compiler to find the library, two packages gls and glscblas need to be linked. This is done by editing the
Link section of the Makefile, and adding -lgsl -lgslcblas, for example see listing 3.4.

Listing 3.4: Makefile GSL link

l i n k : $ (OUTPUT)

$ (OUTPUT) : $ (OBJECTS) $ (ROOT) /$ ( LIBDIR ) / l i b $ ( LIB ) . a
@echo Link $@

5 $ (CXX) $ ( foreach f i l e , $ (SRC) , $ ( f i l e : . cpp=.o) ) $ (LDFLAGS) −L$ (ROOT) /$ ( LIBDIR ) −
,→ l $ ( LIB ) − l z − l g s l − l g s l c b l a s −o $@

Executing the Maxwell construction algorithm is done viaoperator(). A minimalistic example of the setup
and usage is given in listing 3.5.

Listing 3.5: Maxwell construction C++ examples

double rho [ 2 ] ;
double temperatureRatio = 0 . 7 ;
MaxwellConstruction<double , decltype ( i n t e r a c t i o n P o t e n t i a l ) > maxwellConstruction (

,→ i n t e r a c t i o n P o t e n t i a l ) ;
maxwellConstruction ( rho , temperatureRatio ) ;

5 double densityLatticeVapour = rho [ 1 ] ;
double densityLatticeLiquid = rho [ 0 ] ;

There are a few differences from the python implementation to the c++ implementations. To find the min-
imum, the GSL golden section algorithm is used, which requires a bounded search area in addition to the
initial guess. In addition, the GSL functions used require static functions to be passed. As such, the necessary
functions are made static and the required parameters are passed along as a struct.

Currently the MaxwellConstruction class is using a template for the interaction potential type. This is
because GSL requires a static function to be passed. Since in c++ virtual static functions are not possible,
the base class InteractionPotentialExtended does not contain the computePressure function
required in the MaxwellConstruction. The static computePressure function are individually given
for derived classes. As such a template was used to circumvent the missing computePressure function in
the base class.

Possible recommendations for this extensions are:
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• A possible error source is the templated interaction potential. Removing the need to pass the interac-
tion potential type in the declaration can help to reduce it. Right now it is possible to pass along an
object which does not have the right function set.

3.5. Thermal multiphase flow

This section provides the implementation of the phase change mechanics detailed in section 2.4. At the
moment, only isothermal multiphase flow simulations are possible. The thermal implementation based on
the Boussinesq approximation does not work with multiphase flow. Thus a complete new thermal coupling
is required.

The implementation is split into three sections: the advection diffusion dynamics, which covers the dynamics
implementation into OpenLB, the coupling between the fluid and thermal lattice, which details how each
lattice interacts with the other, and how the fluid properties in the interface are calculated.

3.5.1. Advection diffusion dynamics

Similar to the new forcing implementation, the thermal dynamics requires a new implementation as well.
This implementation is given inthesisAdvectionDiffusionDynamics.hh andthesisAdvection-
DiffusionDynamics.h. The thermal dynamics to be implemented are summarized in section 2.4.4, and
repeated below for convenience, and follows the 2017 paper by Li et al.[82].

gi (x+ci∆t , t +∆t )− gi (x, t ) =− 1

τg

(
gi − g eq

i

)+Ci +
(
Gi + 1

2

∂Gi

∂t

)

Ci =
(
1− 1

2τg

)
wi ci · ∂(T u)

∂t

c2
s

Gi = wiφ

Li et al. proposed dynamics for both the BGK as well as MRT collision operators. Both are implemented
into the simulation framework. OpenLB’s thermal lattices are D3Q7 and D2Q5 based on this series of papers
[63, 75, 87], which is of a lower isotropy than the D2Q9 given by the paper. It requires MRT dynamics on such
pruned lattices to match the accuracy BGK dynamics of the extended lattice for thermal flow. As such, the
MRT dynamics presented by Li et al was rewritten for usage with OpenLB lattice. An introduction to the MRT
collision operator is given in section 2.2.4.

For a complete implementation of Li’s thermal dynamics, three new fields are required. The first field, named
PHI_THERMAL, is used to communicate with the thermal post processor, which calculates the source term.
The explanation of how the source term is computed numerically is given in section 3.5.2. The second and
third field are required for the temporal derivative of the sourcePREV_PHI and correction termsPREV_T_V.

Since the lattice time step is equal to 1, the temporal derivatives are just the difference between the current
and previous values. The implementation of the source term into the dynamics is straight forward, but the
T u correction term is a vector, thus requiring calculating the derivative for each dimension. The specific code
is given in listing E.5 and listing E.6.

Thermal BGK dynamics

The class is heavily based on OpenLB’s SourcedAdvectionDiffusionBGKdynamics, provided in the
dynamics/advectionDiffusionDynamics.h file. The computeEquilibrium function already
has the first order method by default, and is in line with the method by Li et al.

The collision function follows the same layout as OpenLB’s SourcedAdvectionDiffusionBGKdynam-
ics collision function. First the derivatives are calculated, followed by performing the BGK collision. Then
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the source term and correction factors are added to the populations. The core of the previous steps are shown
in listing 3.6. The collide function ends by updating the statistics as is done in OpenLB and updating the fields
relevant to the derivative calculations.

Listing 3.6: Summarized derivative implementation

[ . . . ]
for ( int iD =0; iD< DESCRIPTOR : : d ; ++iD ) {

derivTu [ iD ] = temperature *u[ iD ] − prev_Tu [ iD ] ;
4 }

T derivPhi = phi − prev_phi ;

T uSqr = lbHelpers <T , DESCRIPTOR> : : bgkCollision ( c e l l , temperature , u , _omega ) ;

9 for ( int iPop =0; iPop < DESCRIPTOR : : q ; ++iPop ) {
[ . . . ]
c e l l [ iPop]+= weight * ( phi + 0.5* derivPhi ) ;
c e l l [ iPop]+= (1 −0.5*omega) * weight *cdTu* descriptors : : invCs2<T , DESCRIPTOR>( ) ;

}
14 [ . . . ]

Thermal MRT dynamics

This class is based on the OpenLB’s AdvectionDiffusionMRTdynamics and is named thesisAd-
vectionDiffusionMRTdynamics. The computeEquilibrium of that class is however second order,
and thus needs to be changed to the first order method listing 3.7. Additionally, OpenLB has in v1.3-1 a bug
which results in erroneous calculations when using D3Q7, see section 3.11 how to fix it.

Listing 3.7: Equilibrium first order of thesis AD dynamics

1 template<typename T , typename DESCRIPTOR>
T thesisAdvectionDiffusionMRTdynamics <T , DESCRIPTOR> : : computeEquilibrium ( int iPop , T

,→ rho ,
const T u[DESCRIPTOR : : d ] , T uSqr ) const
{

return lbHelpers <T , DESCRIPTOR> : : equilibriumFirstOrder ( iPop , rho , u) ;
6 }

Since the example class AdvectionDiffusionMRTdynamics does not feature the addition of sources,
the sourcing had to be implemented separately. Following the paper, the MRT AD equation is shown in
eq. (3.8) for velocity space and in eq. (3.11) in momentum space.

gi (x+ci∆t , t +∆t ) = gi (x, t )− Λ̄i j
(
gi − g eq

i

)+∆tS′
i (3.8)

Λ̄i j =
(
M−1ΛM

)
i j (3.9)

Λ= diag(ω0,ω1, ...,ωq ) (3.10)

m∗ = m−Λ(
m−meq )+∆tS (3.11)

S9 = (S0,0,0,0,0,0,0,0,0)T (3.12)

S0 =φ+ 1

2
∂tφ (3.13)

For the D2Q9, the source is given by Li et al as S9. For D2Q5 and D3Q7 this source is taken as shown below,
with S0 staying the same as in eq. (3.13), where ∂tφ is shorthand for the temporal derivate of the source term.
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Λ in eq. (3.10) is the relaxation frequency diagonal, where in general ω= 1/τ.

S7 = (S0,0,0,0,0,0,0)T (3.14)

S5 = (S0,0,0,0,0)T (3.15)

For the D2Q9, the momenta are shown in eq. (3.16) [82] and for the OpenLB implementation of D2Q5 [75] it
is shown in eq. (3.17). More specifically, OpenLB uses the standard a = 2/3 of the generic D2Q5, where a is a
tuning coefficient. The momenta recovered for D2Q7 is shown in eq. (3.18) [63].

meq,9 = T (1,−2,1,ux ,−ux ,uy ,−uy ,0,0)T (3.16)

meq,5 = T (1,ux ,uy ,2/3,0) (3.17)

meq,7 = T (1,ux ,uy ,uz ,3/4,0,0) (3.18)

This becomes important since in the next step the implementation of the thermal model deviates from Li et
al.’s paper. Their next step is to correct for the T u error, which was done by means of temporal derivative
in the BGK dynamics. To correct for that error, Li et al. managed to numerically exploit the MRT collision
procedure to express the derivative in terms of the higher order momenta present in the D2Q9 lattice. Thus
removing the need to compute the derivative and store the previous vector of T u.

However, with the pruned lattice of D2Q5 and D3Q7, these higher order momenta are not able to be com-
puted, thus the error correction is done the same way for the BGK, which is the temporal derivative. Li et al.
have expressed the implementation as an intermediate step, shown in eq. (3.19). For D2Q9, the third and fifth
momenta correspond to the first order moments.

m∗
3,new = m∗

3 +∆t
(
1− ω3

2

)
∂t (Tux )

m∗
5,new = m∗

5 +∆t
(
1− ω5

2

)
∂t (Tuy )

(3.19)

For the D2Q5 and D3Q7, the first order moments, which required correcting, are the second and third mo-
menta, and second, third and fourth momenta respectively. The resultant correction for D2Q5 is shown in
eq. (3.20).

m∗
2,new = m∗

2 +∆t
(
1− ω2

2

)
∂t (Tux )

m∗
3,new = m∗

3 +∆t
(
1− ω3

2

)
∂t (Tuy )

(3.20)

Next is shown how to implement this new correction for the MRT dynamics class. The constructor addi-
tionally needs to pre-calculates and stores the M−1 (1−Λ/2) matrix, which is required for the T u correction,
which is shown in listing 3.8.

Listing 3.8: Precalculation of the MRT D2Q5 correction matrix

for ( int iPop = 0 ; iPop < DESCRIPTOR : : q ; ++iPop ) {
for ( int jPop = 0 ; jPop < DESCRIPTOR : : q ; ++jPop ) {

invM_correct [ iPop ] [ jPop ] = T ( ) ;
4 for ( int kPop = 0 ; kPop < DESCRIPTOR : : q ; ++kPop) {

i f (kPop == jPop ) {
invM_correct [ iPop ] [ jPop ] += descriptors : : invM<T , DESCRIPTOR>(iPop , kPop)

,→ * (1 − r t [ kPop ] / 2 . ) ;
}

}
9 }

}



3.5. Thermal multiphase flow 43

The correction matrix containing M−1 (1−Λ/2) matches with momenta. Since only the first order moments
need correcting, only the first 2/3 columns, depending on if the simulation is 2D or 3D, after the first column
(the 0th order moment) are of interest. The column index coincide with the shear index. The rest of the
columns are multiplied by 0. To save on calculation, this is expressly implemented, as shown in listing 3.9,
which is executed after performing the basic MRT collision.

Listing 3.9: Correcting first order moments in MRT D2Q5

for ( int iPop = 0 ; iPop < DESCRIPTOR : : q ; ++iPop ) {
for ( int iShear = 0 ; iShear < descriptors : : shearIndexes <DESCRIPTOR>( ) ; ++iShear ) {

c e l l [ iPop ] += invM_correct [ iPop ] [ descriptors : : shearViscIndexes <DESCRIPTOR>(
,→ iShear ) ] * derivTv [ iShear ] ;

}
5 }

The source, S, in eq. (3.11) is directly defined in moment space, and as such requires only a conversion into
velocity space. This is performed as shown in listing 3.10. In terms of order, it can either be before or after the
T u correction, but needs to be after the MRT collision.

Listing 3.10: Performing the addition of the source term for MRT D2Q5

for ( int iPop = 0 ; iPop < DESCRIPTOR : : q ; ++iPop ) {
c e l l [ iPop ] += descriptors : : invM<T , DESCRIPTOR>(iPop , 0 ) * ( phi + 0.5 * derivPhi ) ;

}

Recommendation

There is a bug in OpenLB’s D3Q7 MRT collision matrix, which leads to erroneous simulation results. A more
detailed analysis of this bug and how to fix it is given in section 3.11.1 D3Q7 MRT collision matrix velocity set
error. Till then, the 3D MRT thermal simulation are erroneous.

3.5.2. Advection diffusion source term calculation

Since the calculation of the source term for the advection diffusion function differs drastically from what
OpenLB has, the source term calculation is explained in this section separately. A summary of the imple-
mented term is given in section 2.4.4. The source term can be split into two main parts: the diffusion correc-
tion eq. (3.21) and the phase change term eq. (3.22).

qD = 1

ρcv
∇· (λ∇T )−∇· (D∇T ) (3.21)

qL = T

[
1− 1

ρcv

(
∂PEoS

∂T

)
ρ

]
∇·u (3.22)

Diffusion correction

The diffusion correction is needed due to the limit of using LBM to have two differing diffusivities for both
fluid and thermal lattice. The term containing the LBM diffusivity D = λ

ρcv
= (τg −1/2)c2

s , needs to be sub-
tracted. Since a constant diffusivity is applied in the simulation, the term that is subtracted is simplified to
D∇2T . The actual diffusivity is then added to the source term. Since the thermal conductivity λ changes
between the liquid and vapour, the term inside the first nabla is expanded.
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qD = 1

ρcv
∇· (λ∇T )−∇· (D∇T ) (3.23)

1

ρcv
∇· (λ∇T )−D∇2T (3.24)

λ

ρcv
∇2T + 1

ρcv
∇λ∇T −D∇2T (3.25)(

λ

ρcv
−D

)
∇2T + 1

ρcv
∇λ∇T (3.26)

Since section 3.5.4 assumes a linear gradient between the fluid properties, the term ∇λ can be numerically
optimized. The derivative of the thermal conductivity with respect to the density is constant, and thus the
computation of the thermal conductivity can be saved.

∇λ= dλ

dρ
∇ρ (3.27)

The calculations for the thermal and density gradients, ∇T , ∇2T and ∇ρ makes use of the central difference
method, shown in eqs. (3.28) to (3.30), where the summation happens over the dimensions d for x and y, in
2D and x, y, z for 3D. Since the lattice spatial step is equal to 1, the ∆x in the denominator is omitted.

∇ρx =
∑
d

−ρx−d +ρx+d

2
(3.28)

∇Tx =
∑
d

−Tx−d +Tx+d

2
(3.29)

∇2Tx =
∑
d

Tx−d −2Tx +Tx+d (3.30)

Using the central difference scheme makes the thermal simulation not a full LBM simulation but a hybrid.
Since the tools used to implement this hybrid scheme utilizes the LBM source, the complete simulation is
more of a semi-hybrid approach. A drawback to using the central difference scheme is that it inherits the
instabilities of said scheme, such as the checkerboard instabilities.

Phase change correction

The phase change term contains the thermal source due to latent heat and a correction term T∇ ·u, which
originates from the difference between what LBM solves compared to the macroscopic equation, as was ex-
plained in more detail in section 2.4.2. The derivative of the pressure with respect to temperature at constant
density is provided by the extended interaction potential class via computeDerivativeConstRho and is
discussed in section 3.6.

The divergence of the velocity, ∇ · u, is calculated using the central difference scheme as well, shown in
eq. (3.31). The notation ud means the velocity in the d dimension.

∇·ux =
∑
d

−ud ,x−d +ud ,x+d

2
(3.31)

For the implementation into OpenLB, special care needs to be taken for the unit scale used in latent heat
term the phase change term. A detailed analysis on how to do that can be found in section 5.3.2. The section
is shortly summarized: OpenLB uses a different unit scale between the EoS and temperature. The simplest
approach, requiring the least amount of code and conversion factors, is to use a non-dimensionalized specific
R in the equation of state, i.e. R 6= 1. The temperature used in the latent heat term should also be converted
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to the temperature ratio. The resultant phase change term is given in eq. (3.32), where Tr (T ) is a function
converting the OpenLB temperature to temperature ratio.

qL =
[

T − Tr (T )

ρcv

(
∂PEoS

∂T

)
ρ

]
∇·u (3.32)

Advection diffusion instability

The "semi-hybrid" implementation effectively is the explicit scheme of the advection diffusion problem. As
such it inherits the stability issues as well [9]. Under certain conditions, instabilities arise, such as the checker-
board shown in fig. 3.1, leading to simulation crashes.

Figure 3.1: Checkerboard instabilty due to the explicit advection diffusion implementation

Li et al. [79] proposed early on in 2015 an pure hybrid advection diffusion solver based on the fourth order
Runge-Kutta scheme. Gong and Chen followed suit in 2018 [45], where they previously used the default LBM
DDF [41, 43].

3.5.3. Thermal and fluid lattice coupling

The impact of the temperature on the fluid lattice is only in the pseudopotential calculation of the fluid post
processor, leaving the dynamics untouched. Instead of calculating the interaction potential as a function of
only rho, temperature is used as well. Using the code snippet listing 3.2 as example, the line interaction-
Potential(&psi, &rho); is replaced with interactionPotential(&psi, &rho, &temper-
atureRatio);. The extended interaction potential, see section 3.6, uses the temperature ratio instead of
lattice temperature for the calculations, thus the post processor needs access to the local temperature and
converts it to temperature ratio.

To access the temperature, the same method as for OpenLB’s navierStokesAdvectionDiffusion-
CouplingPostProcessor is used. They passed the thermal lattice as a partner lattice into the post pro-
cessor generator, thus allowing the post processor to access the thermal lattice as a partner lattice. The tem-
perature is calculated as normal via the computeRho function. The temperature ratio is gotten via the fluid
properties, see section 3.5.4.
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3.5.4. Fluid properties

The thermal coupling requires knowing certain fluid properties, e.g. thermal conductivity. These are dif-
ferent dependingly if the fluid is a vapour or a liquid. In the simulation there is only one component, and
to determine whether a node is fluid or vapour the density is used. Thus fluid properties are a function of
density.

To retrieve the relevant fluid properties, the properties are expressed in terms of a marker function [31, 41, 43],
shown in eq. (3.33), where χ is a placeholder for the relevant fluid property. The marker function usually is
zero for vapour, and one for liquid [152]. A simple and commonly used marker function is the linear scaling,
shown in eq. (3.34), but more complex functions are used as well eq. (3.35) [31].

χ= (1−φ)χvap +φχl i q (3.33)

φ(ρ) = ρ−ρvap

ρl i q −ρvap
(3.34)

χ= χl i q +χvap

2
+ χl i q +χvap

2
tanh

(
2
(
ρ− (ρl i q +ρvap )/2

)
ρl i q +ρvap

)
(3.35)

The fluid properties and the linear marker function are combined into one classfluidProperties.h and
fluidProperties.hh. This allows setting up the fluid properties once and passing them on. The class
also contains a print & write function to better keep track of the used simulation parameters. A quick
verification function verify is called in the constructor to ensure that the functions return the correct fluid
properties for both the vapour and liquid density endpoints. The class function scaleProperty contains
the relevant marker function.

3.6. Extended interaction potential

The interaction potential class in OpenLB defines the pseudopotential function. That can be one of the orig-
inal pseudopotential functions by Chen and Shan, or an implementation of an equation of state.

In the section 3.4.2 it was stated that, for the Maxwell construction, a direct call to the pressure computa-
tion is needed. In addition, the thermal multiphase coupling detailed in section 3.5 requires the derivate of
the pressure function with respect to temperature. In the same computation, the equation of state’s critical
temperature is required. These three features are added to the base interaction potential class, creating an
extended version.

As usual, the declaration can be found in interactionPotentialExtended.h and definition in in-
teractionPotentialExtended.hh. These files are based on the classes from the OpenLB’s inter-
actionPotential.h and interactionPotential.hh. Since the additional functions beyond the
standard call operator need to be called by the modules, a base class is introduced such that the additional
functions can be found when passed to the modules. The main operational difference of the call operator,
between this and OpenLB’s implementation, is that, for simplicity’s sake, instead of temperature, the temper-
ature ratio is passed to the call function.

The first additional capability is for the MaxwellConstruction class and consists of the functions com-
putePressure, getCriticalDensity and getParameters, and the struct staticPressurePa-
rameters. The function computePressure computes the pressure the same way as with for pseudopo-
tential via the call operator. The function is static, since that is required by the GNU Scientific Library. The
relevant parameters are passed along via thestaticPressureParameters struct, which is gotten via the
getParameters function. In c++ virtual static functions are not possible, and thus the computePres-
sure function is not available to the base class. See section 3.4.2 for a more detailed explanation of how that
impacts the usage of the MaxwellConstruction class.
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The second function set is for the thermal coupling, which consists of the functionscomputeDerivative-
ConstRho andgetCriticalTemperature. ThecomputeDerivativeConstRho function computes
the derivative of the pressure with respect to the temperature, which is used in the source term calculations
of the phase change. The derivatives for both the CS and PR EoS are detailed in eq. (3.36) and eq. (3.38). The
getCriticalTemperature returns the critical temperature, which is required from converting temper-
ature between LBM scale to EOS scale.

(
∂pC S

∂T

)
ρ

= ρR
1+ c + c2 − c3

(1− c)3 (3.36)

c = bρ/4 (3.37)

(
∂pPR

∂T

)
ρ

= ρR

1−bρ
− aρ2

1+2bρ−b2ρ2

∂α

∂T
(3.38)

c = (
0.37464+1.54226ωEoS −0.26992ω2

EoS

)
(3.39)

∂α

∂T
= c2

Tc
− c + c2

p
T Tc

(3.40)

3.7. Gravity coupling

Since previously the gravity in OpenLB was introduced via the Boussinesq approximation, which cannot be
used, a new gravity coupling needs to be added.

The implementation of gravity follows OpenLB’s existing style of gravity implementation featured innavier-
StokesAdvectionDiffusionCouplingPostProcessor. They require that the direction and mag-
nitude of the gravitational acceleration are passed separately. During the construction of the post processor,
the direction is normalized. Since the gravity magnitude does not change, it allows for a simple and safe way
to provide the direction.

The force required in the fluid dynamics are density normalized. As such, the force being added to the field
are implemented as given in eq. (3.41), where ρ0 is the reference density equal to 0, ρl or ρav g depending on
which implementation method explained in section 2.3.6 (full, buoyant or zero momentum addition) used.
Following [41, 45, 82], ρ0 = ρav g is used.

Fg (x) =
(
1− ρ0

ρ(x)

)
g (3.41)

3.8. Combined multiphase, thermal and gravity coupling

The coupling for multiphase pseudopotential, thermal and gravity are implemented separately from each
other. This means that three coupling and post processors are added to the simulation. Each post proces-
sor re-calculates the fluid lattice density, making the calculations redundant. As such, the three couplings
are merged together into one combined coupling post processor, resulting in combinedFullShanChen-
ThermalCouplingPostProcessor.

Combining all the couplings into one also makes the programming safer, with less chance of a coupling acci-
dentally overwriting the field value which was already previously calculated. As such, all thermal simulation
performed in this thesis use the combined coupling. In case gravity is not wanted, a gravitational magnitude
of 0 is used.
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3.9. Boundary condition

In OpenLB, the simulation domain boundaries are best handled via the internal boundary manager. This
allows to impose a boundary on the geometry via material, while the manager ensures proper handling of the
implementation, which can get complicated due to edges and corners.

For the walls, the no-slip bounce back method is used, since that is the only supported wall type that supports
setting the wettability, see section 3.10. For the open boundaries, according to OpenLB’s documentation, it
supports velocity and pressure boundaries. A convection boundary is implemented which approximates a
Neumann boundary condition, which is not mentioned in OpenLB’s documentation. While it is meant for
advection-diffusion problems it can also be used for the fluid.

Pseudopotential LBM has a unique problem for defining inlet and outlet conditions, since pressure boundary
conditions are not very useful. In LBM density and pressure are linked via the constant lattice speed. There-
fore, setting a pressure also sets the density. The pressure boundary conditions does not allow for setting the
velocity [61].

For the outlet, it is required that it can handle a multiphase flow. Setting it to a constant pressure, and thus
density, would result in defining the phase at the outlet. A velocity boundary can handle a multiphase outflow
including droplets, but any droplets get smeared across the interface. A convective boundary performs the
best for droplets exiting the simulation domain.

To set a constant massflow for the inlet both the velocity and density, and by extension pressure, need to
be set. As such, both velocity and pressure boundary managers are not suitable for the inlet. Relaxing the
requirement of constant massflow, it is possible to set the density, i.e. phase, at the inlet with the pressure
boundary.

It is also possible to manually set both the inlet density and velocity, without using the internal boundary
manager, see https://www.openlb.net/forum/topic/setting-both-density-and-velo
city-at-boundary/. This needs a convective outlet to not over constrain the simulation.

Issues regarding inlet

Setting both velocity and pressure manually and circumventing the boundary manager has a unique set of
problems, since no empty nodes are created. The empty node is a simulation node which has no dynamics
associated with it. They are necessary such that numerical methods using data from surrounding nodes,
such as the pseudopotential and the semi-hybrid thermal implementation, work. Correct functioning of the
boundary dynamics is handled by the boundary manager. In case that is not done, the simulation runs into a
segmentation error.

As such the inlet material must be excluded from any coupling. For the multiphase flow, that means that the
inlet is not experiencing the pseudopotential force, which is not a problem since the density and velocity are
manually set. For thermal flow, this means that the thermal lattice velocity field is not updated at the inlet.
This can result in very negative temperatures. However is easily remedied by manually updating the velocity
field when updating the inlet velocity, as shown in listing 3.11.

Listing 3.11: "Manual inlet velocity coupling"

void setBoundaryValues ( [ . . . ] )
2 { [ . . . ]

/ / Updating i n l e t v e l o c i t y , which i s defined in InPoiseuilleU
[ . . . ]
ADlattice . defineField <descriptors : : VELOCITY>(superGeometry , materialInlet ,

,→ InPoiseuil leU ) ;
}

An example of a single phase channel flow is given in figs. 3.2 to 3.4, where fig. 3.2 is showing the channel
resulting velocity field. The inlet is set to a constant 273 Kelvin and the walls at a constant 293K. With correct

https://www.openlb.net/forum/topic/setting-both-density-and-velocity-at-boundary/
https://www.openlb.net/forum/topic/setting-both-density-and-velocity-at-boundary/
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implementation the resultant temperature field is as in top of fig. 3.3. Without correct implementation the
temperature field, see fig. 3.4, looks similar, but the inlet temperature drops to around 230K, a 40K difference.
Also visible is the inlet thermal constant temperature, which has the correct inlet temperature, but does not
interact with the surrounding due to lack of coupling. Note that fig. 3.3 and fig. 3.4 show the exact same
simulations, just with a different scale.

Figure 3.2: Velocity field of single phase thermal 3D channel flow, using manual velocity and pressure inlet and convection outlet. Slice
is showing the middle cross-section of the channel.

Figure 3.3: Temperature field of single phase thermal 3D
channel flow using manual velocity and pressure inlet and

convection outlet. Slice is showing the middle cross-section of
the channel. Proper inlet coupling (top) and improper

(bottom). The scale is based on the min/max temperatures of
proper inlet simulation

Figure 3.4: Temperature field of single phase thermal 3D
channel flow using manual velocity and pressure inlet and

convection outlet. Slice is showing the middle cross-section of
the channel. Proper inlet coupling (top) and improper

(bottom). The scale is based on the min/max temperatures of
improper inlet simulation

Another problem which occurs at the inlet is no fluid flow even with inflow velocity. This is due to setting a
too low density at the inlet. Even with a high inflow velocity, the simulation experiences a reverse flow. Since
the density at the inlet is below the saturation density, it attracts vapour from the surrounding nodes. This
increases the density at the inlet nodes. At the next timestep, the density and velocity at the inlet is manually
set, thus removing the excess density. This means that there is always a force acting into the direction of the
inlet, resulting in no fluid flow. With a convection boundary and pressure outlet, this results in a reverse flow,
and with a velocity outlet in unstable simulation. The solution is very easy, which is to pick a density at or
slightly above the saturation density.

A potential error source, for a multiphase inlet bounded by walls, is the wall wettability. The simplest imple-
mentation is a constant pressure, i.e. density, across the inlet, thus not accounting for the impact of the wall
wettability. This results that the fluid near the wall nodes are expelled away, shown in fig. 3.5. This results in
some compression artefacts. This is visible in both the velocity field fig. 3.6 and in the thermal field fig. 3.7,
where this compression results in a streak of temperature. The impact of the temperature artefact can be
mitigated by extending the constant temperature field of the inlet into the simulation domain.

Issues regarding outlet

The outlet of the VLM heating chamber transitions to the inlet of the nozzle. During nominal operations, that
flow is choked. Since the massflow is known at the throat, it is tempting to set a massflow constrained velocity
outlet. To calculate the velocity, the density is needed. Two densities can be used: vapour density, or average
outlet density.

The argument for using the average outlet density is that it more accurately describes the impact of multi-
phase flow on the heating chamber. However, the simulation is at risk of getting stuck with a blocked throat.
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Figure 3.5: Density compression at inlet due to wall wettability

Figure 3.6: Velocity artefact at inlet due to compression Figure 3.7: Temperature artefact at inlet due to compression

Once a droplet large enough is near the outlet fig. 3.8, it gets sucked into the outlet fig. 3.9, a erroneous phe-
nomena which is also documented in literature [90]. Since it fully covers the outlet fig. 3.10, the velocity
drastically falls, and the outlet remains blocked throughout the rest of the simulation fig. 3.11.

Figure 3.8: Multiphase velocity outlet behaviour: initial
condition with unblocked throat, ∆t = 50e3

Figure 3.9: Multiphase velocity outlet behaviour: suction
effect of velocity boundary, ∆t = 60e3

The other option for a velocity boundary is to assume vapour density and thus a constant velocity. In this
case two abnormalities occur: the suction effect and liquid stretching. The suction effect [90] was already
mentioned and shown in fig. 3.9. The difference is that instead of slowing down the outflow velocity, the
droplet speed increases, and thus the droplet vanishes nearly instantly. This liquid stretching is shown in
fig. 3.12 and fig. 3.13.
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Figure 3.10: Multiphase velocity outlet behaviour: fully
blocked outlet, ∆t = 80e3

Figure 3.11: Multiphase velocity outlet behaviour: fully
blocked outlet, ∆t = 146e3

Figure 3.12: Multiphase velocity outlet behaviour: liquid
stretching initial, ∆t = 40e3

Figure 3.13: Multiphase velocity outlet behaviour: liquid
stretching final, ∆t = 55e3

3.10. Setting wall wettability

OpenLB’s BounceBack class for no-slip wall has an option to implement a fixed wall density to use in com-
bination with the pseudopotential method to set wall wettability. The closer the fixed wall density is to the
liquid density, the more hydrophilic the wall becomes. This may result in some instability during the first
few simulation steps due to a steep density gradient. For example, a hydrophilic wall (high wall density)
surrounded by vapour or a hydrophobic wall (low wall density) surrounded by liquid.

A work around is to initialize the simulation domain with density equal to the wall density. However, this
of course leads to phase separation and is not representative of actual initial conditions. This is shown in
figs. 3.14 to 3.17, which also shows in fig. 3.15 the Plateau–Rayleigh instability, i.e. the beading of the fluid
thread, in the channels themselves.

Figure 3.14: Multichannel initial conditions ρ = ρw progression
∆t = 0

Figure 3.15: Multichannel initial conditions ρ = ρw progression
∆t = 10e3

To ensure stable simulations with correct initial conditions, two methods are thought of. The first is to initial-
ize a smooth interface between the wall and fluid. The second is a smooth ramp-up of the wall density from
the initial fluid density to the required wall density.
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Figure 3.16: Multichannel initial conditions ρ = ρw progression
∆t = 20e3

Figure 3.17: Multichannel initial conditions ρ = ρw progression
∆t = 30e3

The simplest implementation is the changing wall density. However, OpenLB’s BounceBack class does not
feature a function to change the density once set. Therefore a simple function, setDensity is added which
overwrites the previous wall density, with appendix E.1 giving the details regarding the implementation. A
start regarding the smooth density gradient can be found from the discussion found here: https://www.
openlb.net/forum/topic/indicatorlayer2d-usage/.

This variable wall density allows updating the wall density over the first couple hundred timesteps of the
simulation. This enabled the simulation of wall wettability at high fictitious wall densities without adding
density to the vapour phase so that the simulation is stable, which is shown in section 4.4.

3.11. OpenLB fixes

While working with the OpenLB source code, a few issues were encountered which were corrected. They can
be grouped into bugs and missing features. The various fixes are presented below.

3.11.1. Bugs

Bugs are errors in existing features that have been released. Three bugs have been identified and reported via
the forum. For each bug report, the bug was acknowledged by the developers and was stated that it will be
fixed in the upcoming release of OpenLB (current version is 1.3-1). The bugs found are presented as follows:
the url to the bug report, a short version of the bug, and how this bug would affect the simulations performed
in this thesis.

A quick update regarding bug fixes: In OpenLB v1.4 [62] (released November 18th 2020) the reported bugs
were all corrected. In addition, a new bug was found after the release, the D3Q7 MRT collision matrix bug,
which is of course not yet fixed. However, it was acknowledged as a bug and it should be fixed in the next
release.

D3Q7 equilibrium calculation error

https://www.openlb.net/forum/topic/missing-dimension-in-c_u-calcuation-d3q7/

In thedynamics/lbHelpersD3Q7.hfile, in the functionequilibrium thec_u is calculated as follows:

T c_u = descriptors : : c<L>( iPop , 0 ) *u [ 0 ] + descriptors : : c<L>( iPop , 1 ) *u [ 1 ] ;

The third dimension is missing in that calculation. It should be as in the below function equilibrium-
FirstOrder:

T c_u = descriptors : : c<L>( iPop , 0 ) *u [ 0 ] + descriptors : : c<L>( iPop , 1 ) *u [ 1 ] +
,→ descriptors : : c<L>( iPop , 2 ) *u [ 2 ] ;

When using the D3Q7 lattice, which is done in this thesis for the 3D thermal lattice, the equilibrium distribu-
tion function and by extension the simulations fail. However, by default the BGK version uses the equilib-
riumFirstOrder and only when using the MRT collision operator does this bug become important.

https://www.openlb.net/forum/topic/indicatorlayer2d-usage/
https://www.openlb.net/forum/topic/indicatorlayer2d-usage/
https://www.openlb.net/forum/topic/missing-dimension-in-c_u-calcuation-d3q7/
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Sourced advection-diffusion dynamics density calculation error

https://www.openlb.net/forum/topic/density-calculation-error-in-sourced-ad-bgk-dyn

amics-computerhou/

In the file src/dynamics/advectionDiffusionDynamics.hh for the class SourcedAdvection-
DiffusionBGKdynamics in the function computeRhoU. The density is calculated as follows:

{
this −>_momenta . computeRhoU( c e l l , rho , u ) ;
const T* source = c e l l . template getFieldPointer <descriptors : : SOURCE> ( ) ;

4 rho += 0.5 * source [ 0 ] * _omegaMod;
}

In the function computeRho of the same class, the density is calculated as:

{
const T* source = c e l l . template getFieldPointer <descriptors : : SOURCE> ( ) ;
return this −>_momenta . computeRho( c e l l ) + 0.5 * source [ 0 ] ;

}

The density calculation of computeRho is correct, while in computeRhoU the density has an erroneous

*_omegaMod term.

This bug is also affecting the thermal lattice. This time the custom thermal dynamics written to include phase
change sources is based on theSourcedAdvectionDiffusionBGKdynamics. As such, if not corrected,
the simulations would be faulty.

Minimum value finder not working in 2D

https://www.openlb.net/forum/topic/supermin2d-not-finding-minimum/

In file superLatticeIntegralF2D.hh the function SuperMin2D is not working. Using this function
results in a return of 0.

The initial minimum is set with the output as 0: (line 96) output[i]=T(); This is only updated when the
absolute value of another minimum is lower than the initial minimum

1 i f ( fabs (outputTmp [ i ] ) < output [ i ] ) {
output [ i ] = fabs (outputTmp [ i ] ) ;

}

This basically reads as: if( abs(x) < 0) update , which is never true.

In the SuperMin3D function the output is initialized differently output[i] = std::numeric_lim-
its<W>::max();. And that minimization works. Replacing SuperMin2D initialization with Super-
Min3D makes the function work as expected.

For the verification tests the minimum density, i.e. pressure, was often recorded. As such this bug resulted in
erroneous results evaluations.

D3Q7 MRT collision matrix velocity set error

https://www.openlb.net/forum/topic/d3q7-mrt-velocity-directions/

The file mrtLatticeDescriptors.h contains all the MRT collision matrix information. That includes
the matrix M, M−1, and the number and locations of the shear indices. As per their definition listing 3.12,
they change the velocity directions for optimization purposes.

https://www.openlb.net/forum/topic/density-calculation-error-in-sourced-ad-bgk-dynamics-computerhou/
https://www.openlb.net/forum/topic/density-calculation-error-in-sourced-ad-bgk-dynamics-computerhou/
https://www.openlb.net/forum/topic/supermin2d-not-finding-minimum/
https://www.openlb.net/forum/topic/d3q7-mrt-velocity-directions/
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Listing 3.12: "OpenLB definition for velocity directions"

/ / / Descriptors f o r the 2D and 3D l a t t i c e s .
2 / * * \ warning Attention : The l a t t i c e d i r e c t i o n s must always be ordered in

* such a way that c [ i ] = −c [ i +(q−1) / 2 ] f o r i = 1 . . ( q−1) / 2 , and c [ 0 ] = 0 must

* be the r e s t v e l o c i t y . Furthermore , the v e l o c i t i e s c [ i ] f o r i = 1 . . ( q−1) / 2

* must v e r i f y

* − in 2D: ( c [ i ] [ 0 ] < 0 ) | | ( c [ i ] [0]==0 && c [ i ] [ 1 ] < 0 )
7 * − in 3D: ( c [ i ] [ 0 ] < 0 ) | | ( c [ i ] [0]==0 && c [ i ] [ 1 ] < 0 )

* | | ( c [ i ] [0]==0 && c [ i ] [1]==0 && c [ i ] [ 2 ] < 0 )

* Otherwise some of the code w i l l work erroneously , because the

* aformentioned r e l a t i o n s are taken as given to enable a few

* optimizations .
12 * /

For the D3Q7, the collision matrix is defined by listing 3.13, which does not conform to their velocity direction.
The proper definition of the matrix is given in listing 3.14, as stated in the bug report by the developers.

Listing 3.13: "OpenLV v1.4 D3Q7 M matrix"

template <>
constexpr Fraction M<3 ,7 >[7][7] = {

3 / / Li , Yang e t al 2016: The d i r e c t i o n s are modified f o r the OpenLB d e f i n i t i o n
{ 1 , 1 , 1 , 1 , 1 , 1 , 1 } ,
{ 0 , 1 , 0 , −1 , 0 , 0 , 0 } ,
{ 0 , 0 , −1 , 0 , 0 , 1 , 0 } ,
{ 0 , 0 , 0 , 0 , 1 , 0 , −1} ,

8 { 6 , −1 , −1 , −1 , −1 , −1 , −1} ,
{ 0 , 2 , −1 , 2 , −1 , −1 , −1} ,
{ 0 , 0 , 1 , 0 , −1 , 1 , −1}

} ;

Listing 3.14: "OpenLV proper D3Q7 M matrix"

template <>
constexpr Fraction M<3 ,7 >[7][7] = {

{ 1 , 1 , 1 , 1 , 1 , 1 , 1 } ,
4 { 0 , −1 , 0 , 0 , 1 , 0 , 0 } ,

{ 0 , 0 , −1 , 0 , 0 , 1 , 0 } ,
{ 0 , 0 , 0 , −1 , 0 , 0 , 1 } ,
{ 6 , −1 , −1 , −1 , −1 , −1 , −1} ,
{ 0 , 2 , −1 , −1 , 2 , −1 , −1} ,

9 { 0 , 0 , 1 , −1 , 0 , 1 , −1}
} ;

The impact this has is that the shear index locations are off compared to the M−1. This makes the D3Q7
matrix currently unusable in its current state. Therefore, any thermal simulations in 3D should use the BGK
collision operator.

This can be seen when comparing the BGK and MRT simulations of the 3D D2 law verification test. The
significance is shown in fig. 3.18, where the left half is the BGK simulation and the right half the MRT.

The solution would be to overwrite OpenLB’s current M matrix, and calculate the inverse M−1 via a software
package and overwriting that matrix as well.
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Figure 3.18: Impact of the D3Q7 MRT collision matrix bug on simulations (left: BGK, right: MRT)

3.11.2. Missing features

Missing features are features that do not explicitly exist, but an implementation similar to the feature does
exist elsewhere in the OpenLB framework.

https://www.openlb.net/forum/topic/is-there-a-superaverage2d/

A missing feature is the SuperAverage2D function, which computes the average tracked value across a
material. This feature exists for its three dimensional counterpart SuperAverage3D. This missing feature
was implemented by copying the relevant 3D classes and removing the third dimension. This resulted in the
files superAverage2D.h & .hh, blockAverage2D.h & .hh and blockIntegral2D.h & .hh. The
SuperAverage2D function is used in the output definition of 2D channel flows.

Another missing feature is the write function of the ThermalUnitConverter class, which does exist for
the UnitConverter class. This function was added in the file miscFeatures.h and is used to create a
file which documents the conversion magnitudes used in the simulation.

A quick update regarding the missing features. In OpenLB v1.4 (released November 18th 2020) the mentioned
features are not available.

3.12. Summary LBM implementation

In this section, a short summary is given for this chapter. The extensions to the OpenLB framework is summa-
rized, with a short overview what the limitations were and how they were overcome. Then a short discussion
regarding the boundary methods are given. The summary is concluded with a short reflection regarding the
applicability of LBM to the problem.

3.12.1. OpenLB extension

The OpenLB simulation library was successfully extended with a several features, which are summarized
below:

• A modified Guo forcing BGK dynamics, including custom coupling

• An extended interaction potential class

https://www.openlb.net/forum/topic/is-there-a-superaverage2d/
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• Maxwell construction calculation class

• A thermal DDF including latent heat which works in combination with the pseudopotential

• Extending the thermal DDF with a hybrid source term

• A fluid properties helper class

• Proper gravity coupling

• Variable wall wettability

Modified forcing scheme

Using only the original forcing schemes, there were several limitations. The Guo forcing algorithm is ill suited
to combine with the pseudopotential method, resulting in crashes below a temperature ratio of around 0.8.
Other forcing schemes, such as the Shan-Chen and exact difference method, can simulate lower temperature
ratios up to around 0.5, depending on the EoS used. Their forcing term depends on the relaxation time, thus
restricting them to 0.9 to 1.1 for adequate performance, which limits viscosity choice. Even then, the resultant
simulations are not thermodynamic consistent, and thus the simulation densities diverged from theoretical
values.

The modified Guo forcing BGK dynamics was needed to remedy those limitations; ensure thermodynamic
consistency and make simulations independent of the relaxation time. With the modified Guo forcing scheme,
high density ratios, unachievable before, can be simulated, while remaining independent of the relaxation
time and ensuring thermodynamic consistency. However, the modified Guo forcing scheme contains a con-
stant that needs to be numerically determined. A different equation of state, and different values used for
that equation of state, changes that constant.

Thermal implementation

The original thermal implementation of OpenLB was intended for small temperature changes where the
Boussinesq approximation is valid. The core thermal coupling, without the Boussinesq part, can be used
to simulate the temperature flow. However, the recovered macroscopic thermal equation is not fully correct,
and includes an error term, T u, scaling with velocity.

There are two stages to the implementation that was performed in this thesis. The first stage implemented the
latent heat, and corrected for the T u error term. The correction and latent heat are introduced to the thermal
simulation via a source term. This resulted in a fully functional thermal multiphase LBM DDF simulation.
However, this implementation has the limitation that the thermal diffusivity is constant across the simulation
domain. In addition, the diffusivity is limited to be in the same range as the viscosity, since the same lattice
spacing and timestep is used.

The second stage was to remedy the thermal diffusivity deficiencies. For that, the source term is modified
to subtract the LBM diffusivity and adding a custom diffusivity. The custom diffusivity is calculated based
on the local density. The source term contribution is then calculated via the central difference method. This
effectively introduces an explicit Euler scheme via the source term, i.e. a semi-hybrid scheme. This allows for
choosing a greater range of diffusivity, but the classical checkerboard instability is still limiting the choice.

Remaining implementations

For the calculation of the Maxwell construction and equilibrium densities, a hook into the equation of state
pressure is needed. The latent heat calculations requires the derivative of the equation of state pressure with
respect to the temperature at a constant volume. This exceeds the functionality of the given OpenLB interac-
tion potential class. Thus these functionalities were added in an extended interaction potential class.

The thermal conductivity, and specific heat capacity are different for vapour and liquid. To store and calculate
these properties compactly, a class to handle those calls are created. This class also contains an efficient
calculation method for the temperature ratio.
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The gravity implementation of OpenLB was based on the Boussinesq approximation, which is no longer
needed, since the density difference due to temperature are now simulated directly. Implementation of the
gravity model is therefore very straight forward.

For the wall wettability the wall has a fictitious density. If the initial domain density and the wall density are
too different, it may cause instabilities and crashes. As such, a function to change the wall density was added.
At simulation start, the density slowly changes from the surrounding to the wanted wall density. This avoids
the instabilities and therefore allows for a wider range of initial conditions.

3.12.2. Boundary methods

Little was added to the boundary methods in OpenLB. The limitations of the available boundary conditions
are explored, which are quite severe for multiphase flows. That is however a flaw of the LBM, and not a fault of
the OpenLB. In fact, little was found in literature regarding proper handling of multiphase flow, where similar
channel simulations either accepted the inaccuracies, or only simulated up to the point where only single
phase flow exists the domain.

The best method found for the inlet is to manually set the density and velocity, and adding custom coupling
to the thermal lattice. The inlet suffers from a compressive effect due to the wall wettability, and mitigation
methods are explored, but not implemented.

The outlet has difficulty dealing with multiphase flow, where the convective boundary handles it the best.
That type of boundary however leaves little over the behaviour of the simulation domain. Pressure bound-
aries are unsuited, and velocity based boundaries can be used, if the inaccuracies of suction and bridging are
acceptable.

3.12.3. Reflection OpenLB

At the start of the thesis, it was assumed that since OpenLB already has multiphase flow via the pseudopo-
tential method and thermal flow simulation, the combination would be relatively straight forward, with only
the phase change needed to be added. However, it turned out different than anticipated.

The approach to OpenLB was to learn by doing. Starting with single channel flow and building up the com-
plexity to the multiphase thermal multichannel problem. This allowed tackling issues regarding the thermo-
dynamic inconsistency separate, but in parallel, from the thermal model issue of the erroneous paper which
was used.

In hindsight, OpenLB did not have the feature set necessary to simulate phase change multiphase flow. How-
ever, the complexity of adding such functionality is also not that difficult, if one knows what to do. The im-
plementation of the models detailed in this chapter were quite straight forward, if some pitfalls would have
been avoided.

A few things which would have been helpful is to know is how the units in OpenLB are handled. For example,
the force in OpenLB is saved as acceleration, whereas in papers it usually as force density. Both call it force
however, which may cause some confusion. In addition, the thermal handling in OpenLB requires special
attention, and correct handling is explained in section 5.3.

The mismatch of simulation framework and paper, as well as that papers are also sometimes just wrong,
requires more than just surface knowledge. Thus this thesis requires in depth knowledge in both the lattice
Boltzmann method and OpenLB, such that methods proposed in papers are verified, adapted to OpenLB.
This means that a large part of this, and potential future thesis, should be allocated to truly and fundamentally
understanding LBM and OpenLB.

The approach taken, learn by doing, is most likely still the correct approach. It allows learning both LBM
and OpenLB. However, in addition, more theoretical studying portions should be added. For example, after
simulating a few cases with the pseudopotential method, the Chapman-Enskog analysis of the pseudopoten-
tial method should be performed to understand the error sources and how they are corrected for. Doing this
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would have prevented the thermal bug discussed in section 5.3.

Using LBM for the problem at hand was not inherently a problem. The computational speed, ease of the
geometry creation, as well as simulation stability for multiphase flow went without major issues. The biggest
unsolved issue is the inlet and outlet boundary handling. In addition, the handling of the mismatch between
fluid and thermal diffusivity can be improved. A practical issue that needs to be solved is the metastability of
the pseudopotential method.
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This chapter details the verification of the simulations, focusing on the isothermal aspects. The verification
was split for better readability. The isothermal verification cases detailed in this chapter are: the Maxwell
construction, the thermodynamic consistency, Young-Laplace law, and wall wettability.

4.1. Maxwell construction verification

The Maxwell construction verification is done in three steps. Initially the simple Maxwell construction exam-
ple code written in python is verified against other examples from literature. Then the more complex python
implementation is compared to the simple implementation. Then the c++ code implementation is compared
to the previous results. All of these should give the same equilibrium densities.

For the more complex implementation, the python as well as the c++ implementation requires the additional
verification of the pressure derivative with respect to temperature at constant density. This derivative has
been written in an analytical form, and as such a numerical derivative of the pressure function suffices to
verify the analytical derivative.

Since the Maxwell construction and derivatives are physical, without simulations needed, the only error
sources should originate from floating point errors, root finding accuracy and integration accuracy. Since
both python and c++ use double precision, any difference should be very minimal, such that when plotted,
the results should be perfectly overlapping.

Simple python implementation

The densities generated by the simple Maxwell construction example code listing 3.3, see fig. 4.2, written in
python is compared to the Maxwell construction presented by Li et al [78], see fig. 4.1. Since the Maxwell
construction is not impacted by the simulation, the simulation parameters used by them are not included,
the equation of state parameters used are shown. The lowest temperature ratio shown by them is 0.49. The
generated densities for both vapour and liquid branch match up, and thus the code is considered verified.

Figure 4.1: Maxwell construction Carnahan-Starling
equation of state with a=0.5, b=4, R=1 taken from Li. et al [78]

Figure 4.2: Maxwell construction Carnahan-Starling
equation of state with a=0.5, b=4, R=1 generated from

ExampleMaxwellConstruction.py

59
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Complex python implementation

The code in the c++ is object oriented and as an intermedium step to implementation, the simple python
code is put into a class framework, which can also encompass any features that may need to be added. The
implementation is verified by comparing the Maxwell construction of the simple code, see fig. 4.2 with the
Maxwell construction of the complex code, see fig. 4.3. They match up as expected, showing that the class
framework is working as intended.

Due to the class framework, it is possible to use different pressure functions, i.e. different equation of states
see section 2.3.2, while the exact same code is used for the Maxwell construction. This means that any addi-
tional Maxwell constructions based on that class are verified. For example, the Peng Robinson EoS which is
shown in fig. 4.4.

Figure 4.3: Maxwell construction Carnahan-Starling
equation of state with a=0.5, b=4, R=1 generated from

complex implementation eos.py

Figure 4.4: Maxwell construction Peng-Robinson equation of
state with a=2.0/49, b=2/21, ωEoS = 0.3443, R=1 generated

from complex implementation eos.py

OpenLB InteractionPotential implementation

The code in maxwellConstruction.cpp calculates and saves the equilibrium densities using the c++
code. The saved data is overlaid onto the densities generated by the python code. The resulting match up for
both the CS and PR EoS are shown in fig. 4.5 for the CS EoS and fig. 4.6 for the PR EoS. The resultant densities
agree perfectly, meaning that the c++ implementation is verified.

To highlight, fig. 4.7 is shown, showing the difference between the python and c++ implementation. The
erratic error rate around the zero point shows that there is no systematic error between the two implemen-
tation. The error difference increasing for higher temperature ratio is due to the smaller areas in involved at
high temperature ratios, thus causing small differences in the root finding leading to larger differences in the
area calculation.

Pressure derivative implementation

In the thermal phase change algorithm, there is a term containing the pressure derivative with respect to
temperature at constant volume. This derivative is implemented analytically to save computational costs. To
verify that the analytical implementation is correct, it is compared to its numerical derivative. The derivatives
for the CS and PR EoS both at a constant ρ = 0.1 is shown in fig. 4.8 and fig. 4.9 respectively.

The derivatives of the c++ implementation is compared to the derivatives of the verified python code. The
resultant comparisons are shown in fig. 4.10 and fig. 4.11. As can be seen, the c++ and python derivatives
agree perfectly.

With this verification successfully concluded, the Maxwell construction module of both c++ and python is
correctly implemented.
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Figure 4.5: Maxwell construction Carnahan-Starling
equation of state with a=0.5, b=4, R=1 generated from c++

implementation

Figure 4.6: Maxwell construction Peng-Robinson equation of
state with a=0.5/49, b=2/21, ωEoS = 0.3443, R=1 generated

from c++ implementation

Figure 4.7: Maxwell construction Peng-Robinson equation of state with a=0.5, b=2/21, ωEoS = 0.3443, R=1 difference between python
and c++ implementation

Figure 4.8: Analytical and numerical pressure derivative
Carnahan-Starling equation of state with a=0.5, b=4, R=1

Figure 4.9: Analytical and numerical pressure derivative of
Peng-Robinson equation of state with a=0.5/49, b=2/21,

ωEoS = 0.3443, R=1

4.2. Thermodynamic consistency verification

The importance of the thermodynamic consistency of the simulations when using the pseudopotential method
was previously discussed in section 2.3.1. For a simulation to be thermodynamically consistent, the resultant
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Figure 4.10: Pressure derivative of Carnahan-Starling
equation of state with a=0.5, b=4, R=1

Figure 4.11: Pressure derivative of Peng-Robinson equation
of state with a=0.5/49, b=2/21, ωEoS = 0.3443, R=1

densities must agree with the predicted densities by the Maxwell construction, see section 2.3.3. To enable
the simulations to do so, a new forcing scheme is used, based on the theory of section 2.3.4 and implemented
as shown in section 3.3.

This thermodynamic consistency test verifies both the correct implementation of the new forcing scheme
and thermodynamically consistent behaviour. The test results are compared to the predicted values given by
the Maxwell construction, which is in turn verified by comparison to literature.

Simulation setup

For the simulations, a domain of L ×L ×L is set up with periodic boundaries with the constant simulations
parameters as listed in table 4.1. The resultant geometry for 2D is shown in fig. 4.12, with a zoomed in section
shown in fig. 4.13. Since the grid is uniform, with periodic boundary, there are no ghost nodes (geometry =
0), nor walls (geometry = 2). The remaining nodes are fluid nodes (geometry = 1) on a regular grid. While the
3D geometry has fewer nodes in a direction, the total nodes are more. The distance between two nodes is the
characteristic length divided by the resolution, δx = L/N .

The characteristic length is used to convert from simulation back to physical/real units. The spacial and tem-
poral resolution, relaxation time, characteristic length and speed, vapour density multiplier, and maximum
timesteps were found from previous simulations to be a good setup parameters. The characteristic speed is
given in place of characteristic time since it allows better understanding of what maximum allowable simu-
lation speed is possible without breaking any assumptions.

Figure 4.12: 2D consistency geometry Figure 4.13: 2D consistency geometry zoomed in section

A sphere of radius R = L/6 with an interface width of R/4 is set up in the centre with the expected liquid
density. The surrounding is filled with vapour, multiplied with a factor, and random noise of 10% of local
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density is added to avoid crashes due to oscillations. The Peng-Robinson equation of state is used for the
pseudopotential with the commonly used non-dimensionalized parameters, see section 2.3.2. BGK dynamics
in combination with the modified Guo forcing scheme is used. The parameter σ used in the forcing scheme
needs to be determined numerically.

The outputs of the simulation are the vapour and liquid densities which are taken as the minimum and max-
imum values once the sphere has come to equilibrium after a certain time period. The parameter that is
varied is the temperature ratio of the system.

Table 4.1: Thermodynamic consistency simulation setup parameters

Parameter Symbol Value 3D Value 2D Unit

Spatial resolution N 75 200 -

Temporal resolution Nt 7N 7N -

Relaxation time τ 0.8 0.8 -

Characteristic length L 100 ·10−6 100 ·10−6 m

Characteristic speed U 10 30 m · s−1

Physical kinematic viscosity ν 1 ·10−5 1 ·10−5 m2 · s−1

Physical density ρ 1 1 kg ·m−3

Vapour density multiplier 2 1.1 -

Maximum timesteps 10 ·103 20 ·103 ∆t

EoS parameter a a 2
49

2
49 -

EoS parameter b b 2
21

2
21 -

EoS acentric factor ωEoS 0.3443 0.3443 -

Achieving thermodynamic consistency

At first, the same simulation values as used by Li et al. [77] who introduced the method were used. Using the
values of σ = 0.105 resulted in unstable simulations. In section 2.3.4, it was mentioned that there may be a
printing error which may result in an offset of a factor 1

c2
s
= 3 to the parameter σ. Following Zhang et al. [153],

σ= 0.3 was used, which resulted in stable simulations.

At lower temperature ratio, the interface became unstable due to high density ratios. As such the same ap-
proach of Xu et al. [148] was used to stabilize the simulations. A lower a value was used in the equation of
state to spread the interface over multiple nodes [78]. According to the equation of state, this has little impact
on the predicted densities, however it was found that at lower a values, thermodynamic consistency diverges,
which can be partly corrected by adapting the σ parameter.

The impact of a and σ was studied on the thermodynamic consistency over various values. A few examples
of the final simulations state are given below. Afterwards the results of the impact analysis of a and σ will be
presented.

Simulation results

The final state of the droplet for the simulation series of σ = 0.3, a temperature ratio of 0.8, with a varying
parameter a is shown in figs. 4.14 to 4.17 for the 3D simulations. A similar series of σ= 0.31 is excluded since
visually there is little difference.
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Figure 4.14: 3D thermodynamic consistency result, slice in
the z-axis halfway through domain, σ= 0.3, Tr = 0.8,

a = 2.0/49

Figure 4.15: 3D thermodynamic consistency result, slice in
the z-axis halfway through domain, σ= 0.3, Tr = 0.8,

a = 1.5/49

Figure 4.16: 3D thermodynamic consistency result, slice in
the z-axis halfway through domain, σ= 0.3, Tr = 0.8,

a = 1.0/49

Figure 4.17: 3D thermodynamic consistency result, slice in
the z-axis halfway through domain, σ= 0.3, Tr = 0.8,

a = 0.5/49

During the initial few thousand timesteps the droplet oscillates due to imperfect interface initialization. This
can be seen in fig. 4.18 and fig. 4.19 in the maximum density, where the plots are generated by the simulation
and little control is given for the layout. They are more pronounced for 2D simulations than 3D simulations,
since increasing the surrounding vapour density has a dampening effect on the oscillations. A more technical
analysis on droplet oscillations was done by Xu et al. [148].

Figure 4.18: Plot contains non-dimensional density (y-axis)
vs timesteps (x-axis): Showing droplet oscillations for 2D

σ= 0.35 and a = 0.5/49 at a Tr = 0.7

Figure 4.19: Plot contains non-dimensional density (y-axis)
vs timesteps (x-axis): Showing droplet oscillations for 3D

σ= 0.31 and a = 0.5/49 at a Tr = 0.7

Impact of variables

As Li et al. [77] indicated, the correct value ofσ needs to be determined numerically. But it is found that a has
an impact on the correct value of σ. To study the impact of a and σ the droplet was simulated with a ranging
from 2.0/49 to 0.25/49 in decreasing steps of 0.25/49, at various σ values. Of interest are only two values, σ
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being equal to 0.3 and 0.31, as will be explained soon.

The first series figs. 4.20 to 4.25 shows the impact of a on the achieved densities and stability of the simulation.
At the minimum required temperature ratio of 0.6, which corresponds to 115◦C for water, the a value should
be 0.5/49. This value is close to the one used by Xu et al. of 1/100 [148].

However, such a low value for a has a drastic effect on the simulation densities, strongly deviating from the ex-
pected simulations, especially for the vapour densities. The liquid densities are best shown in figures figs. 4.26
to 4.27, which has some impact. The difference can be best seen in the density ratio, shown in fig. 4.28. To
remedy the lower temperature, the parameter σ is increased from 0.3 to 0.31. The effect of this change is best
seen in the density ratio, shown in fig. 4.29. The impact on the exact vapour and liquid densities is shown in
figs. 4.30 to 4.31.

The merger of the two lines for a = 0.25/49 in fig. 4.25 indicates that the phase interface became so large that
the phase separation collapsed, becoming one mixed fluid. This happens at higher temperature ratios, since
then the density ratio is lower and as such there is a smaller force separating the phases.

The results are presented using three different graphs. The traditional P-V plot is given, showing the pressure
as a function of specific volume. The vapour curve (right curve) consistency is especially visible, however the
liquid curve (left curve) is not. Therefore the same data is shown on the P-ρ plot, showing the inverse of the x
axis. This flips the curve location and the liquid curve (right) can be seen better. Lastly, the density ratio plot
is used, which provides a different perspective to the accuracy of the thermodynamic consistency.

Figure 4.20: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 2

49

Figure 4.21: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 1.75

49

Figure 4.22: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 1

49

Figure 4.23: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 0.75

49
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Figure 4.24: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 0.5

49

Figure 4.25: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 0.25

49

Figure 4.26: P-ρ plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 2

49

Figure 4.27: P-ρ plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 0.5

49

Figure 4.28: Density ratio plot of results from 3D
thermodynamic consistency using PR EoS with σ= 0.30 and

a = 0.5
49

Figure 4.29: Density ratio plot of results from 3D
thermodynamic consistency using PR EoS with σ= 0.31 and

a = 0.5
49
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Figure 4.30: P-V plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.31 and a = 0.5

49

Figure 4.31: P-ρ plot of results from 3D thermodynamic
consistency using PR EoS with σ= 0.31 and a = 0.5

49
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4.2.1. Thermodynamic consistency results

After concluding the 3D simulations, the same study was performed for 2D simulations. The figures showing
the thermodynamic consistent cases are shown in appendix C. The resultant thermodynamic combinations
ofσ& a for both 2D and 3D simulations are summarized in table 4.2, note than the lowest tested temperature
ratio is 0.6.

Table 4.2: Thermodynamic consistency valid σ and a combinations

Lattice σ a Valid up to Tr

D3Q19 0.30 2
49 0.8

D3Q19 0.30 1
49 0.7

D3Q19 0.31 1
49 0.7

D3Q19 0.31 0.5
49 0.6

D2Q9 0.30 3.0
49 0.7

D2Q9 0.31 2.5
49 0.7

D2Q9 0.32 2.0
49 0.65

D2Q9 0.33 1.5
49 0.65

D2Q9 0.34 1.0
49 0.65

D2Q9 0.35 0.5
49 0.6

Overall, it is possible to achieve thermodynamic consistency using the modified Guo forcing scheme. The
values taken for the simulations depend on multiple factors, such as the diffuse phase thickness and lowest
expected temperature ratio. There are some inconsistencies with over-predicting the liquid densities, but that
may be due to the fact that the liquid is still compressible and the Laplace pressure, see section 4.3, artificially
increases the liquid density, as explained in section 4.2.3.

4.2.2. Spurious currents around a droplet

One numerical phenomena which is well understood are the spurious currents at the interface [25]. Spurious
currents are, as the name implies, erroneous currents with a false origin. They arise due to simulating a
curved surface on a square lattice and are not LBM specific.

The final simulation state of the σ = 0.32 and a = 2/49 2D thermodynamic consistency at a Tr = 0.7 sim-
ulation is shown in fig. 4.32, where the arrows show the direction and magnitude of the velocity field. The
velocity field is better shown in fig. 4.33, where the arrows are no longer sized according to the magnitude,
and thus better show the field. The droplet is simulated does not experience any external forces, and is sim-
ulated till it reached an equilibrium. From a physics point of view, there should be zero velocities, thus any
currents present are spurious.

Several factors determine the magnitude of the spurious currents. The forcing method used, whether BGK,
TRT, or MRT dynamics are used, the size of the interface, the relaxation time, and the density ratio all play a
factor into this [20, 42, 78, 80, 99, 113, 134, 150]. The simplest method to decrease the spurious currents is to
increase the interface width by lowering a. A compromise between simulation accuracy and spurious cur-
rents is adjusting the relaxation time. The most effective is to use an MRT dynamics, which greatly decreases
the currents magnitude increasing simulation accuracy, and only has a light impact in computational cost.
The downside is the complexity of the MRT collision operator.
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Figure 4.32: Final simulation state showcasing the spurious
currents showing the density field. The size of the arrow
represents the direction and magnitude of the velocity.

Droplet shown is from the 2D thermodynamic consistency
case σ= 0.32 and a = 2/49 at Tr = 0.7.

Figure 4.33: Final simulation state showcasing the spurious
currents showing the velocity field. The size of the arrow

represents the direction of the velocity. Droplet shown is from
the 2D thermodynamic consistency case σ= 0.32 and

a = 2/49 at Tr = 0.7.

4.2.3. Expanding crashing

During the initial steps, the droplet expands and contracts due to a non-equilibrium initialization. The ex-
pansion of the droplet creates a small low density point in the centre fig. 4.34. In the following contraction the
density spikes to well above the thermodynamic consistent density fig. 4.35. An equilibrium initialization of
the droplet is difficult to perform due to the internal droplet density gradient, shown in fig. 4.36. The droplet
internal density is slightly higher than the thermodynamic consistency due to the Laplace pressure, shown in
fig. 4.37. The Laplace pressure verification test is given in section 4.3.

Figure 4.34: Droplet expansion. The droplet forms a low
density point in its centre. ∆t = 100

Figure 4.35: Droplet contraction. The density is well above
the thermodynamic consistent density of ρ = 8.08. This

density spike can result in crashes. ∆t = 225

4.3. Young-Laplace law

An important part of the simulations is the correct simulation of surface tension. A well known case to verify
this is the Young-Laplace law, which gives a relation between the pressure difference across the interface,
the interface curvature and the surface tension. For 2D the Young-Laplace equation is shown in eq. (4.1)
[13, 43, 113]. Correct simulation of the surface tension would include following the Young-Laplace law as well
as recovering the correct surface tension.
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Figure 4.36: High contrast liquid droplet internal density
field after simulation convergence. Density below the

thermodynamic consistent liquid density is hidden. Colour
scheme adjusted such that density gradient is better visible.

Figure 4.37: Internal droplet excess density compared to
thermodynamic equilibrium density for 2D simulations. The
excess density scales with 1

r indicating a relation to Laplace
pressure.

∆p = γ 1

R
(4.1)

A fully periodic domain as in the thermodynamic consistency is used for this test. The domain is enlarged to
5 times the characteristic length for both x and y. The resolution is 125, resulting in a domain size 625x625.
The resultant geometry is shown in fig. 4.38, and a zoomed in section in fig. 4.39.

Figure 4.38: Laplace test geometry 2D, complete domain.
The circular patterns visible are visual interference due to

the high amount of circles needing to be rendered with
limited amount of pixels

Figure 4.39: Laplace test geometry 2D, bottom right corner,
one full tick is visible to indicate how many nodes are within

each tick.

A series of simulations are performed of various droplet sizes, ranging from initial diameters equal to 0.1 to
0.6 times the simulation domain. The simulation is stopped if it either reached the maximum timestep or it
converged. Convergence is measured using the average kinetic energy and using OpenLB’s ValueTracer
utility. The simulation is said to be converged if the standard deviation of the average kinetic energy over an
interval of 150 steps is less than 10−5. All values used are presented in table 4.3.

The standard pressure calculations in OpenLB is assuming single phase flow (p = c2
s ρ), but the pseudopo-

tential modifies this pressure term (p = c2
s ρ+0.5c2

s Gψ2), where G =−1 is the pseudopotential strength andψ
the local pseudopotential. Thus the pseudopotential is manually calculated and saved during the simulation.
How to do that in OpenLB, see appendix E.2.
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Table 4.3: Young-Laplace simulation setup parameters

Parameter Symbol Value 2D Unit

Spatial resolution N 125 -

Relaxation time τ 0.8 -

Characteristic length L 100 ·10−6 m

Domain size X 5 ·L m

Domain size Y 5 ·L m

Characteristic speed U 15 m · s−1

Physical kinematic viscosity ν 1 ·10−5 m2 · s−1

Vapour density multiplier 1.1 -

Temperature ratio Tr 0.7 -

EoS parameter a a 0.5
49 -

EoS parameter b b 2
21 -

EoS acentric factor ωEoS 0.3443 -

Maximum timesteps 1000 ·103 ∆t

Convergence interval 150

Convergence std deviation 1 ·10−5

Results

Examples of the final droplet states are given for droplet radius 0.1 and 0.2 times the simulation domain in
figs. 4.40 to 4.41. The pressure cross-section is given in fig. 4.42.

Figure 4.40: Final state of the droplet R = 0.1 domain size.
Convergence was reached at timestep 95454.

Figure 4.41: Final state of the droplet R = 0.2 domain size.
Convergence was reached at timestep 73412.

To evaluate the successfully finished simulations, the pressure difference between the edge of the simulation
domain and the centre of the droplet needs to be calculated. Since the interface is diffuse, the choice where
the droplet begins is a bit arbitrary. For the calculations, ρ = 4 is used, which is in the middle of the interface.
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Figure 4.42: Pressure plot along the line y=250e −6.

Table 4.4: Results 2D Young-Laplace simulation dimensionless

Droplet fraction Droplet size l.u. Liquid pressure ·103 Vapour pressure ·103 Pressure difference ·103

0.1 34.17 6.95537 0.681442 6.273928

0.2 65.75 3.93553 0.638102 3.297428

0.3 97.45 2.85009 0.623126 2.226964

0.4 129.35 2.30233 0.615578 1.686752

0.5 166.86 1.93717 0.611031 1.326139

0.6 195.44 1.76017 0.608056 1.152114

Figure 4.43: Plotting of the pressure difference between edge and centre of droplet vs the inverse of the droplet radius. The
Young-Laplace stipulates that pressure difference and radius are inversely proportional.
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Figure 4.44: Plotting of the surface tension, i.e. pressure difference between edge and centre of droplet times the radius, vs droplet
radius. The Young-Laplace law stipulates that the surface tension should remain constant.
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The pressure difference plot fig. 4.43 clearly shows that the simulation follows the Laplace law. However, the
linear best fit does not pass through the origin point. This may be due to how the droplet radius is taken.

The resultant surface tension of the simulation shown in fig. 4.44 is an order of magnitude higher than it
should be. This is because the pseudopotential method recovered macroscopic surface tension force, see
section 2.3, is dependent on the pseudopotential, and not density. Picking the pseudopotential equal to the
density would solve the surface tension exactly, but the simulation is no longer thermodynamically consis-
tent. The EoS parameter a also affects the surface tension, but due to the limitation of the current collision
operator the simulation model, adjustments to that parameter is limited. It may be possible that using a
MRT collision operator allows for adjusting the free relaxation time to help in recovering the correct surface
tension.

Thus in conclusion, the simulation can correctly capture the behaviour of the surface tension, but fails to
recover the correct value. This deficiency can be accounted for by changing the equation of state parame-
ters such that the surface tension value is similar to the wanted value. However, the range is limited by the
collision operator used.

4.4. Wall wettability

This section details the test to show the functioning of the wall wettability. The definition of the wall wettabil-
ity is defined in section 2.3.5 and is determined by the contact angle a droplet of water makes with the wall.
Correct wall wettability behaviour is required for the simulations. The criteria for success is to be able to set
the wall wettability to an arbitrary value.

Simulation setup

The setup is based on the similar test performed in section 4.2. A simulation domain of size 150x150x75 nodes
is set up for 3D, where the x and y directions are periodic. The surfaces are walls with a no slip boundary
condition. No body forces are applied in this simulation. For the 2D simulations, a bigger simulation domain
is applied with 1500x150 nodes.

The geometry of the 2D simulation is shown in fig. 4.45, with a close up on the top wall fig. 4.46 and bottom
wall fig. 4.46. The ghost node (geometry=0) are shown beyond the wall nodes (geometry = 2 for bottom, = 3
for top) and in between are the fluid nodes (geometry=1).

Figure 4.45: Wall wettability geometry 2D, partial zoom

The droplet is initiated using the OpenLB smooth sphere indicator. The sphere radius is one sixth of the
simulation domain height. The initial interface width is a quarter of the sphere radius. The origin of the
sphere is in the middle of the xy domain, and just above the bottom wall, i.e. a droplet radius plus the interface
width.

The simulation stops after 1e6 steps or when convergence is reached. Convergence is based on the Val-



4.4. Wall wettability 75

Figure 4.46: Wall wettability geometry 2D, top wall Figure 4.47: Wall wettability geometry 2D, bottom wall

ueTracer class. This checks if a tracked value has a standard deviation less than the defined residual over
a time interval. The simulation’s average energy is taken as the tracked value, where the time interval is 50
steps, and the residual is 1e-7.

For the multiphase flow, the results from section 4.2 are used: The Peng Robinson equation of state uses
a = 0.5/49, b = 2/21, R = 1, G =−1. For the forcing scheme, the value for σ is taken as 0.31 for 3D and 0.35 for
2D.

The initial liquid and vapour density is taken from the Maxwell construction. The sphere internal density is
initialized with 0.99 times the theoretical liquid density. The wall wettability is changed by changing the wall
fixed density. The wall density is initially set to the vapour density and ramps up to the tested density over
5e3 timesteps, as is explained in section 3.10

Results

After the simulations have concluded, the contact angle can be measured and thus the wall wettability deter-
mined. The contact angle is then calculated from the wetting length, ld , and the droplet height hd , given by
the equation in eq. (4.2) [31]. The contour plot density chosen for measurement is equal to the wall density.
This simplifies the measurements needed to be done and it does not vary significantly from taken a contour
of constant density. This is explained in more detail in appendix D

θ = arctan

(
ld

2|Rd −hd |
)

(4.2)

Rd = 4h2
d + l 2

d

8hd
(4.3)

The 2D simulation resulting contour plots are shown in figs. 4.48 to 4.62, and plotted in fig. 4.69, where the
measurements and angles are shown in table 4.6. The 3D simulations resulting contour plots are shown in
figs. 4.63 to 4.68, and plotted in fig. 4.70, where the measurements and angles are shown in table 4.7.

The attempts for simulating the 3D wall wettability at 0.5 and 7.5 wall density failed. For the 0.5 case, the
droplet was initialized a bit too close, resulting in the droplet being pushed away from the wall during the
initial timesteps. As such, the droplet did not adhere to the wall. For the 7.5 case, the simulation domain
was not sufficiently large enough, and thus the droplet interacted with itself through the periodic boundary,
resulting in complete wetting of the surface with no distinct droplet appearing.



76 4. Verification Isothermal LBM

Table 4.5: Wall wettability simulation setup parameters

Parameter Symbol Value 3D Value 2D Unit

Spatial resolution N 75 150 -

Temporal resolution Nt 7N 7N -

Relaxation time τ 0.8 0.8 -

Characteristic length L 100 ·10−6 100 ·10−6 m

Domain size X 2 ·L 10 ·L m

Domain size Y 2 ·L 1 ·L m

Domain size Z 1 ·L - m

Characteristic speed U 50 40 m · s−1

Physical kinematic viscosity ν 1 ·10−5 1 ·10−5 m2 · s−1

Physical density ρ 1 1 kg ·m−3

Vapour density multiplier 1 1 -

Liquid density multiplier 0.99 0.99 -

Maximum timesteps 100 ·103 100 ·103 ∆t

EoS parameter a a 0.5
49

0.5
49 -

EoS parameter b b 2
21

2
21 -

EoS acentric factor ωEoS 0.3443 0.3443 -

Correction parameter σ σ 0.31 0.35 -

Figure 4.48: Wall wettability 2D simulation with ρw = 0.5 and
contour at ρ = ρw

Figure 4.49: Wall wettability 2D simulation with ρw = 1.0 and
contour at ρ = ρw

Figure 4.50: Wall wettability 2D simulation with ρw = 1.5 and
contour at ρ = ρw

Figure 4.51: Wall wettability 2D simulation with ρw = 2.0 and
contour at ρ = ρw
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Table 4.6: Wall wettability 2D droplet measurements and contact angle

Wall Density Droplet Height [m] Wetting Length [m] Contact Angle [deg]

0.5 3.7 ·10−5 2.2 ·10−5 146.9

1 3.4 ·10−5 3.0 ·10−5 132.4

1.5 3.2 ·10−5 3.8 ·10−5 118.6

2 3.0 ·10−5 4.4 ·10−5 107.5

2.5 2.83 ·10−5 5.1 ·10−5 96.0

3 2.67 ·10−5 5.7 ·10−5 86.3

3.5 2.51 ·10−5 6.4 ·10−5 76.2

4 2.34 ·10−5 7.1 ·10−5 66.8

4.5 2.16 ·10−5 7.7 ·10−5 58.6

5 1.97 ·10−5 8.56 ·10−5 49.4

5.5 1.76 ·10−5 9.48 ·10−5 40.7

6 1.52 ·10−5 10.5 ·10−5 32.3

6.5 1.27 ·10−5 11.8 ·10−5 24.3

7 0.96 ·10−5 13.4 ·10−5 16.3

7.5 0.63 ·10−5 15.0 ·10−5 9.6

Table 4.7: Wall wettability 3D droplet measurements and contact angle

Wall Density Droplet Height [m] Wetting Length [m] Contact Angle [deg]

1.5 2.95 ·10−5 3.8 ·10−5 114.4

2.5 2.68 ·10−5 5.1 ·10−5 92.8

3.5 2.32 ·10−5 6.2 ·10−5 73.6

4.5 1.91 ·10−5 7.0 ·10−5 57.2

5.5 1.43 ·10−5 7.8 ·10−5 40.2

6.5 0.85 ·10−5 8.4 ·10−5 22.9

Figure 4.52: Wall wettability 2D simulation with ρw = 2.5 and
contour at ρ = ρw

Figure 4.53: Wall wettability 2D simulation with ρw = 3.0 and
contour at ρ = ρw
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Figure 4.54: Wall wettability 2D simulation with ρw = 3.5 and
contour at ρ = ρw

Figure 4.55: Wall wettability 2D simulation with ρw = 4.0 and
contour at ρ = ρw

Figure 4.56: Wall wettability 2D simulation with ρw = 4.5 and
contour at ρ = ρw

Figure 4.57: Wall wettability 2D simulation with ρw = 5.0 and
contour at ρ = ρw

Figure 4.58: Wall wettability 2D simulation with ρw = 5.5 and
contour at ρ = ρw

Figure 4.59: Wall wettability 2D simulation with ρw = 6.0 and
contour at ρ = ρw

Figure 4.60: Wall wettability 2D simulation with ρw = 6.5 and
contour at ρ = ρw

Figure 4.61: Wall wettability 2D simulation with ρw = 7.0 and
contour at ρ = ρw

Figure 4.62: Wall wettability 2D simulation with ρw = 7.5 and
contour at ρ = ρw

Figure 4.63: Wall wettability 3D simulation with ρw = 1.5 and
contour at ρ = ρw

Figure 4.64: Wall wettability 3D simulation with ρw = 2.5 and
contour at ρ = ρw
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Figure 4.65: Wall wettability 3D simulation with ρw = 3.5 and
contour at ρ = ρw

Figure 4.66: Wall wettability 3D simulation with ρw = 4.5 and
contour at ρ = ρw

Figure 4.67: Wall wettability 3D simulation with ρw = 5.5 and
contour at ρ = ρw

Figure 4.68: Wall wettability 3D simulation with ρw = 6.5 and
contour at ρ = ρw

Figure 4.69: Wall wettability plot showing contact angle as
function of wall density for 2D droplets

Figure 4.70: Wall wettability plot showing contact angle as
function of wall density for 3D droplets
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The plots shown in fig. 4.69 and fig. 4.70 for both 2D and 3D shows that the contact angle is a near linear
function of the wall density. The curve that is shown in fig. 4.69 and fig. 4.70 is expected as it also is present in
fig. 4.71 [130] who used the same wall wettability method.

Figure 4.71: Contact angle as simulated by Srivastava [130] using the same wall wettability method

Overall, the wall wettability functions as expected, and allows for setting the exact contact angle. This allows
for simulating the chamber with different wall wettabilities to determine if that impacts the boiling behaviour.
An estimate of the wall density can be quickly calculated with decent accuracy near the neutral wettability,
due to the near linearity present.
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This chapter details the verification of the simulations, focusing on the thermal aspects. The thermal phase
change verification case detailed in this chapter is the D2 law. An implementation mistake was found in the
verification process, which was not covered by any verification test. The mistake is analysed and corrected,
each getting a discussion.

5.1. Thermal MRT implementation

The thermal MRT implementation, see section 3.5.1, is verified by comparing the simulation results of a
droplet evaporation using BGK AD dynamics with the MRT AD dynamics. The simulation thermal results
are shown in fig. 5.1. The temperature across the domain, from the bottom-left corner to the top-right cor-
ner, is additionally plotted, shown in fig. 5.2 and fig. 5.3. A diagonal line is used such that the temperature
shown crosses the cold spots inside the droplet.

Figure 5.1: Thermal advection diffusion Dynamics BGK (left) vs MRT (right) comparison

The maximum deviation in the temperature happens inside the droplet, where the MRT simulation predicts
0.05K lower temperature than the BGK simulation. With such small difference, it is shown that the MRT
dynamics is implemented correctly.

5.2. Droplet evaporation

The next verification target is the evaporative model. A commonly used benchmark is the D2-law of droplet
evaporation [31]. This law states that the droplet radius changes linearly in time [72], since both the rate of

81
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Figure 5.2: Temperature across the simulation domain
(bottom-left to top-right)

Figure 5.3: Temperature across the simulation domain
(bottom-left to top-right) zoomed on droplet

evaporation as well as rate of heating is dependent on the droplet surface area. It also shows that the rate of
evaporation is related to thermal conductivity. The D2-law assumes no forced nor natural convection. The
transport properties for the both gas and liquid are the same.

In this unit test a larger bug was found specific to how the phase change is implemented into OpenLB. This
is explained in more detail in section 5.3 and how to properly implement it in section 5.3.2. However, the
D2-law unit test did not show any abnormalities. In section 5.2.1 it is shown how even with an erroneous
implementation, correct looking results can be achieved. This is still included in this thesis as a warning, but
less attention is spent on that section.

An interesting phenomena occurs due to the droplet not being at equilibrium at simulation start, shown in
fig. 5.4. The expansion and contraction pushes heat to the outside, making the internals of the droplet colder
and the outside warmer than the initial temperature. The additional heat is then cooled by the constant
temperature wall. This results in a droplet which has a colder temperature than expected. To avoid this,
the temperature field is held at a constant temperature till the droplet has reached equilibrium and heating
begins.

5.2.1. Erroneous simulation setup

A simulation domain of size 150x150x150 with periodic boundaries is set up. A droplet of radius L/5 is initial-
ized in the centre using the OpenLB’s smooth sphere indicator. The viscosity used in the simulation is 1e-5
m2s−1.

The thermal lattice boundary is set to a constant temperature. The thermal heat capacity for both vapour and
liquid in lattice units is 6.6, following closely to the values given by Li et al. and Gong et al. [45, 79].

After 2.5e3 steps, the droplet has come to rest. Then the thermal lattice boundary temperature is increased
by 32K. At the same time the droplet radius is recorded. For tracking the droplet radius, a density contour of
4 is used as the cut-off value, the contour length, i.e. the circumference, is used to calculate the radius. The
simulation ends after 25e3 steps.
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Figure 5.4: Thermal behaviour during the initial timesteps. Initial temperature is T = 453K. Droplet cools down due to expansion and
contraction till an equilibrium is reached. Contour at ρ = 6 shows the droplet location

Erroneous Results

A series of snapshots at the start of heating, during and at the end are given in figs. 5.6 to 5.9. The results of
the simulations are shown in fig. 5.5. As can be seen, after the initial period, the change in radius is constant,
which is in line with the D2-Law. The gradients should be a multiple of each other, and the ratio compared to
λ= 0.1 are: 2.17 for λ= 0.2 and 3.00 for λ= 3.00.

Figure 5.5: Change in droplet diameter due to evaporation using erroneous thermal phase change implementation

The effect of the erroneous implementation is visible in the thermal lattices in figs. 5.6 to 5.9. The latent heat
is much lower than expected, which results in a faster heating of the droplet. There is almost no noticeable
difference in temperature between the droplet and the surrounding vapour. Due to the quick heating, the
droplet does not have enough time to evaporate and thus first expands. This expansion is seen in the initial
‘hump‘ at ∆t = 6500 in fig. 5.5.

The cross shape that is present in the temperature field of the simulations in fig. 5.7 and fig. 5.8 is due to the
spurious currents. This is explained in more detail in section 6.1. Even in this erroneous setup, the simulation
follows the D2 law, as can be seen by linear evaporation of the droplet.
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Figure 5.6: Erroneous results showing density (left) and
temperature (right) at the start of the heating ∆t = 5000

Figure 5.7: Erroneous results showing density (left) and
temperature (right) during the heating ∆t = 8000

Figure 5.8: Erroneous results showing density (left) and
temperature (right) at the start of the heating ∆t = 10000

Figure 5.9: Erroneous results showing density (left) and
temperature (right) during the heating ∆t = 15750

5.2.2. Proper simulation setup

The problem identified in section 5.2.1 is fixed and the proper simulations to verify the D2 Law are run. The
problem and solution are explained in depth in section 5.3.1 and section 5.3.2. The setup parameters of this
simulation series are shown in table 5.1. The geometry is given in fig. 5.10.

For the simulation, three different thermal conductivities are simulated. The physical thermal conductivities
are λ= 0.1,0.3,0.5. In lattice thermal conductivities simulated are 0.0217 ·m, with m = 1,3,5. Combined with
the lattice specific heat, this results in the diffusivity of D = 0.286691ρ ·m.

The characteristic length and speed, with the spacial and temporal resolution determines the values to nondi-
mensionalize the simulation. The characteristic length is kept constant for all simulations, and the charac-
teristics speed is adapted such that it is below the maximum expected velocity.

To increase the simulation size, while keeping the same characteristic length, the domain size is set to twice
the characteristic length. This is to ensure that the hot wall is sufficiently far away from the droplet.

The physical viscosity is kept constant across all simulations such that they are comparable. The relaxation
time is calculated from the physical viscosity and the resolutions. A value for the physical viscosity is taken
such that the resulting relaxation time is above 0.65 and thus ensuring the stability of the simulations. A lower
viscosity would result in unstable simulations. In combination with higher resolutions to ensure stability, the
simulations would take too long.
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Table 5.1: D2Law simulation setup parameters

Parameter Symbol Value 2D Unit

Spatial resolution N 100 -

Temporal resolution Nt 7 -

Relaxation time τ 1
1.4 -

Characteristic length L 100 ·10−6 m

Domain size X 2 ·L

Domain size Y 2 ·L

Characteristic speed U 20 m · s−1

Physical kinematic viscosity ν 1 ·10−5 m2 · s−1

Vapour density multiplier 1.0 -

Liquid density multiplier 0.99 -

Initial temperature ratio Tr 0.7 -

Heated temperature ratio Tr 0.8 -

EoS parameter a a 0.5
49 -

EoS parameter b b 2
21 -

EoS parameter R R 15.23 -

EoS acentric factor ωEoS 0.3443 -

Initial timesteps 7 ·103 ∆t

Maximum timesteps 1407 ·103 ∆t

Thermal relaxation time τg 0.7

Physical specific heat cv 4000 J
kg K

Physical thermal conductivity λ 0.1, 0.3, 0.5 W
mK

Figure 5.10: Geometry used in the D2 Law simulations. For the fluid lattice, nodes with geometry equal to 1 and 2 are normal fluid
nodes, periodic boundaries are used. For the thermal lattice, nodes with geometry equal to 1 are normal thermal nodes and geometry =

2 are thermal wall nodes.



86 5. Verification Thermal LBM

5.2.3. Proper results

The initial state of the simulation just after the thermal wall temperature has increased is shown in fig. 5.11.
The final conditions are shown in figs. 5.12 to 5.13 for the three different thermal conductivities simulated.
The resultant evaporation shown in the change of droplet radius is shown in fig. 5.15 with a droplet cutoff
value of ρ = 4 and for ρ = 7 in fig. 5.16.

Figure 5.11: Droplet at equilibrium just after the domain edge temperature was increased. Showing density (left) and temperature
(right) with contours for ρ = 1,4,7. ∆t = 7500

Figure 5.12: Final simulation state of droplet with physical thermal conductivity of λ= 0.1 W
mK . Showing density (left) and temperature

(right) with contours for ρ = 1,4,7. ∆t = 1.405 ·106

In each of the D2 simulation plots, a black ruler was added to help show the evaporation. Due to the proper
latent heat, the droplet temperature is lower than the temperature experienced in fig. 5.9. For λ = 0.1, the
droplet temperature was almost unchanged compared to the initial state.

The change in droplet radius where the same droplet cut-off value was used as in the erroneous D2 simulation
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Figure 5.13: Final simulation state of droplet with physical thermal conductivity of λ= 0.3 W
mK . Showing density (left) and temperature

(right) with contours for ρ = 1,4,7. ∆t = 1.405 ·106

Figure 5.14: Final simulation state of droplet with physical thermal conductivity of λ= 0.5 W
mK . Showing density (left) and temperature

(right) with contours for ρ = 1,4,7. ∆t = 1.405 ·106

is shown in fig. 5.15. The plot shows that the change is linear as expected. The measurement for the gradient
is tabulated in table 5.2. The difference in radius for λ = 0.1 is very small, which is to be expected since the
droplet internal temperature barely changed as well.

The same plot of fig. 5.15 but with a different density cut-off value ρ = 7 is used. There is a slight difference in
the calculated gradient, but more interesting is that the droplet radius expansion at the start (∆t ≈ 20000) of
the simulation is no longer present. This is especially visible for the λ= 0.1 simulation.

The gradient calculations for cut-off values ρ = 4 and ρ = 7 are given in table 5.2 and table 5.3 respectively.
The gradients are converted to physical units to get a better feel for the magnitude. In this simulation, one
timestep ∆t is equal to 1

1.4 · 10−8s. In both cases the gradient ratio compared to λ = 0.1 is slightly too high.
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Figure 5.15: Change in droplet diameter due to evaporation using corrected thermal phase change implementation measuring droplet
size with a contour of ρ = 4

Figure 5.16: Change in droplet diameter due to evaporation using corrected thermal phase change implementation measuring droplet
size with a contour of ρ = 7
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However, the ratio between the 0.3 and 0.5, which should be 0.5/0.3 = 1.6̇ is 1.63 for both ρ = 4 and ρ = 7
showing good consistency across those contours. The gradient for ρ = 4 is lower than the ones in ρ = 7
indicating that the interface is expanding slightly as the droplet evaporates.

Table 5.2: Gradient calculations for the D2law simulations with a contour at ρ = 4

Thermal conductivity Radius [µ m] Radius [µ m] Gradient Gradient ratio

λ [ W
mK ] at 1.4 ·106∆t at 0.4 ·106∆t [µ m/s] compared to λ= 0.1

0.1 20.1140 20.4136 -41.7 1

0.3 19.0902 20.1165 -142.6 3.43

0.5 18.1710 19.8452 -233.2 5.59

Table 5.3: Gradient calculations for the D2law simulations with a contour at ρ = 7

Thermal conductivity Radius [µ m] Radius [µ m] Gradient Gradient ratio

λ [ W
mK ] at 1.4 ·106∆t at 0.4 ·106∆t [µ m/s] compared to λ= 0.1

0.1 18.1283 18.5128 -53.6 1

0.3 16.8517 18.1293 -178.0 3.32

0.5 15.7099 17.7884 -289.5 5.41

5.3. Thermodynamic latent heat

As was preluded in section 5.2.1, there was a flaw in the implementation of the phase change term into
OpenLB. This flaw causes the latent heat to not be recovered correctly. This erroneous recovery from a
straightforward implementation is shown in section 5.3.1. Then the correct way to implement the phase
change term is discussed in section 5.3.2.

5.3.1. Link to latent heat

The used phase change term

(
− T
ρcv

(
dP
dT

)
ρ
∇·u

)
∆t can also be expressed in terms of latent heat of vaporiza-

tion. The starting point of this derivation is eq. (5.1), where v f g is the specific volume difference between
point f and g , h f g the latent heat [158].

(
dp

dT

)
v
= h f g

T v f g
(5.1)

The first step is to express v f g for a small change in volume.

v f g =∆v = v2 − v1 = (v1 +dv)− v1 = dv (5.2)

The next step is to convert specific volume to density: v = 1
ρ

v f g = dv

dρ
dρ =

d 1
ρ

dρ
dρ =− 1

ρ2 dρ (5.3)

Inserting eq. (5.3) into eq. (5.1), and rearranging for h f g results in eq. (5.4).

h f g = T
1

ρ2 dρ

(
dp

dT

)
ρ

(5.4)
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Recalling that in the derivation of the used phase change term, the conservation of mass was used− 1
ρ

dρ
dt =∇·u

[83]. And as such, the used phase change term can be written as eq. (5.5)(
T

ρ2cv

(
dP

dT

)
ρ

dρ

dt

)
∆t = T

ρ2cv

(
dP

dT

)
ρ

dρ (5.5)

The only difference between eq. (5.4) and eq. (5.5) is the term cv . This means that the phase change term

used in the simulation is equal to
h f g

cv
. The equation of state used thus also determines the latent heat of

vaporization.

To calculate the latent heat predicted by the equation of state, it is important to realize that the simulation

uses a different latent heat depending on the local density. The
(

dP
dT

)
ρ

is a function of density, and thus only

valid for a specific density. Therefore to calculate the EoS latent heat, eq. (5.4) needs to be evaluated via
integration, eq. (5.6).

hl v = T
∫ ρl

ρv

1

ρ2

(
dP

dT

)
ρ

dρ (5.6)

To validate that eq. (5.6) does indeed produce the latent heat, the dimensionalized Peng-Robinson equation
of state is used. Either the values a = 599.40, b = 0.01895, ωEoS = 0.344 and R = 8314/18.015 from Table A.7
[157] are used, or those parameters are calculated from the critical point of water (Tc = 647.4K, Pc = 22.1MPa,
ωEoS = 0.344 and R = 8314/18.015) [106, 157].

The calculation and evaluation of the PR EoS latent heat is performed using the python code with the relevant
code presented in appendix F. The latent heat is then printed, which resulted in 2334.7·103 J/kg. The temper-
ature ratio used is 0.577, which with Tc = 647.4K results in 100.4◦C. According to NIST [106], the difference in
enthalpy between saturated water vapour and liquid at 373K is 2675.3−418.5 = 2256.8 ·103 J/kg. Comparing
the calculated latent heat to the latent heat of vaporization gives a percentage error of 3.45%. This can be
attributed to inaccuracy of the EoS. Given the general inaccuracies of defining a fluid by an equation of state,
the predicted latent heat has a very good agreement with the latent heat given by NIST.

A similar approach was performed in the appendix of [43], and while they reached a similar yet different
expression in eq. (5.6), their resultant latent heat from evaluating the PR EoS at 100.4◦C is 2337.4 ·103. The
0.12% difference between their method and one mentioned in eq. (5.6) can be attributed to their lack of
mentioning which critical point values they took when calculating the latent heat.

Using the non-dimensionalized Peng-Robinson EoS and evaluating eq. (5.6) at 100◦C (Tr = 0.577) for different
values of a, while keeping b = 2/21, R = 1 andωEoS = 0.3443 results in the following latent heats table 5.4. The
lattice unit to physical conversion is done with a factor ∆x

∆t = 210.

Table 5.4: Latent heat of vaporization derived from equation of state with improper implementation

Parameter a Lattice hl v Physical hl v [ kJ
kg ]

0.5/49 39.7 777.4

1.0/49 79.3 3498

2.0/49 158.6 6996

3.0/49 238.0 10494

It can be seen that the parameter a is very impactful on the resultant latent heat. From this table, it would
seem as if to match the latent heat of vaporization for water a value for a in between a = 0.5 and a = 1.0 should
be taken. However eq. (5.6) is independent of the simulation environment, meaning that if ∆x

∆t changes, for
example due to a different temporal resolution being used, the physical latent heat changes as well. This
indicates that the straightforward implementation into OpenLB was not correctly non-dimensionalized.
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5.3.2. OpenLB non-dimensionalized equation of state implementation

It is useful to think about three scales for the fluid properties. The physical scale, the lattice scale and the
equation of state scale. The calculations performed in OpenLB should all be lattice units. However, when
setting up the equation of state with b = 2/21, R = 1, one introduces a new set of units.

The Peng Robinson equation of state predicted density is dominated by its critical density ρc , which is purely
a function of b as shown in eq. (5.7). In the pseudopotential method, only the density is used, and a density
ratio of 1:1 between lattice density and EoS density is chosen. Setting R=1 is then a matter of simplicity and
the parameter a is free to choose to adjust the interface thickness.

ρc = pc

0.3074RTc

pc = 0.0778RTc

b

ρc = 0.0778RTc

0.3074bRTc

= 0.0778

0.3074b
(5.7)

However, the phase change term uses more than just the density from equation of state:

(
− T
ρcv

(
dP
dT

)
ρ
∇·u

)
∆t .

In that case, it is wrong to assume that the lattice units and equation of state units have a 1 to 1 ratio, as is
evident by the latent heat dependence on the grid detailed in table 5.4. This is especially true for handling
the temperature since OpenLB temperature scale is offset by 0.5. For clarification, in OpenLB, the lowest
non-dimensional temperature is represented by 0.5 and the highest by 1.5.

To correctly implement the latent heat calculation, two approaches are presented. The first relies on using
conversion factors to convert from the EoS unit scale to the Lattice unit scale. The other is to use a non-
dimensional R value in the EoS to pre-emptively perform the required conversions. Hand on examples for
both methods are shown in appendix F.

The conversion factor method requires the multiplication of the derivative term with the following
pc,r eal
pc,eos

ρc,eos
ρc,r eal

and T is in EoS units T = Tr ·Tc,eos . That results in the overall equation shown in eq. (5.8), where Tr (Tl b) is a
function to convert the lattice temperature into the temperature ratio.

Tr (Tlb)Tc,eos

(
dpeos

dT

)
ρ

pc,r eal

pc,eos

ρc,eos

ρc,r eal
(5.8)

The non-dimensionalized R method uses a different value for R, as defined by: R = R
M ∗Tc,r eal

(
∆x
∆t

)−2
, where

R is the universal gas constant and M the molar mass. With this value of R, the correct latent heat can be
recovered from the equation of state without a need for the conversion factors, only requiring the usage of
the Tr (Tlb) function, as shown in eq. (5.9).

Tr (Tlb)

(
dpeos

dT

)
ρ

(5.9)

The complete source term to implement into the lattice is often written as eq. (3.22), repeated below for
convenience.

T

[
1− 1

ρcv

(
dpeos

dT

)
ρ

]
∇·u

It is important to note that for the OpenLB implementation the T refers to two different temperature scales.

The term T∇·u uses the TLB and the term containing
(

dP
dT

)
ρ

uses the Teos .

This follows from the origin of the two T . The T∇·u is needed due to the rewriting of u·∇T of the macroscopic
temperature equation into ∇ · (T u)−T∇ ·u, since LBM solves for ∇ · (T u). Thus, that T is in the lattice unit
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scale. The T of the second term appears from the derivation of the local entropy balance to encompass the
energy loss due to phase change, which is expressed using the EoS, and thus that T is in the EoS unit scale.

To show that the value of R does not impact the previous simulations, the 2D thermodynamic consistency
test for σ= 0.35 and a = 0.5/49 are rerun, but with R = 7.47. They are compared to the ones with R = 1 ones
in figs. 5.17 to 5.20.

Figure 5.17: P-V plot of results from 2D thermodynamic
consistency using PR EoS with R = 1, σ= 0.35 and a = 0.5

49

Figure 5.18: P-V plot of results from 2D thermodynamic
consistency using PR EoS with R = 7.47, σ= 0.35 and a = 0.5

49

Figure 5.19: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with R = 1, σ= 0.35

and a = 0.5
49

Figure 5.20: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with R = 7.47,

σ= 0.35 and a = 0.5
49



6 Simulation Tool Discussion

In this chapter, further aspects of the simulation tool beyond verifications are discussed. The tool is used to
simulate nucleation in pool boiling. In addition, the impact of spurious currents on the thermal lattice are
investigated. A plan for the full validation of the simulation tool is presented.

6.1. Impact of spurious currents

In addition to the D2-law, section 5.2 showed a few more aphysical behaviour. These aphysical behaviour are
found to occur due to spurious currents, discussed in section 4.2.2. The spurious current interaction with the
thermal lattice is investigated in more detail, this is not covered in literature. Three phenomena are shown,
the thermal cross, the spurious condensation and evaporation and numerical explosive boiling.

The explosive phenomena occurred in simulations where the a parameter of the EoS was taken to be 3/49,
following the values used in literature. Through numerical trials, the phenomena vanished when using a
value of a = 0.5/49.

6.1.1. Thermal cross

The first impact the spurious currents have on the thermal lattice results in a cross shape in the temperature
field, shown in fig. 6.1. Since the temperature is advected along with the velocity, the spurious currents trans-
ports cold fluid out. The fluid is then heated near the wall, and subsequentially carried back in. This means
that at locations where the spurious currents are flowing out, the vapour temperature is colder, while where
the currents flow in, it is warmer.

Figure 6.1: Spurious currents carrying cold vapour away and warm vapour in, resulting in a thermal cross

6.1.2. Spurious condensation and evaporation

For the phase change term, the change in density is represented by the term∇·u. This means that the spurious
currents also produce spurious condensation and evaporation. The velocity field and magnitude as shown in

93
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fig. 6.2, where the arrows purely detail direction and the background the magnitude. The 4 concentric circles
are the density contours at ρ = 0.2, ρ = 1, ρ = 4 and ρ = 7.5. The contours are chosen such that they overlap
with the maximum velocity locations.

Given a phase interface thick enough, multiple eddy currents can arise within the interface, as in fig. 6.2. The
maximum velocity locations within the diffuse interface are at the location where two eddies flow alongside
each other. Thus the contours segment the eddies. In other words, between each contour exists an eddy.

Figure 6.2: Detailed velocity field of the spurious currents inside the droplet. Contours are shown for ρ = 0.2,1,4,7.5

The spurious effects on the temperature field is seen fig. 6.3. In the regions where ∇ ·u is positive due to
spurious currents, i.e. more is flowing out than in, spurious evaporation occurs. This results in lower than
expected temperature. The reverse is true when ∇·u is negative, resulting in spurious condensation.

Spurious evaporation and the effect on the thermal lattice is very much visible at the diagonals inside the
ρ = 7 contour. In short, this is due to it being a local node where there is more fluid outflow than inflow. This
is occurring at any location where multiple eddies meet and forming a local outflow, shown in fig. 6.4. When
the eddies form a local inflow node, the temperature is slightly elevated.

There is an nuanced answer to why the diagonals inside the ρ = 7 contour the droplet is colder than average.
To see this, one has to follow the streamline from the centre of the droplet out.

At the centre, the streamlines point along the axis. Following left along the negative x axis, the streamline
comes to a stop at ρ = 7 as it meets an inflowing eddy. Thus the streamlines turns either up or down along the
y axis. Following the streamline, one reaches the diagonal cold spot. At this cold spot, the streamline either
follows the internal eddy back to the droplet centre, but some flows out to join the eddy between ρ = 4,7. This
outflow is the evaporation.

A theoretical package of fluid would need to follow four eddies to flow out of the droplet. At each eddy there is
a point of evaporation where the density changes. However, the latent heat needed/given to expand/contract
between each of these densities differ. The eq. (5.6), repeated below for convenience, can be used to calculate
the latent heat, shown in table 6.1. The contour densities are used for the density ranges.
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Figure 6.3: Temperature field of droplet, showing the impact of spurious currents on thermal lattice. Contours are shown for
ρ = 0.2,1,4,7.5

Figure 6.4: Temperature field of droplet detailing the phase interface, showing the impact of spurious currents on thermal lattice.
Contours are shown for ρ = 0.2,1,4,7.5
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hl v = T
∫ ρl

ρv

1

ρ2

(
dP

dT

)
ρ

dρ

Table 6.1: Stepwise latent heat of vaporization for water using PR at Tr = 0.7, b = 2/21, M = 18.0152

Density range Physical hl v [ kJ
kg ]

8.08 to 7.5 102.5

7.5 to 4 567.4

4 to 1 668.2

1 to 0.2 454.2

Sum above 1792.3

8.08-0.2 1792.3

8.08-0.056 2082.5

Each time an eddy transports a fluid package from one contour to the next, they release / take an amount of
energy shown in table 6.1. For example, from contour ρ = 4, fluid travels to contour ρ = 7.5, releasing 567.4
kJ/kg, and travelling to ρ = 1, takes 668.2 kJ/kg. This can be seen in fig. 6.4 where there is an increase in
temperature between contours ρ = 4,7.5 and a decrease between ρ = 4,1.

Inside the interface, the contours are close together, and an eddy where evaporation occurs is directly oppo-
site to an eddy where it condenses. Between the four contours, the latent heat are roughly equal. As such
diffusion can make it seem as if the temperature inside the interface is uniform, while it is not. This also an-
swers the question why there are 4 diagonal cold spots. It is a node of where energy loss due to evaporation is
not overcome by the energy gain due to condensation.

6.1.3. Numerical explosive boiling

The second phenomena is what could be called numerical explosive boiling. During the tests of the D2 law,
once the temperature was raised just slightly, the droplet starts to move. This movement is sporadic, and
increases with simulation time. This is not a phenomena specific to only droplets, but also channel flow.

The stationary droplet is shown in fig. 6.5, which shows the expected spurious currents surrounding the
droplet. Only slightly later, the pattern changes, with the spurious currents exiting the droplet to the right and
bottom nearly vanishing fig. 6.6, this gives the droplet a momentum and the droplet starts to travel slightly
into that direction, as shown in fig. 6.7.

The velocity field soon after flips, and another interesting change occurs. The spurious current of 4 outgoing
and 4 incoming streams changes to predominantly 2 outflowing and 3 incoming.

The current pattern keeps on changing till it is no longer confined to the field near the droplet. This is shown
in fig. 6.9, where the outflow to the top of the droplet loops over the periodic boundary and flows to the
two inflows at the bottom. Since the boundary for the thermal lattice has a fixed temperature, the inflowing
temperature is increased, thus bringing more energy to the system. This increases the movement energy
available to the droplet. Thus the velocity currents become increasingly sporatic and more energetic as shown
in figs. 6.10 to 6.14.

In fig. 6.14 the droplet crosses over the periodic boundary, which instantly increases the core temperature. At
that point the evaporation becomes very quick and the outflow velocity of the droplet increases drastically.
This increase can cause crashes in the simulation, since a comparatively too large timestep is taken for the
occurring velocities.

This numerical explosive behaviour is not unique to the test case and also occurred in all other simulations.
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Figure 6.5: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 10e3

Figure 6.6: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 14e3

Figure 6.7: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 20e3

Figure 6.8: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 25e3

Figure 6.9: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 40e3

Figure 6.10: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 100e3

An example is shown for a multi-channel simulation. Two snapshots are taken, one before the liquid flows
into the channel, shown in figs. 6.15 to 6.17, and one with liquid in the channels, shown in figs. 6.18 to 6.22.
The inflow is a manual set density and velocity profile. The outlet has the same velocity profile and speed,
except scaled to the density ratio. This can lead to densities below the equilibrium density near the outlet,
but it should not cause this phenomena, since it occurs in other simulations as well.

The velocity magnitude and direction of figs. 6.15 to 6.22 are shown with the black arrows. They are all at the
same scale. It can be seen that in fig. 6.16, the most open explosive numerical boiling, generated a dispropor-
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Figure 6.11: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 110e3

Figure 6.12: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 120e3

Figure 6.13: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 130e3

Figure 6.14: D2-law simulation showcasing numerical explosive
boiling simulation with R = 15.2, σ= 0.30 and a = 3

49 at
∆t = 140e3

Figure 6.15: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 120e3

Figure 6.16: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 130e3

Figure 6.17: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 140e3
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tionally huge amount of velocity. The liquid front, which was a single curve becomes distorted. In fig. 6.16,
it can be seen that the location of this numerical explosive boiling happened more at the top of the liquid
front. The location of where the numerical explosive boiling occurs oscillates from the top to the bottom,
aggravating the liquid front to sway with it.

Figure 6.18: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 1000e3

Figure 6.19: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 1010e3

Figure 6.20: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 1020e3

Figure 6.21: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 1030e3

Figure 6.22: Multi channel simulation showcasing numerical
explosive boiling simulation with R = 1, σ= 0.30 and a = 3

49 at
∆t = 1040e3

In figs. 6.18 to 6.22, the same phenomena occurs, however it is contained inside the channels. There is noth-
ing new to say regarding this phenomena from this series, however, it is shown that multichannel interactions
does occur, with liquid distributing into other channels due to backflow.

6.2. Pool Boiling

A very useful benchmark that is often used to showcase phase change is pool boiling. In pool boiling, a
partially filled container is heated from the bottom. The expected behaviour is that the liquid starts to boil,
with nucleation sites forming, bubble growth, and bubble release.

6.2.1. Simulation layout

The geometry for pool boiling is given in figs. 6.23 to 6.25. The geometry nodes that are 0, given by the white
circles, are ghost nodes and have no dynamics. The nodes with geometry equal to 1 are fluid nodes. The
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nodes with geometry equal to 2 (bottom) and 3 (top) are walls using bounce back scheme, where the bottom
wall is neutral, making a contact angle of 90◦ and the top wall hydrophobic. Thermally, the bottom wall
(geometry = 2) is a constant temperature wall which is increased after the liquid has come to rest. The top
wall is a constant temperature wall which stays constant throughout the simulation. The sides are periodic.

The exact length and width of the simulation changes, however the method how the boundaries are set up
does not change. The temperature lattice is held at a constant temperature while the fluid finds its equilib-
rium.

In addition, gravity is taken into account. The method for including gravity is explained in section 2.3.6, with
the implementation detailed in section 3.7. For these simulations, the average density is used as a reference
density. This method adds no net momentum to the simulation.

Figure 6.23: Pool boiling geometry showing full simulation domain

Figure 6.24: Pool boiling geometry showing bottom left corner Figure 6.25: Pool boiling geometry showing top right corner

6.2.2. Heat transfer at wall

The variable wall wettability is achieved by giving the wall a fictitious density. This however has an unwanted
effect on the wall heat transfer. The relevant aspects of the thermal diffusion, see section 3.5.2, is repeated
below for convenience.

∇(λ∇T )

ρcv
=∇λ∇T

ρcv
+ λ∇2T

ρcv

∇λ∇T

ρcv
=

∂λ
∂ρ∇ρ∇T

ρcv

The first term on the right hand side corrects for a changing thermal conductivity, which occurs in the phase
interface. Since thermal conductivity for the vapour and liquid are defined by the local density, the term can
be rewritten in term of changing density. Since the thermal conductivity scales linearly and for water the
liquid conductivity is higher than for vapour, the term ∂λ

∂ρ is a positive constant.
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By giving the wall a density to define its wettability, one also changes the wall heat transfer to the fluid. For
example, if liquid water is in contact with the wall, the ∇ρ is positive. A wall which is hotter than the fluid ∇T
is negative. Thus in total the sign is negative, indicating a decreased heat transfer from the wall to the fluid.

6.2.3. The nucleation problem

One issue that was uncovered by the pool boiling simulation attempts is the nucleation - or the lack thereof
- problem. First a common pool boiling simulation is given which shows that while enough heating exists,
no nucleation occurs. Then an explanation for the lack of nucleation is given, providing both theory and
explanation.

Lack of nucleation

An issue that occurred is that the pool boiling simulations showed no nucleation. For example, fig. 6.26 and
fig. 6.27 shows the simulation state after 4.3 ms real time for a 0.25 mm times 0.8 mm big channel. The initial
temperature is 485 K with a hot wall temperature of 550 K, a difference of 65K. Gravity is pointing downwards
with 9.81 m s−2. This should be sufficient for nucleation to occur, but only convection can be seen.

Figure 6.26: Pool boiling without nucleation: density lattice with velocity field shown by arrows scaled by velocity magnitude

Figure 6.27: Pool boiling without nucleation: temperature lattice with velocity field shown by arrows not scaled
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Metastable Region

In a recent paper (published online September 2020) How does boiling occur in lattice Boltzmann simula-
tions? by Li et al.[84], they presented their knowledge gained from their previous work along with theoretical
background to support it. They also provided their insight into the conditions for when nucleation occurs.

The problem of no nucleation is due to the simulation state being in the metastable region, which is shown in
fig. 6.28 [84]. The "[...] spinodal name [is] given to the two curves that border the instability domain." [5]. And
while Li et al. draw good conclusions regarding how this impacts LBM simulations, the physical relevance
can be explained better.

Figure 6.28: "Sketch of a phase diagram with the coexistence curve (solid line) and spinodal line (dashed line)." [84]

"Among the practical issues that motivate the study of metastable states — and, in particular, the pinpointing
of the spinodal lines — is the question of how much a liquid can be heated above its saturation temperature
before it has no choice but to boil." [5]

"If the liquid is free of impurities that usually act as sites for the formation of the first vapor bubbles (“nu-
cleation” sites), the temperature of the liquid can increase above the corresponding saturation tempera-
ture, Tsat(P f ), while the liquid remains single phase. We know from the stability considerations centered
on [fig. 6.29] that this process cannot continue to temperatures that might exceed the liquid spinodal tem-
perature corresponding to P f : namely, Tsp(P f ) in [fig. 6.29]." [5] The figure referenced in the quote is shown
in fig. 6.29 and the quote was adapted accordingly.

A similar metastable concept that is more commonly known is the supercooling of a liquid, for example water.
Given no impurities, water can be cooled below its freezing point while remaining in its liquid form. While in
such a supercooled state, any disturbance results in the water quickly freezing.

Only one other set of authors, Hazi and Markus, from all the literature read for this thesis mentioned the
metastability. They said: "the thermodynamic fluctuations need to be high enough to drive the system locally
into the metastable region. Then phase transition can occur. Note, however, that the metastable state is
between the spinodals, so the fluctuations must high enough to achieve this region. Therefore, in order to
model boiling in a real fluid, like water by this method we need a specific equation of state (modified between
the binodals) and we need a corresponding potential given in analytical form. The development of such
potential is in progress and results obtained for water will be published in the future. Here we limit the scope
of our discussion to a model fluid defined by the equation of state" [53]



6.2. Pool Boiling 103

Figure 6.29: Maximum temperature (Tsp) that can be reached during the isobaric (P f ) heating of a saturated liquid.[5]

Nucleation in LBM

Li et al. conclude that "a considerable decrease of the fluid density near the heating surface may lead to the
liquid–vapor phase transition"[84]. And "a faster decrease of the fluid density near the heating surface results
in an earlier liquid–vapor phase transition" [84].

This explains why nucleation was so difficult to achieve. To limit the spurious current impact, a thicker in-
terface width was taken, by using a lower a in the EoS. This thicker interface width resulted in the density
gradient near the wall to be shallow.

Also unhelpful is the limited impact gravity has in microchannels. For the simulation above, the non-dimensional
gravity has an order of magnitude in range 10−9 to 10−10, depending on the exact time step taken. However,
the non-dimensional gravity used for pool boiling in literature is order of 10−5 [41, 43, 45, 53, 79, 82, 84]. The
increased gravity effectively squishes the interface, thus increasing the likelihood of nucleation to happen.

Gong and Cheng [44] managed to simulate flow boiling in microchannels neglecting gravitational forces,
however they are using the standard DDF for thermal diffusion, which limits the range of the thermal trans-
port. Thus their thermal transport is comparative to the one used in the pool boiling examples much higher.

In the literature covered, the most common boundary used was the Zuo-He non-equilibrium BB method
with a true fictitious density that only impacts the pseudopotential force. The no-slip BB method currently
used sets a fixed density at the wall, thus at the wall there is a gradient from the wall density to the density
away from the wall. Using the Zou-He boundary with the truly fictitious wetting implementation avoids this
density gradient, and thus also help in the nucleation.

A wide phase interface, low gravitational force, and low thermal diffusion allows for the liquid near the wall to
gently expand and reach the equilibrium density of the new temperature and thus stay within the metastable
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region. This results in no nucleation.

6.2.4. Temperature fluctuation discussion

"To enhance bubble formation, small temperature fluctuations are added to the equation of state in the first
grid point layer near the bottom solid plate." [154] This was carried over by Li et al. "small temperature
fluctuations are initially added to the equation of state in the first grid layer near the bottom solid wall so as
to enhance the bubble formation" [79]. However, neither specified how large these temperature fluctuations
are. In another paper by Li et al. [82], they specified a nucleation site by setting three nodes to Tr = 1.25.

As such, it was investigated whether setting random temperature fluctuations to the wall temperature can
aid in pool boiling. These simulations are purely qualitative to get a better understanding of pool boiling in
LBM. The non-dimensionalized gravity used is 2e-7, which is higher than earth’s gravity for microchannels
but closer to the value used in literature.

6.2.5. Impact on heat transfer

For pure thermal transfer without phase change, only the wall average temperature matters. For example
the simulation state of a hot wall made of pure fluctuations Tw = 2(Th −T0) ·RAND is compared to the exact
same simulation with a wall temperature Tw = Th . fig. 6.30 shows a comparison of two simulations, where
the figure is a composite from both simulations. The thermal temperature increase into the fluid are near
equal. A contour of the liquid at ρ = 7 is shown, which shows that a similar amount of fluid has expanded.

Figure 6.30: Comparison of two simulations with different hot wall implementation: constant temperature (left) vs pure fluctuations
(right). Both walls have the same average temperature. Density contour at ρ = 7 is shown.

6.2.6. High temperature ratio

Most literature showcase pool boiling where the temperature ratio is already very high, Tr > 0.8. A simulation
was performed with initial Tr = 0.8, and a hot wall temperature of Tr = 0.9 containing added temperature
fluctuations up to Tr = 1.2. While the simulation is not in the targeted temperature range, it does show how
pool boiling can emerge. The results are shown in the series figs. 6.31 to 6.39

Notable is that the bubble nucleation always occurs at the same locations. Most likely is that several nodes
after each other had a high random value, thus creating bigger incentive for bubbles to form. It might be
interesting to have temperature fluctuations that change each time step.

Two nucleation sites at 0.4e-3 and 0.5e-3, shown in fig. 6.35 merged together to form one bubble at 0.45e-3.
The bubble at 0.5e-3 was larger when the merger happened and it caused a shift in all other vapour bubbles.
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Figure 6.31: High temperature ratio pool boiling: Density initial
condition

Figure 6.32: High temperature ratio pool boiling: Temperature
initial condition

Figure 6.33: High temperature ratio pool boiling: Density
∆t = 200k

Figure 6.34: High temperature ratio pool boiling: Temperature
∆t = 200k

Each bubble however shifted only so much such that the original nucleation site is still within the vapour
bubble.

Figure 6.35: High temperature ratio pool boiling: ∆t = 240k

In fig. 6.36 and fig. 6.37 the bubble breaches through to the top vapour layer. The other bubbles soon follow,
and the simulation returns to a simulation state similar to the initial condition, with an albeit warmer top
vapour layer and liquid.

Figure 6.36: High temperature ratio pool boiling: ∆t = 380k Figure 6.37: High temperature ratio pool boiling: ∆t = 400k

The bubble nucleation, departure, and bursting follows a cyclic behaviour. The nucleation starts at∆t = 200k,
∆t = 740k, and ∆t = 1400k. The frequency decreases, which can be attributed to the lower density difference
at the later time steps. In fig. 6.39, the average liquid density dropped from 6.8 to around 5, while the vapour
density increased from 0.2 to 1.2. The frequency is given by the relation eq. (6.1), where Db is the bubble
departure diameter eq. (6.2) [53].
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frequency ∝ D−1
b

[
γg (ρl −ρv )

ρ2
l

]1/4

(6.1)

Db ∝
√

γ

g (ρl −ρg )
(6.2)

Figure 6.38: High temperature ratio pool boiling: ∆t = 740k Figure 6.39: High temperature ratio pool boiling: ∆t = 1400k

Fluctuation with correct wall average

However, just adding fluctuations is not the answer, and can be detrimental as well. A showcase is shown
with high temperature fluctuations reaching up to 1.2Tc , but on average the wall temperature is 0.8Tc . The
initial temperature is 0.7Tc . In this case, the bool boiling initiates a bubble, but the bubble is not released
from the wall. A quasi-steady state is achieved, shown in fig. 6.40, with the corresponding temperature field
shown in fig. 6.42. A more detailed zoom onto the bubble is shown in fig. 6.43 and fig. 6.44 for both density
and temperature.

Figure 6.40: Quasi steady pool boiling with stuck bubble:
density field

Figure 6.41: Quasi steady pool boiling with stuck bubble:
liquid density variations with velocity field

The non-phase change interactions between hot and cold spots can be seen in fig. 6.42. The expected phe-
nomena that warmer fluid with a lower density rises is shown, best seen at the hot spot around 7e-5, called
hotspot 1. However, at the next hotspot around 13e-5, called hotspot 2, the opposite is true. This is due the
overall interactions occurring in the liquid.

The rising liquid at hotspot 1 travels to the left, and liquid has to recirculate towards it from the right. A strong
cold spot between hotspot 1 and 2 has a lower density and attracts more liquid from the surrounding. The
recirculation and cold spot creates a stream downwards that is stronger than the rising currents of the hotspot
2. The warm liquid from hotspot 2 is thus pushed to the right, where there is a cold spot, cooling the liquid
down, effectively neutralizing the hotspot.

A third hotspot is located at 24e-5. This showcases a self contained recirculation. The warm liquid rises and
drags cold liquid from the coldspot to the right up. The two streams merge and flow to the left along with the
general fluid flow. The cold liquid cools down the warm liquid, thus decreasing the buoyancy. The liquid then
flows down to the same hotspot, creating a circular flow.

The zoomed in section of the bubble provides some interesting insight regarding how the fluctuations im-
pacts bubble departure. The circular bubble velocity inside the bubble is also observed by others [31] during
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Figure 6.42: Quasi steady pool boiling with stuck bubble: temperature field

bubble evaporation on a heated surface. The bubble itself is formed on a large hotspot, which is bounded
by two cold spots, and the bubble does not grow beyond those. The contact angle of the bubble shows the
expected contact angle defined by the setup. With a bounded hot spot, and a given contact angle, the bubble
has a defined size. This size should then be below the bubble departure diameter [53, 137].

Figure 6.43: Quasi steady pool boiling with stuck bubble:
density field

Figure 6.44: Quasi steady pool boiling with stuck bubble:
temperature field

6.2.7. Bubble burst droplet generation

Using the above lessons, a new pool boiling simulation was set up. This simulation showed how droplets can
form from bubble burst. The initial bulk temperature ratio is 0.7. The physical viscosity is 1e −5m2/s, with a
characteristic length L of 100e −6m, and a domain size of 8L long and 3L high. The non-dimensional gravity
used was −6.66e −6.

The initial height of the liquid was lowered from 0.5 to 0.4. In previous simulations, the nucleation bubbles
displaced enough liquid such that no more vapour remained in the top half. Lowering the ratio from 0.5 to
0.4 helped avoiding that issue.

The lower wall temperature ratio was raised to 0.9±2.5 after the initial rest period. The random distribution
was squared, such that lower random values are given less importance. The average wall temperature ratio
was 0.895. A fictitious wall density of 5 was assigned to the lower wall.

Since the burst process happened very quickly, the detailed domain save missed the moment. However,
the higher frequency figure save captured it quite well, but the colour scale used is different. The droplet
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formation is shown in figs. 6.45 to 6.50.

Figure 6.45: Two nucleation bubbles are growing next to each
other and are about to merge. ∆t = 95e3

Figure 6.46: The nucleation bubble after merging together.
∆t = 105e3

Figure 6.47: The nucleation bubble grows and is about to burst.
∆t = 140e3

Figure 6.48: The bubble bursts allowing for the liquid to fill the
void. The liquid bridge formed a droplet. ∆t = 145e3

Figure 6.49: The droplet is carried away with the vapour.
∆t = 155e3

Figure 6.50: The droplet is carried away with the vapour. A new
nucleation bubble is already forming. ∆t = 165e3

For a reference of simulation speed, the time taken between step δt = 90e3 and δt = 170e3 is 6.8 minutes
for a domain containing 135800 nodes. The simulation was run on an system with a 8-core processor (Ryzen
3700X) running at a clock of 4.0GHz.

6.3. Multichannel geometry generation

To study the impact of various heating chamber layouts, a parametric geometry generation function was
created. The exact code is shown in appendix E.6. This allows for various configurations of straight channel
designs to be tested. A few example generation to showcase the capabilities are shown in figs. 6.51 to 6.53.

The simulation geometry is generated from four segments: the inlet, the distribution, the channels and the
convergent. For each segment, all parts are parametrically defined, for example the channels, the relevant
parameters are: number of channels, channel length, channel width, and channel spacing. The inlet, outlet,
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cold and hotwall are automatically differentiated and are assigned a different geometry number, such that
the appropriate dynamics can be added.

Figure 6.51: Example baseline geometry generated using the parametric multichannel geometry generator

Figure 6.52: Multichannel geometry where the number and size of channels were changed compared to example baseline geometry.

Figure 6.53: Multichannel geometry where the inlet and outlet parameters were changed compared to example baseline geometry.

6.4. Validation plan

The plan for the validation was to use two methods, one specific to boiling in multichannels via comparison to
literature and a novel way to estimate multiphase flow from thruster performance. This allows for validation
of the simulation tool not specific to thrusters and a validation whether it predicts the correct multiphase
flow.
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6.4.1. Comparison to literature

Flow boiling in microchannels has been analysed in literature and a lot of data is available regarding that.
However, they do not have a chocked flow, and thus are not exactly representative of the flow of the VLM
heating chamber. The literature is however very interesting for validation purposes.

A good experimental test series was done by Kuang et al. for a 4 channel parallel minichannel [65]. Their
analysis resulted in a pressure fluctuation relation. The actual experiment data and the provided relation can
be used to see if the simulations performed by the tool developed and experiments match up quantitative
and qualitative.

In addition, Hetsroni et al. [54, 55], who have done extensive research into microchannel boiling instabilities,
also found what the boiling frequency is proportional to. This allows for validation with their given data and
a provides and additional check when analysing results at different scales.

6.4.2. Multiphase flow type estimation

This approach details a method to estimate the type of multiphase flow present in the thruster from the
performance impact due to increased massflow. A few assumptions need to be taken, but this method shows
good agreement with experimental data.

The first assumption is that the thruster can vapourize a certain massflow of liquid, ṁg . An increase in mass-
flow beyond that point is an increase in unvaporized liquid, ṁl . The sum of those two is the total massflow,
ṁ, shown in eq. (6.3). The unvaporized massflow fraction, φ, is defined in eq. (6.4).

The second assumption is that the unvaporized flow can be categorized into one of four categories: Isother-
mal non-acceleration, thermal non-accelerating, isothermal accelerating, thermal accelerating.

Isothermal means that the unvapourized flow keeps the same temperature throughout the nozzle, and thus
does not contribute to the expansion of the vapour in the nozzle. The thermal category assumes that the
unvaporized flow has the same temperature as the surrounding vapour, thus contribution to the expansion
of the vapour.

Non-accelerating means that the unvaporized flow has a much lower speed than the expanding vapour, and
also takes no additional energy away that could be used to expand. Accelerating assumes that the unvapor-
ized flow has the same speed as the vapour.

An example of an thermal accelerating flow are fine droplets. While a large annular flow is an example of an
isothermal non-accelerating flow.

With these assumptions, it allows for taking the derivative of the specific impulse of the ideal rocket theory
with respect to an increased massflow rate. The derivative is different for each category. Comparing the
derivatives with the experimental data allows for an estimation of the type of flow. The derivations are shown
in appendix B, and the resultant specific impulse derivatives are given in eqs. (6.5) to (6.8), where cl and cg

are the specific heat capacities for liquid and gas phase respectively. It is assumed that the change in heat
capacity ratio is negligible, which only applies to the thermal categories.

ṁ = ṁg +ṁl (6.3)

φ= ṁl

ṁg +ṁl
⇒ 1−φ= ṁg

ṁg +ṁl
(6.4)
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∂ṁ
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φ
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∂Isp,iso,accel

∂ṁ
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φ
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)
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φ
1−φ
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∂Isp,iso,no−a

∂ṁ
=− Isp

ṁ
(6.8)

An example analysis is given using the data of Cen and Xu [14], shown in fig. 6.54 in combination with fig. 6.55.

Figure 6.54: Variation of specific impulse with mass flow rate
[14] Figure 6.55: Fluid state at the outlet of the nozzle [14]

The data point analyzed is for the curve 180◦C at the massflow rate 260 mg/min. The massflow rate step,∆ṁ,
is 40 mg/min. For the specific heat, the values used are: cl = 4200 and cg = 1900. Using fig. 6.55, the value for
vaporized massflow ṁg = 180 mg/min is determined. The web plot digitizer tool https://automeris.
io/WebPlotDigitizer/ is used to determine the exact value for the two datapoints. At 260 mg/min, the
specific impulse is 88.0, and at 300 mg/min the specific impulse is 77.3 s.

If the multiphase flow is isothermal and accelerating, the expected specific impulse would be 81.2 s.

∂Isp,iso,accel

∂ṁ
=− Isp

2ṁ

=− 88

2 ·260
=−0.169s2kg−1

Isp,iso,accel,1 = Isp,iso,accel,0 +
∂Isp,iso,accel

∂ṁ
∆ṁ

= 88−0.169 ·40 = 81.2s

https://automeris.io/WebPlotDigitizer/
https://automeris.io/WebPlotDigitizer/
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If the multiphase flow is thermal and not accelerating, the expected specific impulse would be 77.1 s.

∂Isp,therm,no−a

∂ṁ
=− Isp

2ṁ

cl

(
φ

(1−φ) +1
)

(
cg + cl

φ
1−φ

)
φ

1−φ = ṁ

ṁg
−1 = 260

180
−1 = 0.444

=− 88

2 ·260

4200 · (0.444+1)

(1900+4200 ·0.444)

=− 88

2 ·260

6066.7

3766.7
=− 88

2 ·260
·1.61 = 0.272s2kg−1

Isp,therm,no−a,1 = Isp,therm,no−a,0 +
∂Isp,therm,no−a

∂ṁ
∆ṁ

= 88−0.272 ·40 = 77.1s

If the multiphase flow is isothermal and not accelerating, the expected specific impulse would be 74.5 s.

∂Isp,iso,no−a

∂ṁ
=− Isp

ṁ

=− 88

260
=−0.338s2kg−1

Isp,iso,no−a,1 = Isp,iso,no−a,0 +
∂Isp,iso,no−a

∂ṁ
∆ṁ

= 88−0.338 ·40 = 74.5s

From the above three relations, the closest one is the thermal, non-accelerating flow. The exact multiphase
flow type cannot be determined, but it does provides more insight into the multiphase flow occurring. A
further analytical study may be required to extract more information regarding the multiphase flow that is
occurring.



7 Conclusions and Recommendations

In the introduction, the need for a simulation tool capable of simulating complex fluid flows for micro thrusters
was given. The following chapters introduces and extends an existing simulation base to be capable of han-
dling the needs identified. In this chapter the conclusions with a reflection to the needs identified will be
given. Then any recommendations are presented based on any need that remains unmet.

7.1. Conclusions

The thesis research objective that was introduced in the introduction is:

to provide quantitative data regarding the unvaporized flow characteristics exiting the heating
chamber of the VLM and investigate how design parameters influence the unvaporized flow aiding
further research into performance impact assessment and development mitigation methods.

The research objective was then subdivided into research questions items RQ-1 to RQ-3 with success criteria.
The success rate of each research question is discussed below.

The planned final simulations for single and multi channel flow did not occur due to the simulation’s fluid
metastability region being too large, thus preventing nucleation, see section 6.2.3. Therefore, the overarching
success rate for the research question is insufficient. However, since enough information is available to solve
the metastability problem, a secondary opinion is given with the assumption that the nucleation process is
functioning.

7.1.1. Conclusions research question 1: Influence of design parameters

In item RQ-1, the question is about the influence of design parameters on the un-vaporized flow charac-
teristics and flow instabilities for straight channel heating chambers. Overall, this was not answered due to
incomplete simulations, however the simulation tool has shown to be able to answer this question almost
fully.

The requirements of item RQ-1 was to vary the design parameters by ±10% and ±20%, where the parameters
to be varied in question are: channel length, size and amount of channels for the heating chamber and surface
tension, wettability, viscosity, specific heat capacity for the fluid.

For the operational point, the parameters to be varied are the inflow massflow rate, wall temperature and
impact of gravity. The setting of the massflow in the simulation is achieved by setting both the density and
velocity at the inlet, as was demonstrated. Additionally, mitigation techniques are given to deal with the wall
interaction impacts. The wall temperature is possible to be set to a specific temperature and gravity can be
added to the simulations.

It was shown that all the parameters of the geometry are possible to be varied. The geometry in question was
simple to generate programmatically, allowing a large flexibility for choosing the parameters freely. It is also
possible to import externally generated geometries, thus allowing for the implementation of more complex
geometries.

For the fluid, the parameters that have been shown to be variable are: wettability, viscosity, specific heat,
thermal conductivity. The equation of state allows for varying of the fluid used, and with it the latent heat
and densities, which were not a requirement. A flaw due to the implementation of the multiphase method is
the dependence of the surface tension on the pseudopotential. Thus, while it is possible to vary the surface
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tension, it is not as straight forward as with other parameters, such as the specific heat.

Overall, it was shown that the tool is capable of varying the design parameters mentioned easily, with the
exception of surface tension.

7.1.2. Conclusions research question 2: Exiting flow characteristics

This research question is about the simulated flow exiting the heating chamber and the requirements of the
simulation tool.

The first requirement for the simulation is to be applicable to the VLM. This requires the simulation to encom-
pass thermal, phase change and multiphase flow, all of which was achieved. However, due to the metastability
issue, incorrect boiling behaviour is recovered. The LBM is suitable to simulating the VLM, for this and future
iterations which may include more complex geometry.

The second requirement for the flow to be 3D can be achieved as well. The 3D simulations are however,
computationally much more expensive than 2D, and while some verification cases were performed for both
3D and 2D, full 3D simulations were not performed.

The third requirement for the flow to encompass compressible fluid flow is achieved as well, since the LBM
is inherently weakly compressible. The pseudopotential method allows for pressure waves in the vapour as
well as the liquid. However, the pressure also impacts the density of the fluid, which is aphysical. This was
seen by the Laplace pressure influencing the density inside a droplet, see section 4.2.3. The benefit of this is
that the pressure oscillations can be recorded for the seventh requirement.

The fourth regarding the minimum spatial resolution can be achieved. However, it does impact time step
and increase simulation time due to viscosity linkage. At the current interface width, this requirement results
in an unreasonable fine grid. Using a thinner interface and mitigate the spurious currents differently would
allow for this requirement to be met.

The fifth and sixth requirement regarding the simulation duration is purely a function of time available and
processing power. Since the implementation of the simulation model to develop the tool took the major-
ity of thesis time, not enough time was available to fulfil this requirement. However, the 2D multichannel
simulations time requirement was met with overnight simulations.

The eight and ninth requirement for the simulation walls and save interval were fulfilled. The bounce back
method gives a no-slip wall and a constant temperature wall. The simulation can be saved as a full domain
save, specific data such as pressure at the outlet or maximum density, or directly as a picture. This gives many
ways to save the simulation state at high frequency with negligible impact on simulation speed.

The simulation did not predict any multiphase flow pattern, in the microchannels, and therefore require-
ment ten and eleven are a fail. However, the problems were identified and solutions to fix them have been
presented.

7.1.3. Conclusions research question 3: Simulation accuracy

The final research question is about the simulation accuracy. Due to the lack of nucleation, there is a lack of
multiphase flow patterns, leaving the first requirement unanswered. However, the simulation did follow the
Young-Laplace law and the D2-law, two very important benchmarks for multiphase systems. Especially the
D2-law indicates that evaporation is possible, successfully answering the third requirement.

The focus of this thesis was on correctly implementing the model, which was successfully done. However,
since there was no nucleation, investigating that was prioritised after the implementation. Therefore, sim-
ulations to assess the accuracy of droplet dynamics and film breakage, to answer the second and fourth re-
quirement, were not performed. While there was no explicit film breakage simulated, film breakage inside
the channels was simulated.
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Once the nucleation problem is successfully addressed, the unanswered research question and requirements
can all be addressed. For that, a validation plan is presented as well, focusing on microchannel boiling and
instabilities. A novel method to estimate the multiphase flow occurring from only the performance impact is
shown.

7.2. Recommendations

Over the course of the thesis, several points of improvement were identified. These are collected below, with
what the point of improvement is, what the hoped improvements are, and if applicable how to approach it.
The recommendations are ordered in what is considered the best improvements for the required work.

7.2.1. Implement MRT collision operator

The BGK collision operator was used in this thesis, and while it is a good first approach, it has its limitations.
One of the limitations are the spurious currents at lower temperature ratios due to the high density gradients.
To deal with those currents, a thicker interface width was used, which prevent nucleation from happening.
A MRT collision operator will drastically reduce the magnitude of the spurious currents and thus a lower
interface width can be used. This means that nucleation is more likely to happen.

OpenLB has a framework for using the MRT collision operator in the simulations. The only addition would be
the forcing scheme that was modified to increase stability in combination with the pseudopotential method.
Li et al. [78] have published a paper for the D2Q9 lattice and Zhang et al. [153] for the D3Q19.

Implementation of the MRT collision operator was attempted in this thesis, and some findings regarding that
can be found in section 3.3. A difficulty with the MRT collision operator is that there are turning parameters
that affect the simulations, but do not have a physical property counterpart. As such, a good fundamental
knowledge regarding MRT and the parameters are needed, which requires experience. This should not be
underestimated and implementing running simulations can be a thesis in of itself.

7.2.2. Investigate molecular dynamics nucleation

This recommendation is regarding the nucleation problem, which was explored near the end of the thesis.
Techniques specific to LBM, that are already known, are recommended separately. It was mentioned by Li
et al. that discussions regarding metastability of vapour-liquid transition "can be found in some studies of
non-ideal equations of state and molecular dynamics simulations of boiling." [84] They also include three
references to non-LBM literature.

Since in LBM there is a distinct lack of reference to the metastabilty, it would be interesting to know what
techniques are used in the non-ideal equation of state and molecular dynamics simulation fields to help
initiate phase change, and whether these techniques can also be used in LBM.

7.2.3. Boundary conditions

Throughout the thesis various boundary methods have been used. Several different methods for LBM have
been proposed in literature which behave differently microscopically but the same macroscopically. Thus it
may be that a different boundary method implementation is more suitable for certain scenarios. The walls,
inlet and outlet are discussed separately.

Wall

In the thesis, the no-slip bounce back method was used for the solid walls. This is a well known and imple-
mented method which is applicable for a wide range of boundaries. However, it is not the most accurate.

The main advantage for choosing a different implementation is accuracy, since simple BB can suffer from
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numerical slip flow, or low accuracy. Another advantage is possibly better nucleation, since OpenLB uses a
fixed density at the wall and thus a density gradient forms. Other implementations may results in removing
this gradient, which would help in the nucleation. The disadvantage for using a different boundary is that
the wall contact angle implementation is no longer supported in OpenLB, and needs to be included via the
coupling.

Most papers referenced used the Zou-He boundary method. This method is a non-equilibrium bounce back
method, with very high accuracy for 2D straight walls, and is not applicable for curved walls. This method is
already implemented in OpenLB, but does not yet support setting of wall wettability. The downside is that it
suffers from slight stability issues in 2D and has major stability issues in 3D.

To incorporate curved walls, a whole separate boundary implementation may be required. It is possible cer-
tainly possible to have curved boundaries with the pseudopotential, as was shown in [26], but they did not
mention what boundary method they used. It is very likely that curve specific boundary conditions, such as
the Bouzidi scheme, in combination with wall wettability force scheme is good enough. However, the bounce
back method can be used, but introduces the staircase effect.

Inlet

Only few problems have been identified with the inlet. The main problem is the density gradient forming
a compressing of the fluid, which has an interactive effect on the thermal lattice. This can be dealt with in
various ways.

First is just accepting the compression of the liquid and re-setting the thermal lattice to remove the secondary
effects. This results in acceptable inlet conditions as long as the simulation of interest is far enough down-
stream.

Another possible way is to set the actual inlet boundary slightly smaller than the domain inlet, theoretically
letting the fluid expand to counteract the compression of the wall. This however is just a mitigation and
changes depending on the density gradient at the wall. Since the density gradient is determined by the equa-
tion of state attractive parameter and the wall wettability, this mitigation method is not recommended.

The last method to deal with the inlet would be to incorporate the density gradient into the inlet. This however
would require a definition of the density gradient, or some adaptive inlet conditions.

Outlet

The outlet is a more difficult but also more important boundary to fix. Conventional boundary implemen-
tations either cannot handle multiphase flow (constant pressure boundary), or distort the multiphase flow
(velocity boundary), or leave too little control over the outlet (convective boundary).

A few papers ignore this outlet issue by simulating / using results only to the point where multiphase flow
approaches the outlet or assuming an outlet state [13, 44]. This allows the simulation of multiphase flow with
single phase open boundaries. Multiphase outlets are not well researched, where only few papers compare
various outlet conditions for high density ratio flows [76, 90].

7.2.4. Different equation of states

In this thesis, the Peng-Robinson equation of state was used. This is one of the most popular found in lit-
erature for simulating water. However, this is because Yuan and Schaefer [150] found that in a compari-
son between the Carnahan-Starling, Redlich-Kwong, Redlich-Kwong Soave, the Peng-Robinson equation of
state best describes water. However, there are equations of states that build up on the Peng-Robinson: the
Peng–Robinson-Stryjek-Vera and Peng,-Robinson-Babalola. It would be interesting to see how these equa-
tion of states behave in the pseudopotential lattice Boltzmann method, and whether they perform better or
worse for nucleation.
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7.2.5. Hybrid thermal LBM

In this thesis, the thermal problem is solved using the double distribution function on a separate lattice. To
decouple the diffusion, the thermal problem is solved via a the Euler method and then reintroduced into
LBM. This carries several error sources with it, and a directer, faster, and more accurate approach is to not
use LBM for the thermal problem.

This was done by Li et al. [79], where they solved the thermal problem using a fourth order Runge-Kutta
solver. Incorporating a hybrid solver into OpenLB would be something new, where there are no indications
found in the source code for this.

Probably the best approach would be to store and modify the temperature via a descriptor field of the fluid
lattice. The Runge-Kutta calculations can then be performed via a coupling step. The main issue would be
implementing and handling the boundaries. That should be possible in combination with the geometry.

Alternatively, a different thermal implementation can be used. By changing the equilibrium density function
and the lattice weights, it is possible to modify the thermal diffusivity without changing the relaxation time.
This approach was not performed in the series of papers investigated, but is found in a paper by Chen et al.
[18].

7.2.6. Porous medium

The LBM is known to be excellent in dealing with complex geometry and flows through porous media. It has
been used to simulate viscous fingering, relative permeability and effective diffusivity. Pseudopotential LBM
has been used to simulate fuel cells, batteries, and flow inside carbon-fibres. The review of the pseudopoten-
tial method [20] is a good starting point regarding multiphase porous flows.

Since the TUDelft is also investigating porous microthrusters [144], this would allow for this simulation tool
to be used to help design both the channel based and foam based VLM.

7.2.7. Aphysical mass transfer

A flaw of the pseudopotential method is that it shows aphysical mass transfer, where smaller droplets get
absorbed by larger droplets from afar. This aphysical mass transfer is due to the pure attraction term and
spurious currents of the pseudopotential method [46]. A proper fix would require a repulsive term, therefore
a multispeed lattice, which is detailed in coalescence avoidance. However, if it is possible to reduce this effect
without using a multispeed lattice, that would be very beneficial.

7.2.8. Implement entropic collision operator

The entropic collision operator has shown to be remarkably stable, and shows potential for multiple complex
physical phenomena. This may lead to better stability and thus thinner interfaces, promoting nucleation.
However, very little research was done so far on entropic pseudopotential method, but a start is given by
[95, 100]. However, since only the dynamics changes, this should be relatively self contained.

A far away goal related to the entropic collision operator is that it allows for supersonic flow to be simulated
with a multispeed lattice. This may allow for the possibility to extend the simulation domain up to the throat,
greatly increasing the nozzle-chamber interaction modelling accuracy. With very large multispeed lattices, it
may be possible to simulate the complete thruster: the heating chamber and nozzle, including slip flow.

7.2.9. Coalescence avoidance

A flaw of the pseudopotential method is that it only incorporates an attractive term. This results in that any
system of multiple droplets will always coalesce into one droplet given enough time and no other disturbing
forces. This is unwanted since tracking of small droplets was one of the goals of this thesis. However, the
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disturbance caused by the flow of vapour should help keeping the droplets separated.

Two factors that drive the coalescence of droplets are the spurious currents and thick interfaces. If the inter-
face is thick, then the density gradient can reach multiple lattice nodes, if not tens. This can form a density
gradient bridge which then pulls together two droplets. The other factor is the spurious currents, which can
carry density from a smaller droplet to a larger droplet. This results in mass transfer over a distance, where
droplets get absorbed without collisions.

There is a known extension to the pseudopotential method which can prevent this coalescence. This exten-
sion introduces a repulsive force term which keeps the interface forces in balance. However, this repulsive
term requires the usage of a multispeed lattice for the force calculations. Since it is only used for the force
calculation, it should have minimal computational impact on the collision and streaming step, and only im-
pacting the coupling step. An additional benefit of including the next nearest neighbours is that the spurious
currents can be decreased by an order of magnitude. [25]

While there are indications that OpenLB plans to support multispeed lattices, they do not provide any. It may
be possible to implement, since only the force calculation is affected. However, a double layer for the bound-
ary will be required, and standard inlet/outlet boundary conditions will most likely not work. Introducing a
multispeed lattice is probably beyond the capability of a student to do in a master thesis.
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A Trade-off simulation tool

This appendix details the simulation tool selection trade-off process. The trade-off was performed halfway
2019. The resultant simulation tool should be able to model the flow inside the vaporizing liquid microthruster
(VLM) currently being developed by the space engineering department at the TUDelft. Inside the VLM, which
can be regarded as a heated microchannel microelectromechanical systems (MEMS) device, a complex phase
change flow is expected to occur.

A.1. Applicable models and tools

This section lists all the available models and tools and compares the applicability to model the multiphase
flow inside the heating chamber.

A macroscopic solver uses the conventional fluid equations, such as the Navier-Stokes, to solve the fluid flow.
The simulation parameters are macroscopic quantities, such as velocity vector, density scalar, and tempera-
ture scalar.

Microscopic solvers uses molecular dynamics fluid equations to solve the flow. They usually track individual
molecules. Mesoscopic solvers are in between the macroscopic and microscopic. They solve the macroscopic
fluid problems using a simplified microscopic equations.

A.1.1. Macroscopic solvers

There are many open source and commercial macroscopic solvers available, a small list of the most relevant
ones are given below, where open source solvers are marked as such:

• OpenFoam (open source)

• COMSOL

• Ansys Fluent

The advantage to OpenFoam is that the source code is available to look at and the mechanism revealed.
However, COMSOL and Ansys Fluent have the advantage that they have a graphical interface and meshing is
greatly easier. In addition, Ansys fluent has a hybrid solver that swaps from volume of fluid (VoF) to a discrete
phase model (DPM) once droplets reached a certain shape. However, this model not conserve mass when the
swap happens, resulting in devastating local density fluctuations. Furthermore, Ansys Student is limited to a
512k mesh (https://www.ansys.com/academic/free-student-products), which limits the
solution size.

If required to choose from this list, OpenFoam would be selected as the main solver, but meshing would be
done via a commercial option such as Ansys ICEM.

A.1.2. Mesoscopic solvers

Of the mesoscopic solvers, the most applicable method is the lattice Boltzmann method (LBM) since tools for
dissipative particle dynamics (DPD) and Bhatnagar-Gross-Krook (BGK) solvers are sparse. There are several
tools available which use the lattice Boltzmann method and are listed below.

Commerical options are:
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• PowerFLOW https://exa.com/en/company/exa-lattice-boltzmann-technology

• NUMECA OmnisLB https://www.numeca.com/product/omnislb

Open source options are:

• Palabos http://www.palabos.org/

• OpenLB https://www.openlb.net/

Since the access to the commercial solver is limited due to a missing licence and closed source code, a open
source option is preferred. Of the two mentioned here, it is important to note the state of development for
each of them. Palabos split off of OpenLB years ago and made a strong headstart in development. However,
the company behind Palabos, FlowKit, (https://www.flowkit.com/) was acquired by NUMECA in August 2018.
Thus the development stopped with the last version released in September 2017. With the 2019 May release
OpenLB is catching up to the features of Palabos and has a more active community. Thus if performance
wise there is no difference, and both can be executed on the simulation platform, OpenLB is preferred over
Palabos.

A.2. Tool selection

This section will detail the tool selection process, where suitable tools were identified in appendix A.1. The
procedure is split into three parts: determining selection criteria, determining criteria weights, and perform-
ing the trade-off. The trade-off is scored with a −, · or +, to show whether the criteria is insufficient, sufficient
or satisfactory.

A.2.1. Determining selection criteria

The selection criteria are used in the trade-off to score and compare various tool. They are introduced below
with an explanation of what affects it.

Features
This criterium looks into whether the methods implemented in the tool are sufficient in modelling the
VLM heating chamber problem.

Performance
This criterium shows how well it can solve the heating chamber problem. This takes into account sim-
ulation accuracy and simulation duration

Accessibility
This criterium is determined by how easy it is to acquire the tool, if there are limitations and if it is open
source.

Support
This criterium is scored by the available documentation to get started with the tool, and how active the
community is to answering questions.

A.2.2. Determining criteria weights

The selection criteria weights are determined via the Analytic Hierarchy Process (AHP). For this the criteria
are weighted between each other, to get a final resultant unbiased score. A consistency score below 10% is
acceptable. The AHP decision matrix is shown in table A.1, with the resultant weights, shown in table A.2.
The consistency ratio is 1.7%, which is below the maximum threshold, and thus are considered consistent.

For the pair wise comparisons done in table A.1, the decision making is explained for the features and per-
formance criterion. Features was deemed more important, since it does not matter how well a tool performs
or how accessible it is, if the necessary methods are missing, since it is not applicable for use. Performance
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Table A.1: Tool selection decision matrix Table A.2: Tool selection criterion priorities

Featu
res

Perfo
rm

ance

Accessi
bilit

y

Support

Features 1 2 2 3

Performance 0.5 1 1 3

Accessibility 0.5 1 1 2

Support 0.33 0.33 0.5 1

Criterion Weight

Features 41.8%

Performance 25.0%

Accessibility 22.3%

Support 11.0%

is a driving factor since one does not have infinite amount of time, but if the tool usage is limited then the
performance is not the driving factor, thus the weight is equal to accessibility.

A.2.3. Tool trade-off

The tool trade-off table is shown in table A.3. From this trade-off table, the best tool is OpenLB for the follow-
ing reasons:

Feature wise, OpenLB uses the lattice Boltzmann method to simulate multiphase flow, which has methods
for phase change multiphase flows as long as the Mach number is small. However, almost all selected tools
can simulate phase change multiphase flow, depending on the model in the package.

The lattice Boltzmann method has a performance advantage over conventional CFD for multiphase flows.
Since OpenLB is open source with no limitations, it is very accessible. The support that OpenLB offers is suf-
ficient, since the documentation is in parts missing and while the community is active, it is small compared
to OpenFOAM or Ansys.

Table A.3: Trade-off for tool selection

Tool Features Performance Accessibility Support

OpenFOAM + · + +
Ansys + · · +
COMSOL + · · +
PowerFlow + + − +
OmnisLB + + − +
OpenLB + + + ·
Palabos + + + −
LAMMPS − · + −

A.2.4. Post thesis tool selection discussion

In the year between the writing of this thesis and the literature study, one aspect has changed. Palabos was
picked up by the Geneva University and as such the support assessment should be revised. When choosing
between OpenLB and Palabos it is noteworthy that Palabos is more often used in the academic field, and all
other criteria being equal, Palabos wins over OpenLB in that regard.

It should also be noted that while OpenLB and Palabos has multiphase and thermal flow, they were never
combined. Thus the assessment on the features criterium was incorrect, since phase change due to heating
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is not a method available. In this thesis, OpenLB was extended to include this thermal multiphase flow with
phase change, thus making the trade-off table entry for OpenLB correct for the tool selection. Palabos does
not have this, and thus its entry is still incorrect.



B Ideal rocket equation multiphase
specific impulse derivation

This chapter details the derivation of the specific impulse derivative of an ideal rocket nozzle with multiphase
flow. These derivatives allow for determining the type of multiphase flow occurring inside the nozzle from the
change in specific impulse only. This is a helpful analysis tool which can be applied to experimental results
without the addition of further hardware.

Four categories of multiphase flow can be identified. These are related to two assumptions that will be
taken during the derivations. The multiphase flow can be thermal or isothermal, and accelerating or non-
accelerating.

The thermal assumption says that the liquid phase has the same temperature as the gas phase. This is the
case when there is enough time for the liquid to exchange its thermal energy to the surrounding gas. The
isothermal assumption states that the liquid phase stays at the same temperature as in the chamber, and no
heat exchange happens with the surrounding gas.

The accelerating assumptions says that the liquid phase velocity is the same as the surrounding gas phase.
For the non-accelerating assumption, the liquid phase velocity is the same as in the chamber, which is ap-
proximately 0.

Different types of multiphase flow can be sorted into a different category. Dispersed fine droplets are an ex-
ample of the thermal accelerating category. Whereas annular flow is an example of isothermal non-accelerating
flow.

B.1. Multiphase energy equation derivation

For a multi-phase flow the effective Isp can be expressed as a weighted sum of all flow components, as shown
in eq. (B.1)[151].

Ispeff =
1

g0

∑
ṁi ·Ue i∑

ṁi
(B.1)

Thus the theoretical performance impact of droplets is dependent on their mass flow, exit velocity, and im-
pact on the surrounding flow’s exit velocity. It is possible to give analytical solutions for specific impulse if
certain assumptions regarding the multiphase flow are taken into account. Using the same method as in the
ideal rocket theory, the ideal multiphase flow performance can be calculated with the conservation of energy
eq. (B.2). Applying the ideal rocket theory assumptions regarding negligible chamber velocity, and assuming
only two phases, with the gas being ideal, the equation can be written as given by eq. (B.6).

The following symbols are used: ṁ is massflow [kg s−1], cp is specific heat capacity at constant pressure
[J kg−1 K−1], T is temperature [K], U is velocity [m s−1], φ is the liquid massflow fraction [-].

The subscripts l and g refer to the liquid and gas phase respectively. For properties at specific locations, e is
at the nozzle exit, c in the chamber. For convenience, the specific heat capacity for liquid and gas at constant
pressure are given by cl and cg respectively, dropping the p for the gas.

Note that in this appendix Tc refers to the chamber temperature, which is most commonly used in literature
for ideal rocket theory. In the main report, Tc is the critical temperature. When referring to the chamber
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temperature in the main report Tch is used.

∑
i

[
ṁi cpi Ti + 1

2
ṁiU 2

i

]
= const (B.2)

ṁl cl Tl1 +ṁg cg Tg1 = ṁl cl Tl2 +ṁg cg Tg2 +
1

2
ṁlU

2
l2
+ 1

2
ṁgU 2

g2
(B.3)

φ= ṁl

ṁg +ṁl
⇒ 1−φ= ṁg

ṁg +ṁl
(B.4)

φcl Tl1 + (1−φ)cg Tg1 =φcl Tl2 + (1−φ)cg Tg2 +
1

2
φU 2

l2
+ 1

2
(1−φ)U 2

g2
(B.5)

φ

(1−φ)
cl Tl1 + cg Tg1 =

φ

(1−φ)
cl Tl2 + cg Tg2 +

1

2
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(1−φ)
U 2

l2
+ 1

2
U 2

g2
(B.6)

Assuming that both liquid and vapour start with the same temperature Tg1 = Tl1 = Tc , the equation can be
rewritten to eq. (B.7).

Tc

(
φ

(1−φ)
cl + cg

)
= φ

(1−φ)
cl Tl2 + cg Tg2 +

1

2

φ

(1−φ)
U 2

l2
+ 1

2
U 2

g2
(B.7)

B.2. Multiphase performance impact derivation

For each of the four categories the multiphase specific impulse can be defined. The isentropic relations are
used to to determine the temperature at the exit. Additional symbols are: γ is the heat capacity ratio [-], Isp is
the specific impulse [s], P is pressure [Nm−2], Rsp is the specific gas constant [Jkg−1K −1].

The linear conservation of momentum and energy for steady state adiabatic flow in terms of the massflow
fraction can be expressed as eq. (B.8) and eq. (B.10). The ideal gas law is used to eliminate ρg in eq. (B.8),
resulting in eq. (B.9). To calculate the exhaust temperature Te for a category, combine eq. (B.9) and eq. (B.10),
apply the assumptions, and integrate.

−dp

ρg
= φ

1−φUl dUl +Ug dUg (B.8)

−Rsp,gTg
dp

p
= φ

1−φUl dUl +Ug dUg (B.9)

φ

1−φcl dTl + cg dTg + φ

1−φUl dUl +Ug dUg = 0 (B.10)

Thermal accelerating

From the thermal assumption Tl2 = Tg2 = Te and from the accelerating assumption Ul2 =Ug2 =Ue .

Tc
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(1−φ)
cl + cg

)
= φ

(1−φ)
cl Te + cg Te + 1

2
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(1−φ)
U 2

e + 1

2
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=
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φ
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)
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2(1−φ)
U 2

e (B.12)
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Ue =
√

2 · (1−φ)

(
φ

(1−φ)
cl + cg

)
(Tc −Te ) (B.13)

=
√

2 · (φcl + (1−φ)cg
) ·Tc ·

[
1−

(
Pe
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)n]
(B.14)

n = Rsp,g

φ
(1−φ) cl + cg

(B.15)

Isp = 1

g0

(
φUl2 + (1−φ)Ug2

)
(B.16)

= 1

g0
Ue (B.17)

Isothermal accelerating

From the isothermal assumption Tl2 = Tl1 = Tc and from the accelerating assumption Ul2 =Ug2 =Ue .

Tc

(
φ

(1−φ)
cl + cg

)
= φ

(1−φ)
cl Tc + cg Te + 1

2

1

(1−φ)
U 2

e (B.18)
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)
(B.19)

Isp = 1

g0

(
φUl2 + (1−φ)Ug2

)= 1

g0
Ue (B.20)

Thermal non-accelerating

From the thermal assumption Tl2 = Tg2 = Te and from the non-accelerating assumption Ul2 =Ul1 ≈ 0.

Tc

(
φ

(1−φ)
cl + cg

)
= φ

(1−φ)
cl Te + cg Te + 1

2
U 2

ge
(B.21)

=
(

φ

(1−φ)
cl + cg

)
Te + 1

2
U 2

ge
(B.22)

Uge =
√

2 ·
(

φ

(1−φ)
cl + cg

)
·Tc ·

(
1−

(
Pe

Pc

)n)
(B.23)

n = Rsp,g

φ
(1−φ) cl + cg

(B.24)
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Isothermal non-accelerating

From the isothermal assumption Tl2 = Tl1 = Tc and from the non-accelerating assumption Ul2 =Ul1 ≈ 0.

Tc

(
φ

(1−φ)
cl + cg

)
= φ

(1−φ)
cl Tc + cg Te + 1

2
U 2

ge
(B.26)

Tc cg = cg Te + 1
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(B.27)

Uge =
√√√√2 · cg ·Tc ·
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)
(B.28)

Isp = 1

g0

(
φUl2 + (1−φ)Ug2

)= 1

g0
(1−φ)Uge (B.29)

The isothermal non-accelerating category shows that the exhaust velocity, eq. (B.28), is the same as for single
phase. That means that the liquid has no impact at all on the exhaust velocity. The drop in specific impulse
is then due to the massflow of the liquid not contributing to the thrust generation.

B.3. Specific impulse derivative

In this section, the derivative of the specific impulse with respect to φ is calculated,
∂Isp

∂φ . Since ∂φ
∂ṁ is known,

see eq. (B.30), the derivative of the Isp with respect to the massflow rate can be found,
∂Isp

∂ṁ .

This derivative,
∂Isp

∂ṁ , allows for another way to gain insight into the type of multiphase flow occurring. The
specific impulse and total massflow rate are important parameters of any thruster test setup. Plotting specific
impulse vs massflow rate, a multiphase flow is usually shown as a drop in specific impulse. This drop can be
used to calculate the specific impulse derivative experimentally.

Comparing the experimental derivative with the theoretical derivative allows one to categorize the experi-
mental multiphase flow into one of the four categories. Thus additional information of the multiphase flow
can be learned from the derivative, without adding anything to the experimental setup.

It is interesting to see that the change in Isp with respect to φ is a function of itself divided by seemingly
error/correction terms. It would be interesting to attribute these error/correction terms to certain physical
phenomena.

φ derivative

As was mentioned previously, the ∂φ
∂ṁ is know. The derivation below shows how to get that expression.
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∂ṁ

(
ṁl
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Thermal accelerating

Due to the complexity of the derivative, this was done using sympy (symbolic python). The derivative of n
with respect to the φ is neglected.
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2ṁ
·

(
cl − cg

)(
cg + cl

φ
1−φ

) (B.32)



138 B. Ideal rocket equation multiphase specific impulse derivation

Isothermal accelerating
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Thermal non-accelerating

Due to the complexity of the derivative, this was done using sympy (symbolic python). The derivative of n
with respect to the φ is neglected.
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∂ṁ
=− Isp

2ṁ
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Isothermal non-accelerating
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C Thermodynamic consistency results
2D

This appendix contains the P-V and density ratio plots for the thermodynamic consistency test. The liquid
density is impacted little by the choice of a and σ and as such P-ρ plots are not given.

Figure C.1: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.35 and a = 0.5

49

Figure C.2: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.35 and

a = 0.5
49

Figure C.3: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.34 and a = 1.0

49

Figure C.4: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.34 and

a = 1.0
49
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Figure C.5: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.33 and a = 1.5

49

Figure C.6: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.33 and

a = 1.5
49

Figure C.7: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.32 and a = 2.0

49

Figure C.8: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.32 and

a = 2.0
49

Figure C.9: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.31 and a = 2.5

49

Figure C.10: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.31 and

a = 2.5
49
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Figure C.11: P-V plot of results from 2D thermodynamic
consistency using PR EoS with σ= 0.30 and a = 3.0

49

Figure C.12: Density ratio plot of results from 2D
thermodynamic consistency using PR EoS with σ= 0.30 and

a = 3.0
49





D Wall wettability contour density choice

To determine the wall wettability the contact angle needs to be calculated. Since the simulations include a
diffuse interface, it is not always clear where one phase begins and the other ends. As such it is difficult to
determine where contact at the wall occurs. Thus determining the contact angle becomes more difficult.

This appendix details the contact angle results of a simulation series of a 3D droplet using the Peng-Robinson
equation of state (a = 0.5/100, b = 2/21, R = 1, G = −1) and a σ = 0.31 for the modified Guo forcing scheme,
with a simulation domain of 150x150x75 nodes, with periodic xy boundary and no slip wall for z. The wall
wettability is changed by giving the wall a fictitious density ρw .

The problem of the wall contact angle is shown in figs. D.1 to D.2. The contour densities are chosen at ρ = 4,
since that is in the middle of the density range, and at ρ = 2 since that is the wall density. For the contact
angle, the wetting length is needed, which is the length that the droplet makes contact with the wall. This is
easy to determine for when the contour density is equal to the wall density, but difficult for the in the middle
density.

Figure D.1: Simulation result of wall wettability with ρw = 2 Figure D.2: Simulation result of wall wettability with ρw = 2,
contours at ρ = 2&4

As such there are two ways to measure the contact angle, shown visually in fig. D.3: Using a contour of the
wall density, which is easier to measure but is inconsistent since the measuring density changes, or a contour
in the interface middle, which is harder to measure but more consistent.

For the halfway the interface method, the wetting length is not well defined, since the contour for the wetting
length is curved. As such it was decided that the resultant contact angle has to be tangent to the contour.
Changing the wetting length slightly has little impact on the resultant angle, while having a huge impact
whether the contact angle line is intersecting the contour twice, or not at all. This resulted in a more consis-
tent measuring method.

Figure D.3: Droplet height and wetting length measurements
for ρw = 2 with contours at ρ = 2&4

Figure D.4: Resultant contact angles for ρw = 2 with
contours at ρ = 2&4

A study is performed to determine the contact angle for different wall densities for both the wall density and
halfway the interface methods. The resultant contact angle contours are shown in figs. D.5 to D.10, tabulated
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in table D.1 and table D.2, and plotted in fig. D.11.

As can be seen in fig. D.11, the contact angle follows a linear trend and as such the exact contact angle can
be fine tuned. The two methods agree very well with each other. As such, either method can be used to
determine the contact angle. Since the wall density method is much simpler and faster, it is recommended to
be used.

Figure D.5: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 1 with contours at

ρ = 1&4

Figure D.6: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 2 with contours at

ρ = 2&4

Figure D.7: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 3 with contours at

ρ = 3&4

Figure D.8: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 4 with a contour at

ρ = 4

Figure D.9: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 5 with contours at

ρ = 4&5

Figure D.10: Droplet height& wetting length measurements
with resultant contact angle line for ρw = 6 with contours at

ρ = 4&6

Table D.1: Wall wettability using halfway the interface method

Wall Density Droplet Height [m] Wetting Length [m] Contact Angle [deg]

1 4.884 ·10−5 4.4 ·10−5 131.5

2 3.92 ·10−5 6.1 ·10−5 104.2

3 3.15 ·10−5 7.1 ·10−5 83.2

4 2.478 ·10−5 7.73 ·10−5 65.3

5 2.175 ·10−5 10.4 ·10−5 45.4

6 1.45 ·10−5 13.4 ·10−5 24.4
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Table D.2: Wall wettability using wall density method

Wall Density Droplet Height [m] Wetting Length [m] Contact Angle [deg]

1 5.685 ·10−5 5.7 ·10−5 126.7

2 4.36 ·10−5 6.9 ·10−5 103.3

3 3.358 ·10−5 7.48 ·10−5 83.8

4 2.478 ·10−5 7.73 ·10−5 65.3

5 2.225 ·10−5 10.05 ·10−5 47.8

6 1.59 ·10−5 13 ·10−5 27.5

Figure D.11: Wall wettability plot comparing the halfway the interface and wall density method





E OpenLB extension code

This appendix includes an explanation on how to extend OpenLB v1.3-1 with the source code used. A digital
version of all files generated in this thesis is available at the git repository here: https://github.com/J
uliusWeinmiller/ThesisLBM

An official cleaner version meant to be a drop in OpenLB extension is available here: https://github.c
om/JuliusWeinmiller/ThermalMultiphaseOpenLB

E.1. Bounce Back Thesis

The BounceBackThesis class adds the ability to change the wall density and as such the wall wettability,
shown in listing E.1. This derived class adds only the setDensity function and inherits everything else
form the BounceBack class.

To allow the setDensity function to overwrite the fixed density, the access restriction fo the BounceBack
class needs to be changed from private to protected as shown in listing E.3 and listing E.3.

Listing E.1: Addition of setDensity function to BounceBack class

template<typename T , typename DESCRIPTOR>
class BounceBackThesis : public BounceBack<T , DESCRIPTOR> {

public :
BounceBackThesis (T rho ) : BounceBack<T , DESCRIPTOR>( rho ) { } ;

5

void setDensity ( T newRho ) {
this −>_rho = newRho ;

} ;

10 } ;

Listing E.2: Original BounceBack access restriction

template<typename T , typename DESCRIPTOR>
class BounceBack : public Dynamics<T , DESCRIPTOR> {

public :
[ . . . ]

5 private :
T _rho ;
bool _rhoFixed ;

} ;

Listing E.3: Changed BounceBack access restriction

template<typename T , typename DESCRIPTOR>
2 class BounceBack : public Dynamics<T , DESCRIPTOR> {

public :
[ . . . ]
protected :
T _rho ;

7 bool _rhoFixed ;

149

https://github.com/JuliusWeinmiller/ThesisLBM
https://github.com/JuliusWeinmiller/ThesisLBM
https://github.com/JuliusWeinmiller/ThermalMultiphaseOpenLB
https://github.com/JuliusWeinmiller/ThermalMultiphaseOpenLB


150 E. OpenLB extension code

} ;

E.2. Calculation of multiphase pressure

In OpenLB, the pressure is calculated assuming single phase flow, with this equation: p = c2
s ρ. However for

the pseudopotential multiphase flow, the following pressure equation should be used: p = c2
s ρ+0.5c2

s Gψ2.
Thus pressure must be manually calculated on the super lattice. This is done using the olb::SuperCalc
functionalities. The resulting code is shown in listing E.4

Listing E.4: "Field calculations for saving pressure"

olb : : SuperCalcPower2D<BaseType , BaseType> psiSquared ( pseudopotential , 2 ) ;
2 olb : : SuperCalcMultiplication2D <BaseType , BaseType> halfPsiSquared ( 0.5*G,

,→ psiSquared ) ;
olb : : SuperCalcPlus2D<BaseType , BaseType> addedDensity ( density , halfPsiSquared ) ;
BaseType cs2 = 1/ olb : : descriptors : : invCs2<BaseType ,NSDESCRIPTOR> ( ) ;
olb : : SuperCalcMultiplication2D <BaseType , BaseType> pressureNonDim ( cs2 ,

,→ addedDensity ) ;
pressureNonDim . getName ( ) = " L a t t i c e pressure " ;

E.3. Advection diffusion dynamics implementation

ThethesisAdvectionDiffusionBGKdynamics implements the advection diffusion dynamics as given
by Q.Li et al. (10.1103/PhysRevE.96.063303). The correction for the Tv is given in listing E.6 and for the source
term in listing E.5. The source term phi needs to be calculated in the post processor.

Listing E.5: Source term implementation for AD dynamics collide function

const T phi = * c e l l . template getFieldPointer <descriptors : : PHI_THERMAL>( ) ;
const T phi0 = * c e l l . template getFieldPointer <olb : : descriptors : : PREV_PHI> ( ) ;

4 T derivPhi = phi − phi0 ;
[ . . . ]
for ( int iPop =0; iPop < DESCRIPTOR : : q ; ++iPop ) {

T weight = descriptors : : t <T , DESCRIPTOR>( iPop ) ;
c e l l [ iPop ] += weight * phi ;

9 c e l l [ iPop ] += weight * 0.5 * derivPhi ;
[ . . . ]

}
[ . . . ]
c e l l . template defineField <olb : : descriptors : : PREV_PHI>(&phi ) ;

Listing E.6: Tv error term correction factor for AD dynamics collide function

2 const T* Tv0 = c e l l . template getFieldPointer <olb : : descriptors : : PREV_T_V>( ) ;
const T* u = c e l l . template getFieldPointer <olb : : descriptors : : VELOCITY>( ) ;
T temperature = this −>_momenta . computeRho( c e l l ) ;

T Tv1 [ DESCRIPTOR : : d ] ;
7 T derivTv [ DESCRIPTOR : : d ] ;

for ( int iD =0; iD< DESCRIPTOR : : d ; ++iD ) {
Tv1 [ iD ] = temperature * u[ iD ] ;
derivTv [ iD ] = Tv1 [ iD ] − Tv0 [ iD ] ;

}
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12 [ . . . ]
T cdTv ;
for ( int iPop =0; iPop < DESCRIPTOR : : q ; ++iPop ) {

T weight = descriptors : : t <T , DESCRIPTOR>( iPop ) ;
cdTv = 0 . 0 ;

17 for ( int iD =0; iD< DESCRIPTOR : : d ; ++iD ) {
cdTv += descriptors : : c<DESCRIPTOR>(iPop , iD ) * derivTv [ iD ] ;

}
c e l l [ iPop ] += _omegaMod * weight * cdTv * descriptors : : invCs2<T , DESCRIPTOR

,→ > ( ) ;
[ . . . ]

22 }
[ . . . ]
c e l l . template defineField <olb : : descriptors : : PREV_T_V>(Tv1 ) ;

E.4. Fluid properties

The fluid properties such as specific heat and thermal conductivity are different for vapour and liquid. Since
the pseudopotential does not directly differentiate between the two phases, density is usually used as a
marker to determine the phase. As such local fluid properties are dependent on the local density. A class
named FluidProperties is written to make it easier to call for these properties. The declaration is given
in listing E.7, and the definitions in listing E.8.

Since the properties scale linearly, the class was named ScalingProperties for a long time, but was
renamed across the whole workspace. If some reference to scalingProperties remains, it should now
be fluidProperties

In addition to the core functions, the print, write and verify functions were added for convenience. The verify
function ensures that properties, such as specificHeat() indeed returns specificHeatVapour. The
print and write functions are not shown, but they follow the same layout as the print and write function of
OpenLB’s converter.

Listing E.7: FluidProperties class declaration

1 template <typename T>
class FluidProperties {

public :
FluidProperties (T densityVapour , T densityLiquid ,
T specificHeatVapour , T specificHeatLiquid ,

6 T conductivityVapour , T conductivityLiquid ,
T tempLower , T tempHigher , T tempCritical ) ;

/ / Specif icHeat ( T ) −> T
11 / / Returns the s p e c i f i c heat depending on the density

T specificHeat ( const T l a t t i c e D e n s i t y ) ;

/ / conductivity ( T ) −> T
/ / Returns the conductivity depending on the density

16 T conductivity ( const T l a t t i c e D e n s i t y ) ;

/ / density ( T ) −> T
/ / Returns the conductivity depending on the density

T density ( const T l a t t i c e D e n s i t y ) ;
21

/ / temperatureRatio ( T ) −> T
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/ / Returns the temperature r a t i o depending on the l a t t i c e temperature
/ / Should be fewer computations than using converter to convert from l a t t i c e to

,→ physical to r a t i o
T temperatureRatio ( const T latticeTemperature ) ;

26

T getDensityVapour ( ) ;
T getDensityLiquid ( ) ;

31

T getTempConvertionRatio ( ) ;

void v e r i f y ( ) ;
void print ( ) ;

36 void write ( std : : s t r i n g const& t i t l e = " FluidProperties " ) ;

protected :
s t a t i c T scaleProperty ( const T localScale , const T propertyVapour , const T

,→ propertyLiquid ) ;

41 / / ScaleDensity ( T ) −> T
/ / Returns 1 f o r l iquid and 0 f o r vapour

T scaleDensity ( const T localDensity ) ;

private :
46 const T _densityVapour ;

const T _densityLiquid ;
const T _specificHeatVapour ;
const T _specificHeatLiquid ;
const T _conductivityVapour ;

51 const T _conductivityLiquid ;
const T _tempLowerRatio ;
const T _tempRatioDifference ;
const T _tempCrit ;

} ;

Listing E.8: FluidProperties class definition

template <typename T>
FluidProperties <T > : : FluidProperties (
T densityVapour , T densityLiquid ,
T specificHeatVapour , T specificHeatLiquid ,

5 T conductivityVapour , T conductivityLiquid ,
T tempLower , T tempHigher , T tempCrit ) :
_densityVapour ( densityVapour ) , _densityLiquid ( densityLiquid ) ,
_specificHeatVapour ( specificHeatVapour ) , _specificHeatLiquid ( specificHeatLiquid ) ,
_conductivityVapour ( conductivityVapour ) , _conductivityLiquid ( conductivityLiquid ) ,

10 _tempLowerRatio (tempLower/tempCrit ) , _tempRatioDifference ( ( tempHigher−tempLower) /
,→ tempCrit ) ,

_tempCrit ( tempCrit )
{

v e r i f y ( ) ;
}

15

template <typename T>
T FluidProperties <T > : : scaleDensity ( const T localDensity ) {
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return ( std : : clamp ( localDensity , _densityVapour , _densityLiquid ) − _densityVapour )
,→ /( _densityLiquid − _densityVapour ) ;

}
20

template <typename T>
T FluidProperties <T > : : density ( const T localDensity ) {

return std : : clamp ( localDensity , _densityVapour , _densityLiquid ) ;
}

25

template <typename T>
T FluidProperties <T > : : specificHeat ( const T localDensity ) {

return scaleProperty ( scaleDensity ( localDensity ) , _specificHeatVapour ,
,→ _specificHeatLiquid ) ;

}
30

template <typename T>
T FluidProperties <T > : : conductivity ( const T localDensity ) {

return scaleProperty ( scaleDensity ( localDensity ) , _conductivityVapour ,
,→ _conductivityLiquid ) ;

}
35

template <typename T>
T FluidProperties <T > : : scaleProperty ( const T localScale , const T propertyVapour ,

,→ const T propertyLiquid ) {
return propertyVapour *(1 − lo calS cale ) + propertyLiquid * localScale ;

}
40

template <typename T>
T FluidProperties <T > : : temperatureRatio ( const T latticeTemp ) {

return _tempLowerRatio + ( latticeTemp − 0 . 5 ) * ( _tempRatioDifference ) ;
}

45

template <typename T>
T FluidProperties <T > : : getDensityVapour ( ) { return _densityVapour ; }

template <typename T>
50 T FluidProperties <T > : : getDensityLiquid ( ) { return _densityLiquid ; }

template <typename T>
T FluidProperties <T > : : getTempConvertionRatio ( ) { return _tempRatioDifference ; }

55

template <typename T>
void FluidProperties <T > : : v e r i f y ( ) {

T rhoV = getDensityVapour ( ) ;
60 T rhoL = getDensityLiquid ( ) ;

T cvV = specificHeat ( getDensityVapour ( ) ) ;
T cvL = specificHeat ( getDensityLiquid ( ) ) ;
T kV = conductivity ( getDensityVapour ( ) ) ;
T kL = conductivity ( getDensityLiquid ( ) ) ;

65

a s s e r t ( olb : : u t i l : : nearZero ( _densityVapour − rhoV ) ) ;
a s s e r t ( olb : : u t i l : : nearZero ( _densityLiquid − rhoL ) ) ;
a s s e r t ( olb : : u t i l : : nearZero ( _specificHeatVapour − cvV ) ) ;
a s s e r t ( olb : : u t i l : : nearZero ( _specificHeatLiquid − cvL ) ) ;
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70 a s s e r t ( olb : : u t i l : : nearZero ( _conductivityVapour − kV ) ) ;
a s s e r t ( olb : : u t i l : : nearZero ( _conductivityLiquid − kL ) ) ;

} ;

E.5. Additional descriptor fields

For the new pseudopotential method, one additional descriptor field is required to store the scalar pseudopo-
tential. The full implementation of the thermal simulation requires three descriptor fields. The first field is
for the scalar source term, the second for the previous scalar source term to get the temporal derivative. The
third for the 2/3D vector to store the previous thermal advection to use in the correction factor. These can be
added to the dynamics/descriptorField.h or included via a separate file listing E.9.

Listing E.9: File to add the required descriptor fields

#ifndef DESCRIPTOR_FIELD_EXTENDED_H
2 #define DESCRIPTOR_FIELD_EXTENDED_H

#include "dynamics/ descriptorField . h"

7 namespace olb {
namespace descriptors {

struct PSI_PSEUDO_RHO : public DESCRIPTOR_FIELD_BASE<1 , 0 , 0> { } ;
struct PHI_THERMAL : public DESCRIPTOR_FIELD_BASE<1 , 0 , 0> { } ;

12 struct PREV_T_V : public DESCRIPTOR_FIELD_BASE<0 , 1 , 0> { } ;
struct PREV_PHI : public DESCRIPTOR_FIELD_BASE<1 , 0 , 0> { } ;

} / / end d e s c r i p t o r s namespace
} / / end olb namespace

17

#endif

E.6. Multichannel geometry setup

This section contains a copy of the geometry setup function used to set up a heating chamber with straight
channels with arbitrary dimensions, shown in listing E.10. The geometry is split into four segments: the
inlet, the divergent part, the channels and the convergent part. The divergent part connects the inlet to the
channels. The convergent part forms the outlet. Care should be taken that the outlet velocity is still within
the incompressible domain. For the channels, the number of them as well as the width, length and spacing
between them can be varied.

Listing E.10: Geometry setup for arbitary straight multichannel layout

2 / / Geometry setup
const int numberOfChannels = 4 ;
const BaseType channelLength = 8*physLength ;
const BaseType channelWidth = 0.6* physLength ;
const BaseType channelSpacing = 0.4* physLength ;

7 const BaseType inletLength = 0.5* physLength ;
const BaseType inletWidth = 1*physLength ;
const BaseType distributionLength = 2*physLength ;
const BaseType convergentLength = 3*physLength ;
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const BaseType convergentWidth = 2*physLength ;
12

const BaseType cuboidLength = inletLength+channelLength+distributionLength+
,→ convergentLength + 2* conversionLength ;

const BaseType cuboidWidth = numberOfChannels* channelWidth + ( numberOfChannels−1) *
,→ channelSpacing + 2* conversionLength ;

/ / End constants d e f i n i t i o n
17 / / / /

const int materialBase = 0 ;
const int materialFluid = 1 ;
const int materialColdWall = 2 ;
const int materialHotWall = 3 ;

22 const int materi a l I nl et = 4 ;
const int materialOutlet = 5 ;

void prepareGeometry ( SuperGeometry2D<BaseType>& superGeometry )
{

27

OstreamManager clout ( std : : cout , "prepareGeometry" ) ;
clout << " Prepare Geometry . . . " << std : : endl ;

/ / Set computational domain to wall
32 superGeometry . rename( materialBase , materialColdWall ) ;

const BaseType widthToInlet = ( cuboidWidth − inletWidth ) /2.0 ;
BaseType widthToOutlet = ( cuboidWidth − convergentWidth ) /2.0 ;
Vector <BaseType ,2 > extend ;

37 Vector <BaseType ,2 > origin ;
BaseType hypoteneus ;
BaseType angle ;
const BaseType invSqrt2 = 1.0/ sqrt ( 2 . 0 ) ;

42 / / Create I n l e t −> rectangle
extend = { inletLength+conversionLength , inletWidth } ;
or igin = { −1.5* conversionLength , widthToInlet } ;

olb : : IndicatorCuboid2D<BaseType> inletCuboid ( extend , origin ) ;
47 superGeometry . rename( materialColdWall , materialFluid , inletCuboid ) ;

extend = { 1 . 5 * conversionLength , inletWidth } ;
olb : : IndicatorCuboid2D<BaseType> inletBC ( extend , origin ) ;

52 superGeometry . rename( materialFluid , materialInlet , materialFluid , inletBC ) ;

/ / Create Distribution −> trapezoid

57 extend ={ distributionLength , cuboidWidth } ;
or igin ={ inletLength , 0 } ;
olb : : IndicatorCuboid2D<BaseType> distCuboid ( extend , origin ) ;
superGeometry . rename( materialColdWall , materialFluid , distCuboid ) ;

62

hypoteneus = std : : sqrt ( distributionLength * distributionLength + widthToInlet *
,→ widthToInlet ) + 10* conversionLength ;
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angle = std : : atan2 ( −( widthToInlet −conversionLength ) , distributionLength ) − M_PI
,→ /4.0 ;

or igin = { inletLength + hypoteneus * invSqrt2 * std : : cos ( angle ) , widthToInlet −
,→ conversionLength+hypoteneus * invSqrt2 * std : : sin ( angle ) } ;

67 olb : : IndicatorCuboid2D<BaseType> distCuboid1 ( hypoteneus , hypoteneus , origin ,
,→ angle + M_PI/ 4 . 0 ) ;

superGeometry . rename( materialFluid , materialColdWall , distCuboid1 ) ;

angle = −( std : : atan2 ( −( widthToInlet −conversionLength ) , distributionLength ) − M_PI
,→ / 4 . 0 ) ;

or igin = { inletLength + hypoteneus * invSqrt2 * std : : cos ( angle ) , widthToInlet+
,→ conversionLength+inletWidth+hypoteneus * invSqrt2 * std : : sin ( angle ) } ;

72 olb : : IndicatorCuboid2D<BaseType> distCuboid2 ( hypoteneus , hypoteneus , origin ,
,→ angle − M_PI/ 4 . 0 ) ;

superGeometry . rename( materialFluid , materialColdWall , distCuboid2 ) ;

/ / Create Channels −> r e c t a n g l e s

77 for ( int iChannel =0; iChannel < numberOfChannels ; iChannel++)
{

extend ={ channelLength , channelWidth } ;
or igin ={ inletLength+distributionLength , conversionLength + iChannel * (

,→ channelWidth+channelSpacing ) } ;
olb : : IndicatorCuboid2D<BaseType> channelCuboid ( extend , origin ) ;

82 superGeometry . rename( materialColdWall , materialFluid , channelCuboid ) ;
}

/ / Create Convergent −> trapezoid

87 extend ={ convergentLength + 2* conversionLength , cuboidWidth } ;
or igin ={ inletLength+distributionLength+channelLength , 0 } ;
olb : : IndicatorCuboid2D<BaseType> convergCuboid ( extend , origin ) ;
superGeometry . rename( materialColdWall , materialFluid , convergCuboid ) ;

92

BaseType lengthSegment = inletLength+distributionLength+channelLength ;
hypoteneus = std : : sqrt ( convergentLength * convergentLength + widthToOutlet *

,→ widthToOutlet ) + 2* conversionLength ;

angle = std : : atan2 ( ( widthToOutlet ) , convergentLength ) − M_PI/4.0 ;
97 origin = { lengthSegment + hypoteneus * invSqrt2 * std : : cos ( angle ) , hypoteneus *

,→ invSqrt2 * std : : sin ( angle ) } ;
olb : : IndicatorCuboid2D<BaseType> convergCuboid1 ( hypoteneus , hypoteneus , origin

,→ , angle + M_PI/4.0 ) ;
superGeometry . rename( materialFluid , materialColdWall , convergCuboid1 ) ;

angle = −( std : : atan2 ( ( widthToOutlet ) , convergentLength ) − M_PI/ 4 . 0 ) ;
102 origin = { lengthSegment + hypoteneus * invSqrt2 * std : : cos ( angle ) , cuboidWidth +

,→ hypoteneus * invSqrt2 * std : : sin ( angle ) } ;
olb : : IndicatorCuboid2D<BaseType> convergCuboid2 ( hypoteneus , hypoteneus , origin

,→ , angle − M_PI/4.0 ) ;
superGeometry . rename( materialFluid , materialColdWall , convergCuboid2 ) ;

/ / Outlet
107
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origin = { cuboidLength −1.5* conversionLength , widthToOutlet+conversionLength } ;
extend = { 2 . 5 * conversionLength , convergentWidth −2*conversionLength } ;
olb : : IndicatorCuboid2D<BaseType> outletBC ( extend , origin ) ;
superGeometry . rename( materialFluid , materialOutlet , materialFluid , outletBC ) ;

112

/ / Hot Wall

extend ={ convergentLength + channelLength +conversionLength , cuboidWidth+
,→ conversionLength } ;

or igin ={ cuboidLength − extend [ 0 ] , 0 } ;
117 olb : : IndicatorCuboid2D<BaseType> hotCuboid ( extend , origin ) ;

superGeometry . rename( materialColdWall , materialHotWall , hotCuboid ) ;

/ / END

122 / / Removes a l l not needed boundary voxels outside the surface
superGeometry . clean ( ) ;
/ / / / Removes a l l not needed boundary voxels inside the surface
superGeometry . innerClean ( ) ;
superGeometry . checkForErrors ( ) ;

127

superGeometry . print ( ) ;

clout << " Prepare Geometry . . . OK" << std : : endl ;
132 }





F Latent heat calculation using EoS
python file

This chapter outlines the approach to numerically calculate the latent heat via the equation of state (EoS)
using the python code base. The spatial conversion ratio between real and lattice units are: ∆x = 100e −6,
∆t =∆x/210. The remaining are derived from the equation of state.

The code to find the latent heat, with dimensional units of [J kg−1], numerically is given in listing F.1. Since
the density range changed, a new class is made based on the LatticePengRobinson from the verified
eos.py file with the only difference being the name and density range used in the getEquilibriumDen-
sities function. In the main execution part of the code, the integral is calculated usingscipy.integrate.quad.

Listing F.1: Calculation of latent heat using realistic Peng Robinson

class RealPengRobinson ( PengRobinsonInteractionPotential ) :
def _ _ i n i t _ _ ( s e l f , a c e n t r i c i t y = 0.344 , Tc = 647.4 , Pc = 22.10e6 , t r = 0.577 , R

,→ =8314/18) :
3 s e l f . tc = Tc

s e l f . R = R
s e l f . a c e n t r i c i t y = a c e n t r i c i t y
s e l f . pc = Pc
s e l f . a = 0.45724 * R**2 * Tc**2 /Pc

8 s e l f . b = 0.0778 * R * Tc /Pc

s e l f . c = (0.37464 + 1.54226* s e l f . a c e n t r i c i t y − 0.26992* s e l f . a c e n t r i c i t y * s e l f
,→ . a c e n t r i c i t y )

s e l f . t = s e l f . tc * t r
13 s e l f . _calcAlpha ( t r )

s e l f . rhoc = s e l f . pc/0.3074/ s e l f . R/ s e l f . tc

[ . . . ]
18 i f __name__=="__main__" :

[ . . . ]
tempRatio = 0.577
PRreal = RealPengRobinson ( )
integralFunc = lambda rho : rho** −2 * PRreal . dPdT( rho , tempRatio )

23 densityLiquidPRreal , densityVapourPRreal = PRreal . getEquilibriumDensities (
,→ tempRatio ) [ : 2 ]

i n t e g r a l R e s u l t = integrate . quad( integralFunc , densityVapourPRreal ,
,→ densityLiquidPRreal ) [ 0 ]

print ( " Latent heat using PR [ J /kg ] : " , tempRatio *647.4 * i n t e g r a l R e s u l t )

28 >>> Latent heat using PR [ J /kg ] : 2335249.185632195

When non-dimensionalizing the PR EoS there are two ways to ensure that the correct latent heat can be
recovered. The first way is to incorporate the reduced pressure, density and temperature factors to convert
from one scale to the other as is shown in listing F.2.

159



160 F. Latent heat calculation using EoS python file

Listing F.2: Calculation of latent heat using conversion factors

i f __name__=="__main__" :
2 [ . . . ]

convX = 100e−6
convT = convX/30/Nt
convU = convX/convT
convRho = PRreal . rhoc/PR . rhoc

7 convPressure = convRho*convU*convU

tempRatio = 0.577
PR = LatticePengRobinson ( a c e n t r i c i t y = 0.344 , a =2/49. , b=2./21. , R=1)
integralFunc = lambda rho : rho** −2 * PR . dPdT( rho , tempRatio )

12 densityLiquidPR , densityVapourPR = PRfix . getEquilibriumDensities ( tempRatio ) [ : 2 ]
i n t e g r a l R e s u l t = integrate . quad( integralFunc , densityVapourPR , densityLiquidPR )

,→ [ 0 ]

print ( " Latent heat EoS scale [ − ] : " , tempRatio * i n t e g r a l 2 )
print ( " Latent heat Phys scale [ J /kg ] : " , tempRatio *PR . tc * i n t e g r a l 2 * PRreal .

,→ pc/PR . pc * PR . rhoc/ PRreal . rhoc )
17 print ( " Latent heat l a t t i c e scale [ − ] : " , tempRatio *PR . tc * i n t e g r a l 2 * PRreal .

,→ pc/PR . pc / convPressure )

>>> Latent heat EoS scale [ − ] : 7.814324348667083
>>> Latent heat Phys scale [ J /kg ] : 2336692.925098959
>>> Latent heat l a t t i c e scale [ − ] : 52.98623412922809

The other way to recover the correct latent heat is to use the fluid specific non-dimensionalized value for R:

Rdi ml ess = R
M ∗Tc

(
∆x
∆t

)−2
. With this value of R, the correct latent heat can be recovered from the equation of

state, as shown in listing F.3, using the same conversion factors as in listing F.2 for convU.

Listing F.3: Calculation of latent heat using dimensionless R

i f __name__=="__main__" :
[ . . . ]

Rsp= 8314.0/18.0152
4 tempRatio = 0.577

TempCrit = 647.4
PRfix = LatticePengRobinson ( a c e n t r i c i t y = 0.344 , a =2/49. , b=2./21. , R=Rsp / (

,→ convU* * 2 ) *TempCrit )
integralFunc = lambda rho : rho** −2 * PRfix . dPdT( rho , tempRatio )
densityLiquidPRfix , densityVapourPRfix = PRfix . getEquilibriumDensities ( tempRatio

,→ ) [ : 2 ]
9 i n t e g r a l R e s u l t = integrate . quad( integralFunc , densityVapourPRfix ,

,→ densityLiquidPRfix ) [ 0 ]

print ( "Nondimensional l a t e n t heat using PR [ − ] : " , tempRatio *
,→ i n t e g r a l R e s u l t )

print ( " Dimensionalized l a t e n t heat using PR [ J /kg ] : " , tempRatio *
,→ i n t e g r a l R e s u l t * convU* * 2 )

14 >>> Nondimensional l a t e n t heat using PR [ − ] : 52.94152795007024
>>> Dimensionalized l a t e n t heat using PR [ J /kg ] : 2334721.3825980974

As can be seen by the resultant recovered latent heats, the method of using a non-dimensional R is cleaner to
implement and use than to use the conversion factors.
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