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Abstract

Frequency translation is required in any modern wireless communication sys-
tems. This is in large part due to the fact that the modulated signal is easy to
transmit in radio frequency in the form of an electromagnetic wave, and the de-
modulated signal is easy to process in the baseband frequency by a powerful digital
processor. Frequency synthesizers are required during this frequency translation
process. Though the upcoming commercial communication (e.g., 5G) is continuing
to propel the semiconductor market, the Internet of things (IoT) aimed at health
monitoring, intelligent agriculture and environmental sensing, home automation
and security sensing is gaining more and more momentum in recent years. It re-
quires ultra-low computing power and very low-cost hardware, which challenges
RF engineers to design low power and small-area wireless transceivers. Frequency
synthesizers typically take up considerable silicon area and are one of most power-
hungry blocks of these transceivers.

This thesis aims to design a clock generation digital phase-locked loop (DPLL)
for the Bluetooth Low Energy (BLE) standard for IoT applications. The DPLL should
have a small area and low power consumption. Hence, a ring-oscillator (RO) -based
fractional-N DPLL is implemented to generate the desired clock. A phase noise im-
provement technique is proposed to reduce the in-band phase noise of the DPLL by
around 6dB. Furthermore, a fast reference calibration loop is implemented to miti-
gate the reference spur effectively. A prototype is fabricated in the TSMC LP 40nm
CMOS process. Measurements show that the proposed RO-based fractional-N DPLL
achieves 1.6ps integrated jitter, -45.8dBc fractional spur, -43.6dBc reference spur
and 1.8-2.7GHz tuning range while consuming only 1.33mW power. The result-
ing figure of merit (FOM) of the implemented DPLL is -234.7dB, which is the best
compared with the state-of-the-art RO-based fractional-N PLLs.
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1
Introduction

The general merits of a frequency synthesizer are introduced in the first section
of this chapter. In the meantime, one of the most important Internet of things (IoT)
standards (i.e., Bluetooth Low Energy (BLE)) is discussed and employed to derive
the synthesizer specifications. Then, target specifications for the BLE synthesizer
are presented in the second section. The research contribution is given in the third
section, and the thesis outline is presented in the last section of this chapter.

1.1 Synthesizer Requirements
A frequency synthesizer generates the desired frequency (𝑓፨፮፭) based on the

user-specified frequency command word (FCW) and the reference frequency (𝑓፫፞፟).
The block diagram of a frequency synthesizer is shown in Figure 1.1. In general, a
frequency synthesizer is a frequency multiplier where

𝑓፨፮፭ = 𝐹𝐶𝑊 ⋅ 𝑓፫፞፟ . (1.1)

Figure 1.1: Block diagram of a frequency synthesizer.

There are many parameters such as frequency accuracy, tuning range, phase
noise, spurious tones, and switching time that should be considered during the

1
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design of frequency synthesizers. The requirements of the BLE standard [1] used
to derive the synthesizer specifications are summarized in Table 1.1.

Table 1.1: The requirements of the BLE standard.

1.1.1 Frequency Accuracy and Tuning Range
The channel bandwidth for the BLE standard is 2MHz, leading to 40 different

channels in the operating frequency band of 2.402 to 2.480GHz (ISM Band). How-
ever, the frequency of a free-running ring oscillator can drift up to tens of MHz
due to the Process-Voltage-Temperature (PVT) variations and the flicker noise of its
transistors. Consequently, a golden stable reference source (with ppm range accu-
racy) is needed to make the oscillator phase-locked to the reference and achieve the
desired frequency with adequate precision. This reference source can be a crystal
oscillator, a temperature-controlled crystal oscillator (TCXO) or a digitally-controlled
crystal oscillator depending on the application. Furthermore, the synthesizer has to
cover the desired frequency range with enough margin to tolerate PVT variations.

1.1.2 Phase Noise
Phase noise by IEEE definition [2] is the power spectral density (PSD) of the

phase. To illustrate this definition, the output voltage waveform of a synthesizer is
shown in Figure 1.2. The output clock transition timestamps are denoted as tckv[n].
Due to the system noise, tckv[n] is a random process, which is collected and put it
into a vector as:

{𝑡𝑐𝑘𝑣} = {𝑡𝑐𝑘𝑣[1], 𝑡𝑐𝑘𝑣[2], ..., 𝑡𝑐𝑘𝑣[𝑛]}. (1.2)
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The phase noise of the synthesizer then can be calculated as:

𝑃𝑁(Δ𝑓) = 𝑃𝑆𝐷(2 ⋅ 𝜋 ⋅ 𝑓፨፮፭ ⋅ {𝑡𝑐𝑘𝑣}). (1.3)

Figure 1.2: Output voltage waveform of a frequency synthesizer.

𝑃𝑁(Δ𝑓) has a significant impact on the transceiver performance. On the receiver
side, reciprocal mixing occurs where a large blocker is mixing with a noisy local
oscillator and shows itself at the top of the desired channel, degrading receiver
sensitivity. This phenomenon is illustrated in Figure 1.3. Based on Table 1.1, the
carrier-to-interference ratio can be as low as -17dB and -27dB at the 2MHz and 3MHz
offset frequency from the desired carrier, respectively. The required signal-to-noise

Figure 1.3: Reciprocal mixing due to the noisy LO [3].

ratio (SNR) for a GFSK demodulator with a modulation index h=0.5 to achieve the
targeted bit-error-rate (BER) 0.1% is 11dB (measured in 1MHz bandwidth). The
synthesizer phase noise can be modeled by

𝑃𝑁(Δ𝑓) = 𝛼
Δ𝑓ኼ , (1.4)
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where 𝛼 is a constant for a specific phase noise profile. As a result, the noise power
due to the reciprocal mixing for a blocker with a power of 𝑃ፁ located at Δ𝑓ኺ away
from the desired channel can be calculated as:

𝑃፧፨።፬፞ = ∫
ጂ Ꮂ፟ዄኺ.኿ፌፇ፳

ጂ Ꮂ፟ዅኺ.኿ፌፇ፳
𝑃ፁ ⋅ 𝑃𝑁(Δ𝑓)𝑑(Δ𝑓). (1.5)

Substituting Equation (1.4) into Equation (1.5), we get the following noise power
expression:

𝑃፧፨።፬፞ = 𝛼𝑃ፁ(
1

Δ𝑓ኺ − 0.5𝑀𝐻𝑧
− 1
Δ𝑓ኺ + 0.5𝑀𝐻𝑧

) (1.6)

By employing the SNR definition, we have

𝑆𝑁𝑅 =
𝑃፬።፠፧ፚ፥
𝑃፧፨።፬፞

, (1.7)

where 𝑃፬።፠፧ፚ፥ is the signal power. Substituting Equation (1.6) into Equation (1.7),
the phase noise parameter 𝛼 can be calculated as:

𝛼 =
𝑃፬።፠፧ፚ፥

𝑆𝑁𝑅 ⋅ 𝑃ፁ(
ኻ

ጂ Ꮂ፟ዅኺ.኿ፌፇ፳
− ኻ

ጂ Ꮂ፟ዄኺ.኿ፌፇ፳
)
. (1.8)

Given the blocker power level 𝑃ፁ and blocker location (Δ𝑓ኺ away from the carrier)
and the required SNR, the phase noise can be simply calculated by Equation (1.8).
When Δ𝑓ኺ = 2𝑀𝐻𝑧 and the carrier-to-interference ratio (

ፏᑤᑚᑘᑟᑒᑝ
ፏᐹ

) is -17dB as shown
in the Table 1.1, using Equation (1.8), we have

𝛼 ≈ 5943 ⋅ 1𝐻𝑧. (1.9)

The phase noise at the 2MHz offset frequency then can be calculated as:

𝑃𝑁(Δ𝑓)ጂ፟዆ኼፌፇ፳ =
𝛼
Δ𝑓ኼ = −88𝑑𝐵𝑐/𝐻𝑧. (1.10)

When Δ𝑓ኺ = 3𝑀𝐻𝑧 and the carrier-to-interference ratio (ፏᑤᑚᑘᑟᑒᑝፏᐹ
) is -27dB, using

Equation (1.8), we get
𝛼 ≈ 1387 ⋅ 1𝐻𝑧. (1.11)

The phase noise at the 3MHz offset frequency then can be calculated as:

𝑃𝑁(Δ𝑓)ጂ፟዆ኽፌፇ፳ =
𝛼
Δ𝑓ኼ = −98𝑑𝐵𝑐/𝐻𝑧. (1.12)

Note that Equation (1.11) should be considered as the synthesizer phase noise
parameter since it puts more stringent requirement on the phase noise of the syn-
thesizer. The phase noise requirement at the 1MHz offset frequency can be derived
as:

𝑃𝑁(Δ𝑓)ጂ፟዆ኻፌፇ፳ =
𝛼
Δ𝑓ኼ = −88𝑑𝐵𝑐/𝐻𝑧. (1.13)
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Figure 1.4: Constellation plot with a noisy LO [4].

On both receiver and transmitter side, due to the phase noise of the synthe-
sizer, the constellation of the (de)modulated signal rotates randomly as shown in
Figure 1.4. The performance degradation is characterized by Error Vector Magni-
tude (EVM), which is defined as the ratio of the magnitude of the error vector to
the magnitude of the reference vector1. In short,

𝐸𝑉𝑀 = 20𝑙𝑜𝑔ኻኺ(
𝐴፞፫፫
𝐴፫፞፟

). (1.14)

The root mean square phase error can then be calculated as:

𝜃፫፦፬ ≈ 𝑡𝑎𝑛ዅኻ(10
ᐼᑍᑄ
ᎴᎲ ) ≈ 10

ᐼᑍᑄ
ᎴᎲ 2. (1.15)

For the BLE standard, the EVM should be lower than -20dB. It translates to an RMS
phase error 𝜃፫፦፬=5.7 degrees (equivalent to 0.1rad and 6.5ps for a 2.4GHz carrier).

The in-band phase noise requirement of the synthesizer can be estimated based
on the calculated integrated phase error and jitter. Assuming the synthesizer band-
width of 𝐵𝑊ፏፋፋ and the in-band phase noise of 𝑆ኻ, we can calculate the RMS phase
1Signal vector in the constellation plot where the LO is noise free.
2Here we assume that the EVM degradation is only caused by phase noise and ፀᑖᑣᑣ ጺጺ ፀᑣᑖᑗ.
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error as:
𝜃፫፦፬ = 2√𝐵𝑊ፏፋፋ ⋅ 𝑆ኻ1. (1.16)

If we assume 𝐵𝑊ፏፋፋ is 200kHz, then the in-band phase noise can be calculated as:

𝑆ኻ =
(0.5𝜃፫፦፬)ኼ
𝐵𝑊ኻ

= −79𝑑𝐵𝑐/𝐻𝑧. (1.17)

Consequently, the in-band phase noise should be below -79dBc/Hz with 𝐵𝑊ፏፋፋ
smaller than 200kHz; the phase noise at the 1MHz offset frequency should be be-
low -88dBc/Hz to meet the transceiver EVM and the receiver SNR specifications
simultaneously.

1.1.3 Spurious Tones
In general, any periodic control signals which appear at the input of the digitally-

controlled oscillator (DCO) result in undesired spurious tones (spurs) in the synthe-
sizer output spectrum. If the periodic control signals occur at the reference (frac-
tional) frequency rate, reference (fractional) spurs appear in the synthesizer output
spectrum.

On the receiver side, the carrier-to-interference ratio at the 2MHz and 3MHz
offset frequency from the carrier can be as low as -17dB and -27dB respectively as
discussed before. To achieve 11dB SNR, the corresponding fractional spurs should
be below -28dBc and -38dBc respectively. The reference spurs should be below
-38dBc for the far-out specification. On the transmitter side, the maximum trans-
mitted power is 0dBm. The maximum allowed spurious emissions at the 2MHz and
3MHz offset frequency are -20dBm and -30dBm respectively. Consequently, the
fractional spurs should be below -20dBc and -30dBc at the 2MHz and 3MHz offset
frequency respectively to meet the requirement of spurious emissions. The refer-
ence spurs should be below -30dBc for the far-out specification. In this scenario,
the spur performance of the synthesizer is set by the receiver side.

1.1.4 Switching Time
The synthesizer must settle down to the desired frequency after triggering the

channel switch. During the channel switching time, digital calibration of various
mixed-signal blocks is concurrently carried out. Much more power is burned in this
phase than in the phase-locked state. It is preferable to make the channel switching
time as short as possible.

1.2 Motivation and Target Specifications
Ultra-low power (<10mW) BLE transceivers enable IoT applications [5]. Phase-

locked loops (PLL) based frequency synthesizers are one of the power-hungry blocks
of these transceivers. The IoT PLLs successfully operate below 1mW [6, 7]. How-
ever, LC oscillators are employed in these PLLs. They are not area efficient for IoT
applications and have a long time to market. On the other hand, a ring oscillator
1Assume that the in-band and out-band phase noise contribute the same integrated jitter.
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Table 1.2: The minimum and target specifications for the BLE frequency synthesizer.

is more area-efficient and easier to implement, but its phase noise is around 20dB
worse than that of the LC counterpart for the same power consumption. Hence,
the PLL loop bandwidth should be increased to suppress the excessive phase noise
of the ring oscillator. However, the loop bandwidth of the traditional type-II archi-
tectures is limited to 0.1𝑓፫፞፟ due to loop stability requirements.

This thesis aims to explore a ring-oscillator-based digital PLL (DPLL) architec-
ture with less area consumption while simultaneously achieving comparable per-
formance as an LC-based DPLL for IoT applications. The minimum requirements
of the BLE frequency synthesizer are derived in the first section. The target spec-
ifications altogether with minimum requirements of the BLE frequency synthesizer
are summarized in Table 1.2. An external 64MHz crystal oscillator is employed to
provide the reference for the DPLL.

1.3 Research Contributions
This thesis presents a ring-oscillator (RO) -based fractional-N injection-locked

(IL) DPLL for IoT applications. A phase noise improvement technique (Two-path
injection) is proposed to reduce the DPLL in-band phase noise by around 6dB with
negligible power overhead. Besides, a fast reference spur calibration is proposed
to reduce the reference spur calibration time ∼2𝜇s. The fractional-N operation is
achieved by employing a coarse-fine DTC (CF-DTC) in the reference path to align the
reference injection phase with the oscillator phase. To detect the frequency error,
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the phase error of the IL-DPLL is first detected, and then injection locking is applied
to reset the oscillator phase. A prototype is fabricated in the TSMC CMOS 40nm
process. As a result, the measurements show that the proposed IL-DPLL achieves
1.6ps integrated jitter, -45.8dBc fractional spur and -43.6dBc reference spur while
consuming only 1.33mW power and 0.13𝑚𝑚2 silicon area. The resulting figure of
merit (FOM) is -234.7dB, which is the best for the RO-based fractional-N PLLs.

1.4 Thesis Outline
The thesis outline is in accordance with the project progress. Chapter 2 is deal-

ing with the background theories of the proposed architecture and issues of the
prior arts. The functionality of the system is verified and discussed in chapter 3.
In chapter 4, various analog and RF building blocks of the system are designed
and simulated. The register-transfer level (RTL) design and system verification in
Verilog-AMS are presented in chapter 5. The measurement results are shown and
discussed in chapter 6. Chapter 7 wraps up this thesis with conclusions and im-
provements of the system in the future.



References

1

9

References
[1] J. Masuch, et al., “Ultra Low Power Transceiver for Wireless Body Area Net-

works,” Springer, 2013, pp.109-110.

[2] J. R. Vig, ”IEEE standard definitions of physical quantities for fundamental fre-
quency and time metrology–random instabilities (IEEE standard 1139-1999),”
IEEE, New York 1 (1999).

[3] M. Babaie, “Effects of Phase Noise on RF Transceivers,” in ET437 Digital RF
course slides, 2015, pp.11.

[4] Krishna Sankar, ”EVM with Phase Noise” in http://www.dsplog.com/
2012/07/09/evm-phase-noise/.

[5] Y.-H. Liu, et al., “A 3.7 mW-RX 4.4 mW-TX Fully Integrated Bluetooth Low-
Energy/IEEE802.15.4/Proprietary SoC with an ADPLL-Based Fast Frequency
Offset Compensation in 40 nm CMOS,” in IEEE Int. Solid-State Circuits Conf.
(ISSCC) Dig. Tech. Papers, 2015, pp. 236–237.

[6] V. Chillara, et al., “An 860μW 2.1-to-2.7GHz All-Digital PLL-Based Frequency
Modulator with a DTC-Assisted Snapshot TDC for WPAN (Bluetooth Smart and
ZigBee) Applications,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech.
Papers, 2014, pp. 172–173.

[7] Y. He, et al., ”A 673µW 1.8-to-2.5GHz Dividerless Fractional-N Digital PLL with
an Inherent Frequency-Capture Capability and a Phase-Dithering Spur Mitiga-
tion for IoT Applications,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig.
Tech. Papers, 2017, pp.420–421.

http://www.dsplog.com/2012/07/09/evm-phase-noise/
http://www.dsplog.com/2012/07/09/evm-phase-noise/




2
Ring-Oscillator-Based

Fractional-N Injection-Locked
DPLL

This chapter aims to introduce a ring-oscillator (RO) -based DPLL architecture
to meet the synthesizer specifications listed in Table 1.2. A general comparison
between a ring oscillator and an LC oscillator is presented in the first section of this
chapter to address the design challenges of the RO-based frequency synthesizers.
A noise suppression technique (injection locking) for the ring oscillator is then in-
troduced in the second section. In the third section, the related design issues of
injection-locked frequency synthesizers are discussed. The proposed architecture
is presented in the last section of this chapter to address the issues discussed in
the third section.

2.1 Ring Oscillator or LC Oscillator
As discussed in chapter 1, the occupied area of a ring oscillator is much smaller

than that of an LC oscillator. This is the foremost reason to employ ring oscillators
in frequency synthesizers even with worse phase noise performance. To get more
insight, the occupied area of two recently published LC-based and RO-based PLLs
are compared in Figure 2.1. The LC oscillator itself in [1] occupies almost the
same amount of area as that of the entire RO-based DPLL in [2]. However, the
ring oscillator demonstrates around 20dB worse figure of merit (FOM) than the LC
oscillator gathered from Figure 2.2. The FOM of an oscillator defined in [3] is

𝐹𝑂𝑀(Δ𝑓) = 𝑃𝑁(Δ𝑓) − 20𝑙𝑜𝑔ኻኺ(
𝑓፨፮፭
Δ𝑓 ) + 10𝑙𝑜𝑔ኻኺ(

𝑃ፃፂ
1𝑚𝑊), (2.1)

where 𝑃𝑁(Δ𝑓) is the phase noise at an offset frequency Δ𝑓. The poor FOM of a ring

11
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Figure 2.1: Area comparison between an LC-based and an RO-based PLLs [1, 2]

Figure 2.2: FOM comparison between an LC oscillator and a ring oscillator [1, 2].

oscillator can be traced to its time reference, which is dependent on noisy current
charging or discharging a capacitor [4]. On the other hand, the time reference
of an LC oscillator is related to its capacitor and inductor size, which is noiseless
in the ideal case1. The extensive comparison is summarized in Table 2.1. Due to
the multiple-stage implementation of a ring oscillator, multiple phases are simulta-
neously available, which gives more freedom to designers in choosing appropriate

1Lossless.
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Table 2.1: General comparison between a ring oscillator and an LC oscillator.

architectures for the receiver and frequency synthesizer. Furthermore, the fre-
quency multiplexing (e.g., frequency doubling) is also possible by manipulating the
oscillator multiple phases. The absence of the inductor coil in a ring oscillator also
reduces the magnetic coupling between other blocks. Besides, on-chip inductor
design is challenging, and it is difficult to make an accurate model of an inductor.

The work in [2] increases the bandwidth of the PLL to suppress the excessive
phase noise of the ring oscillator. However, even the phase noise requirements of
the synthesizer for IoT applications are less stringent, this work still fails to meet
the specifications. Consequently, to meet the BLE specification, the bandwidth and
in-band phase noise of the PLL should be further improved. In this work, the main
goal is to design a fractional-N RO-based DPLL, which meets the BLE standard while
consuming less than 1.5mW power.

2.2 Injection-Locked Oscillator
An oscillator is a perfect phase integrator. Consequently, jitter is accumulated

indefinitely over the time in a free-running oscillator. If this oscillator is embedded
in a phase-locked loop, its jitter is corrected by the loop every reference cycle, and
it can be only corrected within a particular bandwidth (typically <0.1𝑓፫፞፟), which is
set by loop stability requirements. As mentioned before, this bandwidth is not wide
enough to suppress the noise of a ring oscillator with sub-mw power consumption.
The noise tracking (suppression) bandwidth of the ring oscillator needs a further
extension.

If we replace the noisy edge of a ring oscillator with a clean edge of the reference
with a rate of 𝑓፫፞፟, jitter accumulation will be interrupted, and the accumulated jit-
ter will be reset every FCW oscillator clock cycles. As shown in Figure 2.3 (left), the
jitter of a three-stage ring oscillator is accumulated over the time indefinitely with-
out any external interruption. However, it is reset to zero by an injection transistor
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Figure 2.3: Illustration of injection locking and the simulated phase noise.

(injector) 𝑀𝑁ፈፍፉ. Since the falling edge of the oscillator waveform is determined by
both 𝑀𝑁ፈፍፉ and 𝑀𝑁ኻ, the injector 𝑀𝑁ፈፍፉ should be sized large enough to force the
oscillator reset its phase. Since the ”incorrect phase” of the oscillator is completely
corrected by the INJ signal every reference cycle, it is expected that the noise track-
ing bandwidth becomes wider than traditional DPLLs where the ”incorrect phase”
is partially corrected due to loop stability requirements.

2.2.1 Phase Noise Improvement
The intuitive description of injection locking phenomenon in the time domain is

presented in the previous section, and this section is mathematically dealing with in-
jection locking in the frequency domain. As shown in Figure 2.3 (right)1, the phase
noise of the free-running oscillator decreases by 20dB/dec over the frequency.
However, the phase noise improves significantly (from -86dBc/Hz to -112dBc/Hz
at the 1MHz offset frequency) after applying the reference injection. For a 64MHz
reference, the noise tracking bandwidth can be up to 25MHz, and the phase noise
improvement at the 1MHz offset frequency is around 26dB.

The transfer function of the injection locking phenomenon2 is high pass as it
can be gathered from the simulation (see Figure 2.3). As proven in [6], the phase
noise of an injection-locked oscillator (for FCW»1) can be expressed by

𝑃𝑁ፈፍፉ(Δ𝑓) =
2𝐹𝐶𝑊 − 1
𝐹𝐶𝑊 ⋅ 𝑃𝑁፟፫፞፞(Δ𝑓) ⋅

( ጂ፟
ᐹ፟ᑎ
)ኼ

1 + ( ጂ፟
ᐹ፟ᑎ
)ኼ
+
𝐹𝐶𝑊ኼ ⋅ 𝑃𝑁፫፞፟(Δ𝑓)

1 + ( ጂ፟
ᑣ፟ᑖᑗ
)ኼ

, (2.2)

1Results come from the MATLAB time-domain simulation. Flicker noise of the oscillator is not modeled.
2The ratio of the phase noise of an injection-locked oscillator to the phase noise of a free-running
oscillator.
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where 𝑃𝑁፟፫፞፞ is the phase noise of the free-running oscillator, 𝑃𝑁፫፞፟ is the phase
noise of the reference path, and the noise tracking bandwidth is

𝑓ፁፖ ≈ 0.39𝑓፫፞፟ . (2.3)

This analysis assumes that the oscillator is jitter-free at the injection moment, and
the jitter is then accumulated again right after the reference injection1. The transfer
functions (TF) of the reference phase and the oscillator phase to the oscillator output
phase after the injection locking are plotted in Figure 2.4 based on Equation (2.2).
The transfer function of the oscillator phase is high-pass shaped with a 3dB high-

Figure 2.4: Phase noise transfer function of the reference and free-running oscillator in the injection
locking system.

frequency gain. Due to the injection operation, the variance of the period jitter is
doubled, resulting in 3dB phase noise degradation in high frequency2. Since the
reference phase noise appears inside the bandwidth of the injection-locked oscillator
with a multiplication factor of 𝐹𝐶𝑊ኼ, a major attention must be paid to minimize
the phase noise of the reference path.

It should be noted that high-frequency reference is desired since the phase
noise tracking bandwidth is proportional to 𝑓፫፞፟. Many reported works in recent
years achieved superior jitter performance partly due to the use of a large 𝑓፫፞፟3.
It is not realistic to use that large reference clock in IoT systems considering the
associated digital power consumption and costly reference.
1Add zero mean white noise to the oscillator timestamps.
2Please refer to [6] for the detailed analysis.
3Up to 400MHz.
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2.2.2 Reference Spurs Degradation
The random jitter of a ring oscillator is largely suppressed by employing the

injection locking technique. However, the deterministic jitter may arise if the cen-
ter frequency of the ring oscillator drifts as it is shown in Figure 2.5. When the
oscillator phase is not aligned with the injection phase due to the frequency er-
ror (𝑓 ፫፫), the injection signal drags the oscillator phase with a large deterministic
phase jump. This behavior is extensively discussed in [7]. The reference spur level
can be calculated as:

𝑆𝑝𝑢𝑟ፑ፞፟ ≈ 20𝑙𝑜𝑔ኻኺ(
|𝑓፨፮፭ − 𝑓 ፫|

𝑓፫፞፟
), (2.4)

where 𝑓 ፫ is the free-running frequency and 𝑓፨፮፭ is the desired output frequency.
The deterministic jitter can be expressed as:

𝐷𝐽 ≈
|𝑓፨፮፭ − 𝑓 ፫፞፞|
𝑓፨፮፭ ⋅ 𝑓፫፞፟

. (2.5)

For FCW=38 and 𝑓፫፞፟=64MHz, 1MHz frequency error generates -36dBc reference

Figure 2.5: Reference spurs generation due to ᑖ፟ᑣᑣ.

spur and 6.4ps deterministic jitter. Note that a high-frequency reference clock is
again desired for reference spur and deterministic reduction.

Due to the PVT variations and the flicker noise of the transistors, the free-running
frequency of a ring oscillator can drift up to tens of MHz. As a consequence, the
injection-locked oscillator typically exhibits large spurious tones and deterministic
jitter. Therefore, injection-locked oscillators are usually embedded into a frequency
tracking system to make the frequency of the free-running oscillator as close as
possible to the desired frequency.

2.2.3 Injection Strength Degradation
Up to now, we assumed that the oscillator is jitter-free right after applying the

reference injection. However, in reality, even after the injection, some jitter still
remains mainly because of a limited current drivability, on-resistance of injection
transistors, and the timing uncertainty of the injection signal due to the system
noise. As a result, the injection strength [5], the IL-DPLL bandwidth, and close-in
phase noise are degraded.
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Figure 2.6: Illustration of phase noise degradation.

Figure 2.7: Definition of injection strength.

The definition of injection strength (𝛽) is illustrated in Figure 2.7. 𝛽 is defined as
the ratio of the oscillator phase shift (𝜙፬፡።) due to the injection to the instantaneous
phase error (𝜙።፧።) between the injection phase and the oscillator when the reference
injection is not applied. It characterizes how much jitter is cleaned by the injection
signal. if 𝛽=0, the oscillator phase is not corrected at all, which is corresponding
to the free-running case. if 𝛽=1, the oscillator phase is entirely determined by the
injection phase at the injection moment. As an example, 𝛽=0.7 is shown in Figure
2.6. Due to the finite injection strength, the phase noise tracking bandwidth is
smaller than 0.39𝑓፫፞፟, degrading the oscillator in-band phase noise by 4dB.

It is worthwhile to discuss the factors that make 𝛽 smaller than 1. First, the in-
sufficient strength of the injection transistor (injector) itself makes the jitter of the
free-running oscillator partly corrected. The injector is often sized a few (e.g., 5)
times larger than the oscillator delay cell [5]. Second, when the injection phase oc-
curs not exactly at the transition of the oscillator waveform, the reference injection
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is less effective1 or creates a large phase jump in the oscillator output2, resulting
in phase noise degradation or large reference spurs as discussed before [7]. This
phase shift can also happen due to PVT variations and interference coupling to the
ring oscillator through supply and substrate. Again, we should make the injection-
locked oscillator embedded into a frequency tracking loop to adjust the frequency
of the free-running oscillator to the desired frequency.

2.3 Injection-Locked DPLL
As discussed in the above section, a frequency tracking loop is typically needed

when the injection-locking technique is employed. However, there are still some
issues related to the IL-DPLL operation. The reference spur degradation effect still
exists if any static time offset (𝑡፨፬) exists between the rising edge of the oscillator
and injection pulse. The second issue is that the IL-DPLL is inherently limited to
the integer-N operation and cannot be directly used for the fractional-N frequency
synthesis. However, the fractional-N operation is required for IoT applications.
Furthermore, due to the reference injection, the accumulated phase error is almost
reset at every reference cycle and thus it becomes difficult for the frequency track-
ing loop to detect any frequency/phase error. These issues are addressed in this
section.

Figure 2.8: Reference spur degradation due to ፭ᑠᑤ.

2.3.1 Reference Spurs Degradation
As it is shown in Figure 2.8, the DPLL works as an FTL to correct the frequency

error of the free-running oscillator. It also locks the oscillator phase to the reference
phase. On the other hand, the injection path generates a short pulse through the
pulse generator to reset the noisy oscillator phase. The oscillator waveform is
distorted after the reference injection when the static time offset (𝑡፨፬) between
the injection phase and the oscillator phase is not equal to zero, resulting in duty
cycle error. This behavior is well studied in [7, 8], and the reference spur level is
expressed as:

𝑆𝑝𝑢𝑟ፑ፞፟ ≈ 20𝑙𝑜𝑔ኻኺ(𝑡፨፬𝑓፨፮፭). (2.6)

1The injection phase lags behind the oscillator phase.
2The injection phase leads the oscillator phase.
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To reach a -50dBc reference spur level at 𝑓፨፮፭=2.4GHz, 𝑡፨፬ should be smaller
than 1ps. Consequently, a mechanism should be added to the PLL to reduce 𝑡፨፬
within 1ps. The 𝑡፨፬ calibration can be done by directly injecting a pulse into the
oscillator, then measuring the phase error appearing at the input of the phase de-
tector (PD) and finally adjusting the delay of the injection pulse [8, 9]. However,
the DPLL needs to relock again right after the injection moment due to the large
uncalibrated 𝑡፨፬ (e.g., 𝑡፨፬=200ps) [9]. The locking time (i.e., 10-15𝜇s) of the DPLL
is inversely proportional to the loop bandwidth. Due to the noise of the system1, the
time difference between the injection pulse and the oscillator is changing randomly.
Therefore, the output code of the PD after each injection should be averaged and a
multi-step calibration is required to compensate 𝑡፨፬ effectively. It means the DPLL
has to relock multiple times (e.g., 10-step calibration requires 100-150 𝜇s). The cal-
ibration time is typically too long for IoT applications (e.g., BLE has longest packet
length 376𝜇s).

2.3.2 Inherent Integer-N Operation

Figure 2.9: Inherent integer-N operation for the IL-DPLL.

The second issue of the IL-DPLL is that it is limited to the inherent integer-N
operation. To illustrate this limitation, consider the waveforms shown in Figure
2.9, where the free-running frequency of the oscillator is tuned close to the target
frequency 𝑓፨፮፭ with 𝐹𝐶𝑊 = 4.25. The phase difference between the injection
pulse and the oscillator output is cycle-slipping. It is 0, ኺ.ኼ኿

ᑠ፟ᑦᑥ
, ኺ.኿

ᑠ፟ᑦᑥ
, ኺ.዁኿

ᑠ፟ᑦᑥ
in four

consecutive reference clock cycles. Consequently, the oscillator cannot be injection
locked. Otherwise large spurious tones will occur in the DPLL output spectrum.

2.3.3 Frequency Tracking Effectiveness
The final issue of the IL-DPLL is that its performance (reference spur and jitter)

is very sensitive to the frequency error (𝑓 ፫፫), namely the frequency difference
between the target frequency (𝑓፨፮፭) and the oscillator free-running frequency (𝑓 ፫).
Hence, a frequency-tracking loop (FTL) is needed to continuously tune 𝑓 ፫ to 𝑓፨፮፭
[10]. However, due to the reference injection, the accumulated phase error is
1The system phase noise is too large especially when a low-power ring oscillator is used.
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almost reset at every reference cycle, so it is difficult for a FTL to precisely detect
any 𝑓 ፫፫.

Figure 2.10: GRO TDC for frequency error detection [7, 11].

The gated ring oscillator time-to-digital converter (GRO TDC) is used to detect
the frequency error in [7, 11] as shown in Figure 2.10. If there is any 𝑓 ፫፫ when
the reference injection is applied, the duty cycle of the oscillator voltage waveform
will deviate its nominal value by some amount of Δ. The GRO TDC is then used
to detect this duty cycle error Δ. Its output is subsequently used to tune the os-
cillator frequency such that the detected Δ is zero. Hence, the frequency error is
eliminated in the steady state. This method does not rely on the direct phase com-
parison between the injection phase and RF phase, hence the frequency error can
be detected. However, the GRO TDC is not power-efficient1.

Figure 2.11 shows the second 𝑓 ፫፫ tracking technique using a replica digitally-
controlled oscillator (DCO) [12–15]. Since the replica DCO is not injection-locked,
its phase is not disrupted and it can be employed to capture any frequency drift.
The main DCO could have the same free-running frequency as the replica DCO since
they share the same oscillator tuning word. This technique decouples the trade-off
between the injection locking and frequency error detection. However, the replica
DCO consumes the same power as the main DCO and the mismatch between the
delay cells limits the frequency tracking accuracy.

Figure 2.12 shows another frequency tracking technique [16–18]. Pulse gating
is used where the reference is not injected every 4th reference cycle as shown in
Figure 2.12. The oscillator is free-running when the reference is not injected. As
a consequence, the 𝑓 ፫፫ introduced phase error can be detected and corrected.
However, fractional spurs may occur due to the gated pulse injection [10].
15.3mW in [11].
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Figure 2.11: Replica VCO for frequency error detection [12–15].

Figure 2.12: Pulse gating for frequency error detection [16–18].

2.4 Proposed Architecture
There are mainly four issues for the IL-DPLL operation, namely the inherent

integer-N operation, limited frequency error tracking ability, injection strength degra-
dation, and reference spur as mentioned before. These problems are addressed in
the proposed architecture.

To enable the fractional-N operation of the IL-DPLL, the injection phase (INJ)
can be shifted by a digital-to-time converter (DTC) according to the accumulated
FCW fractional part. As shown in Figure 2.13, for 𝐹𝐶𝑊 = 4.25, the phase difference
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between INJ and the oscillator output (OUT) is 0, 0.25𝑡፨፮፭, 0.5𝑡፨፮፭ and 0.75𝑡፨፮፭ in
four consecutive reference cycles, where 𝑡፨፮፭ is the output period of the IL-DPLL. If
INJ is correspondingly shifted by 𝑡፨፮፭, 0.75𝑡፨፮፭, 0.5𝑡፨፮፭ and 0.25𝑡፨፮፭ by a DTC, a new
injection signal INJ’ is obtained, which is always aligned with OUT. Consequently,
INJ’ can be applied to reset the oscillator phase for the injection locking operation.

Figure 2.13: Illustration of the fractional-N operation.

The frequency error (𝑓 ፫፫) of the oscillator is reset each time the reference injec-
tion is applied. In this design, 𝑓 ፫፫ is first detected by the DPLL and the reference
injection is then applied at the next RF cycle as shown in Figure 2.14 [9]. Since
the DPLL can detect the undisrupted oscillator phase, it can be used to correct any
frequency drift of the oscillator. There is no need to employ a power-hungry GRO
TDC or replica DCO for 𝑓 ፫፫ detection.

Figure 2.14: Illustration of frequency error detection.

Since the IoT packet is typically short, a fast foreground time offset (𝑡፨፬) calibra-
tion is proposed to avoid relocking the DPLL multiple times, minimizing the energy
consumption overhead. During the 𝑡፨፬ calibration, the reference injection is dis-
abled and the DPLL is operating, hence the DPLL is always in phase-locked state. A
1b TDC1 is first used to detect the phase error between the injection phase and the
oscillator phase. Its output is then used to adjust the delay of the pulse such that
𝑡፨፬ is zero in the steady state. Consequently, the proposed technique separates the
phase locking and time offset calibration.

1Another phase detector.
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As shown in Figure 2.15, the reference injection signal (INJ) cannot reset the
oscillator phase entirely, and the uncleared jitter will be accumulated again, result-
ing in-band phase noise degradation of the IL-DPLL. To improve the phase noise of
the IL-DPLL, an auxiliary injection signal (INJ1) is used by delaying INJ a few RF
cycles to replace the noisy edge of the oscillator. Hence, the remaining jitter due
to the limited strength of INJ is suppressed.

Figure 2.15: Auxiliary injection path for phase noise improvement.

Figure 2.16 shows the block diagram of the implemented fractional-N IL-DPLL
by employing the above-discussed techniques. It is composed of a coarse-fine
DTC (CF-DTC), a digitally-controlled ring oscillator (DCO), two delay-locked loops
(DLLs) and a phase locking block. The CF-DTC is used to enable the fractional-N
operation of the IL-DPLL. Besides, the F-DTC is employed to cancel the quantization
error (QE) of the C-DTC, improving in-band phase noise and spurious tones due to
QE. The DLL is used to adjust the reference injection phase for low-spur operation
and frequency error detection. The IL-DPLL has three operation phases, including
frequency/phase locking, time offset (𝑡፨፬) calibration, and injection locking.

At the beginning (Phase-I), the phase locking block locks the oscillator phase to
the delayed reference phase (𝐹𝑅𝐸𝐹 ፥፲ኻ). Note that by employing the CF-DTC, the
𝐹𝑅𝐸𝐹 ፥፲ኻ is brought close to the DCO phase in the phase-locked state. Therefore,
reference injection could be now applied to the oscillator even in a fractional chan-
nel. However, the time offset (𝑡፨፬) between the injection phase 𝑅𝐸𝐹ፈፍፉኻ and the
oscillator phase (𝑅𝐹ፈፍፉኻ) should be calibrated to reduce the reference spur.

In Phase-II, the DLLs are turned on but both injection paths are disabled. The
1b TDC compares the time difference between 𝑅𝐸𝐹ፈፍፉኻ and 𝑅𝐹ፈፍፉኻ. It then drives
an accumulator (ACC) block which generates the control code to adjust the delay
of the coarse-fine digitally-controlled delay line (CF-DCDL). The accumulator keeps
changing the delay of the CF-DCDL until the 1b TDC output toggles between 0
and 1. Due to the employment of a low-power ring oscillator, the jitter of DPLL is
relatively large (i.e., ∼4ps) and affects calibration accuracy. An average block (AVG)
is then used to reduce the system noise impact on the calibration accuracy.
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Figure 2.16: The proposed architecture.

Once the reference spur calibration is finished, a short pulse is generated by a
pulse generator to reset the oscillator phase for the IL-DPLL operation (Phase-III).
In this phase, the phase locking block is still operating to capture the frequency
error of the DCO continuously. However, the frequency error detected by the phase
detector (PD) is cleared right after the injection. To detect the frequency error
effectively, the phase difference between the 𝐹𝑅𝐸𝐹 ፥፲ኻ and the DCO phase 𝐶𝐾𝑉ፍ/ፏ
is first measured by the PD, and then the injection is applied to reset the oscillator
phase error. Due to the delay of the CF-DCDL and the pulse generator, the injection
occurs always after the phase detection. Consequently, the free-running phase
error of the DCO is undisrupted; hence it can be detected to tune the DCO frequency
to the desired frequency.

Due to the finite injection strength of the Path1, the in-band phase noise of
the IL-DPLL is degraded due to the remaining jitter after each injection. To resolve
this issue, a second phase 𝐹𝑅𝐸𝐹 ፥፲ኼ is generated by delaying the 𝐹𝑅𝐸𝐹 ፥፲ኻ 10
DCO cycles (Tፃ); and an auxiliary injection path (Path2) is added, which generates
a pulse 𝑅𝐹ፈፍፉኼ to reset the oscillator phase again. By injecting the 𝑅𝐹ፈፍፉኼ into the
oscillator, the remaining jitter due to the finite injection strength of Path1 is cleaned.
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3
System-Level Modeling and

Simulation in MATLAB

The behavioral modeling and simulation of the proposed IL-DPLL in MATLAB
are presented in this chapter. The modeling of various sub-blocks of the DPLL is
given in the first section of this chapter. The second section shows the time-domain
simulation results in terms of settling behavior, phase noise and spectrum of the
IL-DPLL. The s-domain phase noise model is presented in the third section, and the
last section summarizes this chapter.

3.1 MATLAB Modeling of DPLL Sub-blocks
The timestamps of various sub-blocks are sufficient to characterize the behavior

of a DPLL. Non-idealities such as jitter, quantization error and non-linearity can be
added to model the system imperfections. The time-domain modeling of the DPLL
sub-blocks is presented in this section.

3.1.1 Reference Phase and Timestamps
The DPLL phase detection mechanism is based on cycles accumulation [1]. In

one reference clock cycle, there are FCW oscillator clock cycles. During the model-
ing, the reference phase is referred to the oscillator phase (i.e., the reference phase
accumulates FCW in one reference cycle and the oscillator phase accumulates one
in one RF cycle.). The accumulated reference phase 𝐹𝐶𝑊ፚ፜፜[𝑘] can be expressed
as:

𝐹𝐶𝑊ፚ፜፜[𝑘] = 𝐹𝐶𝑊ፚ፜፜[𝑘 − 1] + 𝐹𝐶𝑊, (3.1)

where k is the reference clock domain time index. 𝐹𝐶𝑊ፚ፜፜[𝑘] can be further split
into an integer part (𝐹𝐶𝑊ፚ፜፜_።፧፭[𝑘]) and a fractional part (𝐹𝐶𝑊ፚ፜፜_።፧፭[𝑘]) as:

𝐹𝐶𝑊ፚ፜፜[𝑘] = 𝐹𝐶𝑊ፚ፜፜_።፧፭[𝑘] + 𝐹𝐶𝑊ፚ፜፜_፟፫ፚ፜[𝑘]. (3.2)

27
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On the other hand, the reference timestamps, 𝑡𝑅[𝑘] can be simply expressed
as:

𝑡𝑅[𝑘] = (𝑘 − 1) ⋅ 1
𝑓፫፞፟

. (3.3)

Figure 3.1: Simulated phase Noise of the clock buffer.

Each time the reference clock goes through the clock buffer, the devices’ noise
adds uncertainty to 𝑡𝑅[𝑘]. In general, the noise is composed of thermal noise
and flicker noise1. The thermal noise can be modeled by a zero-mean Gaussian
distribution function. If the variance of the delay uncertainty added to 𝑡𝑅[𝑘] is 𝐽፫፞፟,
𝑡𝑅[𝑘] can be expressed as:

𝑡𝑅[𝑘] = (𝑘 − 1) ⋅ 1
𝑓፫፞፟

+ 𝑛𝑜𝑟𝑚𝑟𝑛𝑑(0, 𝐽፫፞፟)2. (3.4)

It is helpful to relate the jitter variance 𝐽፫፞፟ to the phase noise of the clock buffer. We
can simply convert 𝐽፫፞፟ to phase noise using Equation (1.3) and get the following
expression:

𝐽፫፞፟ =
√10

ᑇᑅᑣᑖᑗ
ᎳᎲ 𝑓፫፞፟

2𝜋𝑓፫፞፟
, (3.5)

where 𝑃𝑁፫፞፟ is the phase noise of the clock buffer. When 𝑃𝑁፫፞፟=-153dBc/Hz
and 𝑓፫፞፟ = 64𝑀𝐻𝑧, 𝐽፫፞፟ is 0.445ps from Equation (3.5). To verify this equation,

1Flicker noise is not modeled in this chapter.
2normrnd(0,x) is a normal distribution function with zero mean and x variance.
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𝐽፫፞፟=0.445ps is added to Equation (3.4). The simulated phase noise is shown in
Figure 3.1. It nearly exhibits a flat region with phase noise -153dBc/Hz, which
matches well with Equation (3.5).

3.1.2 Coarse-Fine DTC

Figure 3.2: Block diagram of the CF-DTC.

Figure 3.2 shows the block diagram of the coarse-fine DTC (CF-DTC). The CF-
DTC is used to make the IL-DPLL work in the fractional-N domain. It delays the
reference phase (𝐹𝑅𝐸𝐹) with timestamps 𝑡𝑅[𝑘] to generate the delayed reference
phase (𝐹𝑅𝐸𝐹ፃፋፘ) with timestamps 𝑡𝑅፝፥፲[𝑘]. The desired delay 𝑡፝፥፲[𝑘] of the CF-
DTC as discussed in chapter 2 is

𝑡፝፥፲[𝑘] = (1 − 𝐹𝐶𝑊ፚ፜፜_፟፫ፚ፜[𝑘]) ⋅
1
𝑓፨፮፭

; (3.6)

and the timestamps of the CF-DTC can be expressed as:

𝑡𝑅፝፥፲[𝑘] = 𝑡𝑅[𝑘] + 𝑡፝፥፲[𝑘]. (3.7)

Equation (3.6) gives us the ideal delay when the noise, quantization error and
non-linearity of the CF-DTC are not considered. These factors should be taken into
account for the accurate modeling. For a phase noise of 𝑃𝑁፝፭፜ for the CF-DTC, the
jitter variance 𝐽 ፭፜ can be calculated as:

𝐽 ፭፜ =
√10

ᑇᑅᑕᑥᑔ
ᎳᎲ ⋅ 𝑓፫፞፟

2 ⋅ 𝜋 ⋅ 𝑓፫፞፟
(3.8)

Consequently, Equation (3.5) can be rewritten as:

𝑡𝑅፝፥፲[𝑘] = 𝑡𝑅[𝑘] + 𝑡፝፥፲[𝑘] + 𝑛𝑜𝑟𝑚𝑟𝑛𝑑(0, 𝐽 ፭፜). (3.9)

Now, the quantization error of the CF-DTC should be considered as well. The
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control code of the coarse-DTC (C-DTC) can be calculated as:

𝐷፜፨ፚ፫፬፞[𝑘] = 𝑓𝑖𝑥(
𝑡፝፥፲[𝑘]

𝐾ፂዅፃፓፂ_፜ፚ፥
)1, (3.10)

where the 𝐾ፂዅፃፓፂ_፜ፚ፥ is calibrated gain of the C-DTC. The resulting quantization
error of the C-DTC is

𝑡፪፮ፚ፧፭[𝑘] = 𝑡፝፥፲[𝑘] − 𝐷፜፨ፚ፫፬፞[𝑘] ⋅ 𝐾ፂዅፃፓፂ_፜ፚ፥ . (3.11)

The quantization error of the C-DTC is then applied to a F-DTC to achieve a higher
time resolution. The control code of the F-DTC can be expressed as:

𝐷፟።፧፞[𝑘] = 𝑓𝑖𝑥(
𝑡፪፮ፚ፧፭[𝑘]
𝐾ፅዅፃፓፂ_፜ፚ፥

), (3.12)

where the 𝐾ፅዅፃፓፂ_፜ፚ፥ is the calibrated gain of the F-DTC. By considering the mis-
match of the delay cells in a Cadence simulation, the transfer function of the CF-DTC
can be saved in a look-up table and then used to calculate nonideal 𝑡፝፥፲[k]. For
example, if the simulated delay of the CF-DTC is 𝑇ፃ(𝐷1, 𝐷2), where 𝐷1 is the C-DTC
control code and 𝐷2 is the F-DTC control code, the CF-DTC delay is

𝑡፝፥፲[𝑘] = 𝑇ፃ(𝐷፜፨ፚ፫፬፞[𝑘], 𝐷፟።፧፞[𝑘]). (3.13)

In this case, the non-linearity of the CF-DTC directly appears in the delay 𝑡፝፥፲[𝑘].
It should be noted that any error in the delay of CF-DTC (deviating from Equation

(3.6)) will inject phase error into the DPLL loop. As a result, additional phase noise
or/and spurious tones will be observed in the DPLL output. This phase error can
come from the gain error, quantization error, non-linearity and even thermal noise
of the CF-DTC.

3.1.3 TDC, Loop Filter and Phase Detection
Figure 3.3 shows the block diagram of the TDC, loop filter, phase detector (PD)

and timing diagram of the DCO and CF-DTC outputs. The TDC calculates the frac-
tional phase error between the delayed reference timestamps (𝑡𝑅፝፥፲[𝑘]) and the
DCO timestamps 𝑡𝑐𝑘𝑣[𝑛]. The phase error detected by the TDC is

Δ𝑡[𝑘] = 𝑡𝑅፝፥፲[𝑘] − 𝑡𝑐𝑘𝑣[𝑛 − 1]. (3.14)

This phase error is not disrupted by the injection operation as it is shown in Figure
3.3, where injection occurs 1 DCO cycle later after the DPLL phase detection. The
fractional phase error should be normalized to the oscillator period [2], and can be
expressed as:

𝑡𝑑𝑐፨፮፭[𝑘] = 𝑓𝑖𝑥(
Δ𝑡[𝑘]
𝐾፭፝፜

) ⋅ 𝑓፨፮፭ ⋅ 𝐾፭፝፜ , (3.15)

1fix(x) is a function which rounds x to the nearest integer.
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Figure 3.3: Phase detection mechanism.

where the 𝐾፭፝፜ is the TDC resolution1. The linearity of the TDC is not modeled 
here since the TDC works close as a bang-bang phase detector due to the help 
from the CF-DTC in the phase-locked state. In principle, a single flip-flop could be 
used as the fractional phase error detector. However, the associated locking time 
is typically long due to the highly nonlinear loop. On the other hand, a full range 
TDC can detect the fractional phase error up to 1 DCO period. Hence, the DPLL can 
observe a linearly quantized phase error, leading to a fast locking time. To avoid the 
metastability problem, we can make the TDC only toggle up and down around the 
middle code in the digital domain, which means that 𝑡𝑐𝑘𝑣[𝑛] leads 𝑡𝑅፝፥፲[𝑘] around 
half DCO period in the locked state. The new fractional phase error is expressed 
as:

𝑝ℎ𝑒፟፫ፚ፜[𝑘] = 𝑡𝑑𝑐፨፮፭[𝑘] − 0.52. (3.16)

Consequently, the total phase error sent to loop filter is

𝑝ℎ𝑒[𝑘] = 𝐹𝐶𝑊ፚ፜፜_።፧፭[𝑘] − 𝑅𝑣[𝑛 − 1] − 𝑝ℎ𝑒፟፫ፚ፜[𝑘]. (3.17)

The loop filter is composed of a fast proportional path and a slow integral path. The
phase error filtered by the proportional path is

𝛼፩፡፞[𝑘] = 𝛼 ⋅ 𝑝ℎ𝑒[𝑘], (3.18)

where 𝛼 is the proportional gain. The phase error filtered by the integral path is
𝜌፩፡፞[𝑘] = 𝜌 ⋅ 𝑝ℎ𝑒[𝑘] + 𝜌፩፡፞[𝑘 − 1], (3.19)

where 𝜌 is the integral gain. Consequently, the loop filter output denoted as nor-
malized tuning word 𝑁𝑇𝑊[𝑘] can be expressed as:

𝑁𝑇𝑊[𝑘] = 𝛼፩፡፞[𝑘] + 𝜌፩፡፞[𝑘]. (3.20)

𝑁𝑇𝑊[𝑘] is then used to tune the oscillator frequency.
1Assume that the calibrated resolution is equal to the real one.
2Assume that the TDC dynamic range is one DCO period.
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3.1.4 Injection-Locked DCO

Figure 3.4: Block diagram of the normalized DCO.

Figure 3.4 shows the simplified block diagram of the injection-locked DCO with gain
normalization. The integer part of the DCO phase is denoted as 𝑅፯[𝑛] and can be
expressed as:

𝑅፯[𝑛] = 𝑅፯[𝑛 − 1] + 1, (3.21)

where n is the oscillator clock index. The normalized tuning word 𝑁𝑇𝑊[𝑘] changes
the DCO frequency at the reference frequency rate. To generate the oscillator
tuning word 𝑂𝑇𝑊[𝑘], the DCO gain should be calibrated and normalized. Namely,
the DCO frequency will change by 𝑓፫፞፟ if the integer part of 𝑁𝑇𝑊[𝑘] changes by 1
LSB1. Consequently, the oscillator tuning word OTW[k] can be expressed as:

𝑂𝑇𝑊[𝑘] =
𝑓፫፞፟

𝐾ፃፂፎ_፜ፚ፥
𝑁𝑇𝑊[𝑘], (3.22)

where 𝐾ፃፂፎ_፜ፚ፥ is the calibrated gain of the DCO [3]. After applying the DCO tuning
word, the corresponding frequency variation can be calculated by:

Δ𝑓፯[𝑛] = 𝐾ፃፂፎ ⋅ 𝑓𝑖𝑥(𝑂𝑇𝑊[𝑘]). (3.23)

where 𝐾ፃፂፎ is the real gain of the DCO. It is more fruitful to convert the frequency
variation to phase variation since the DPLL operates in phase domain. Assume
that the free-running frequency of the oscillator is 𝑓 ፫፞፞; then the period can be
expressed as:

𝑡፟፫፞፞ =
1

𝑓 ፫፞፞
. (3.24)

1Assume that ፊᐻᐺᑆ_ᑔᑒᑝ is equal to the real gain.
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The oscillator phase variation (Δ𝑡፯[𝑛]) right after the frequency tuning can be cal-
culated as:

Δ𝑡፯[𝑛] =
Δ𝑓፯[𝑛]

𝑓 ፫፞፞(𝑓 ፫፞፞ + Δ𝑓፯[𝑛])
. (3.25)

After the frequency tuning, the oscillator goes into the free-running mode. We can
model the oscillator timestamps as:

𝑡፜፤፯[𝑛] = 𝑡፜፤፯[𝑛 − 1] + 𝑡፟፫፞፞ − (Δ𝑡፯[𝑛]); (3.26)

Now, the oscillator jitter should be added to Equation (3.26). Assuming the oscilla-
tion frequency of 𝑓፨፮፭ and the phase noise of 𝑃𝑁፝፜፨ at an offset frequency Δ𝑓, the
jitter variance can be calculated as:

𝐽 ፜፨ =
Δ𝑓√10

ᑇᑅᑕᑔᑠ
ᑗᑠᑦᑥ

𝑓፨፮፭
1. (3.27)

Consequently, Equation (3.26) can be rewritten as:

𝑡፜፤፯[𝑛] = 𝑡፜፤፯[𝑛 − 1] + 𝑡፟፫፞፞ − Δ𝑡፯[𝑛] + 𝑛𝑜𝑟𝑚𝑟𝑛𝑑(0, 𝐽 ፜፨). (3.28)

The injection occurs right after detecting the phase error. At the injection mo-
ment, the oscillator phase is partially determined by the phase of the pulse gener-
ator. The oscillator phase right at the injection moment can be expressed as:

𝑡፜፤፯[𝑛] = 𝑡፜፤፯[𝑛] + 𝛽(𝑡𝑅፝፥፲[𝑘] + 𝑡፝፜፝፥[𝑘] − 𝑡፜፤፯[𝑛]), (3.29)

where 𝑡፝፜፝፥[𝑘] is the delay of the CF-DCDL and pulse generator, and 𝛽 is the in-
jection strength2. After the injection, the oscillator is free-running again and its
timestamps are governed by Equation (3.28).

3.1.5 Time Offset Calibration
Figure 3.5 shows the block diagram of the time offset calibration. The 1b TDC

outputs 1 (-1) when the oscillator phase leads (lags) the injection phase. An accu-
mulator is then used to accumulate the 1b TDC output 𝐷፨፮፭[𝑘]. The accumulator
output is simply expressed as:

𝐷ፚ፜፜[𝑘] = 𝐷ፚ፜፜[𝑘 − 1] + 𝐷፨፮፭[𝑘]. (3.30)

Finally, this code is averaged and then used to control the delay of the CF-DCDL.
We get the following CF-DCDL control code:

𝐷፝፜፝፥[𝑘] = 𝑚𝑒𝑎𝑛(𝐷፨፮፭[𝑘])3. (3.31)
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Figure 3.5: Block Diagram of the Time Offset Calibration.

Table 3.1: IL-DPLL simulation parameters.

3.2 System-Level Simulation in MATLAB
In this section, the simulated results of the IL-DPLL are presented. The main

system parameters used for simulation are summarized in Table 3.1. The refer-
ence frequency is 64MHz and the IL-DPLL needs to generate a fractional frequency
2.432015625GHz. There is a ∼100MHz frequency difference between the initial
frequency (𝑓 ፫፞፞) and the target frequency (𝑓፨፮፭).

3.2.1 Locking Behavior
Figure 3.6 shows the simulated locking behavior of the IL-DPLL. The initial

frequency of the DPLL is ∼2.332GHz and the frequency in the locked state is
1Using Equation (1.3).
2፭ᑔᑜᑧ[፧] appearing at the right side of the equation is governed by Equation (3.28); only one injection
path is modeled.
3mean(x) is a function which calculates the mean value of x.
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Figure 3.6: The simulated settling behavior.

2.432015625GHz. The DPLL has an estimated locking time 1𝜇s using the loop filter
parameters listed in Table 3.1. The injection is applied at 5𝜇s. In the phase-locked
state, thanks to the help from the CF-DTC, the output of the TDC toggles between
16 and 18. Hence, the dynamic range of the TDC could be reduced.

3.2.2 Time Offset Calibration

Figure 3.7: The simulated accumulator and average outputs.

Figure 3.7 shows the simulated accumulator output and its average value over
128 samples. Initially, due to the systematic time offset, the 1b TDC output is
1. Hence, the accumulator output keeps increasing to change the delay of the
F-DCDL. Then, the 1b TDC output jumps between 1 and -1 due to the system
random noise. Therefore, the accumulator also exhibits an erratic behavior. The
right part of Figure 3.7 shows the simulated output of the averaging block. Finally,
the averaged code converges to 30. The averaging cycle is chosen as the power of
2 to facilitate hardware implementation. To reduce the overall settling of the DPLL,
the averaging cycle is 128 (2𝜇s) in this design.
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3.2.3 Phase Noise and Spectrum

Figure 3.8: Simulated IL-DPLL phase noise.

Figure 3.8 shows the simulated phase noise. The DPLL is simulated over 200000
reference (∼3ms) cycles. To get the phase noise plot, the PSD function with 22ኼ
windowed data is used. The phase noise at 1MHz without injection locking is ∼-
95dBc/Hz; and it is improved to ∼-108dBc/Hz after the injection. The integrated
jitter from 10kHz to 10MHz without injection locking is 4ps; and it is significantly
improved to 1.2ps after the injection. Due to the injection-locking operation, 3dB
high-frequency gain and reference spur are also observed.

Figure 3.9 shows the simulated spectrum. There is no reference spur for the
DPLL itself. The reference spur after injection locking is -49dBc, which translates to
∼1ps time offset between the DCO and injection edges. From the spectrum plot,
the in-band noise reduction and 3dB out-band noise degradation are also observed
for the IL-DPLL. The close-in fractional spur at 15.625kHz is -47dBc. This fractional
spur comes from the non-linearity of the coarse-DTC. From [4], the spur level is
given as:

𝐹𝑟𝑎𝑐፬፩፮፫ = 10 ∗ 𝑙𝑜𝑔ኻኺ((
𝜋ኼ
4 ) ⋅ (

Δፈፍፋ
𝑡፨፮፭

)ኼ), (3.32)

where Δፈፍፋ is the peak-to-peak INL of the C-DTC. The resulted Δፈፍፋ is ∼1.2ps.
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Figure 3.9: Simulated IL-DPLL spectrum.

3.3 S-Domain Phase Noise Model
The detailed s-domain modeling of an IL-PLL is presented in [5], and the s-

domain modeling of a DPLL is presented in [6]. Figure 3.10 shows the phase noise
model of an IL-DPLL. Due to the injection operation, there are two mechanisms (i.e.,
traditional phase-locked loop and the injection) that change the oscillator phase.
𝐻፫፥(𝑠) is used to represent the injection effect on the oscillator phase [5]. It is
expressed as:

𝐻፫፥(𝑠) = 1 −
𝛽

1 + (𝛽 − 1)𝑒ዅ፬፭ᑣᑖᑗ 𝑒
ዅ፬፭ᑣᑖᑗ/ኼ 𝑠𝑖𝑛(𝜔𝑡፫፞፟/2)

𝜔𝑡፫፞፟/2
. (3.33)

Since the oscillator phase is replaced by the reference phase at the injection mo-
ment, 𝐻፮፩(𝑠) should be used to represent up-conversion of the reference noise to
the DCO output [5]. It is

𝐻፫፥(𝑠) =
𝐹𝐶𝑊𝛽

1 + (𝛽 − 1)𝑒ዅ፬፭ᑣᑖᑗ 𝑒
ዅ፬፭ᑣᑖᑗ/ኼ 𝑠𝑖𝑛(𝜔𝑡፫፞፟/2)

𝜔𝑡፫፞፟/2
, (3.34)

where 𝑡፫፞፟ is the reference period and 𝜔 is the angular frequency. Due to the
injection operation, the DTC and reference noise (𝜑ፃፓፂ and 𝜑፫፞፟) appear directly
at the in-band of the IL-DPLL. However, the TDC noise (𝜑ፓፃፂ) is suppressed by the
injection operation.

3.4 Summary
The behavioral level modeling and simulation of the proposed IL-DPLL are car-

ried out in this section. The time-domain simulations proved the functionality of the
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Figure 3.10: Phase noise model of an IL-DPLL.

IL-DPLL. The s-domain phase noise model is also presented. The implementation
of the various analog blocks is presented in next chapter.
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4
Analog/RF Design

The transistor-level design (schematic and physical layout) of analog building
blocks of the IL-DPLL is presented in this chapter. These include digitally-controlled
ring oscillator (DC-RO), coarse-fine DTC (CF-DTC), coarse-fine DCDL (CF-DCDL),
fixed delay, pulse generator and 1b TDC.

4.1 Digitally-Controlled Ring Oscillator
The digitally-controlled ring oscillator (DC-RO) is the frequency generation block

of the IL-DPLL. It takes the oscillator tuning word (OTW) as the input and generates
an RF clock with a frequency change proportional to the OTW. Considerable design
effort should be performed on this section since the DPLL performance is largely
dependent upon the DC-RO. The analysis and design of the DC-RO regarding phase
noise, power consumption, supply and interference sensitivity are presented in this
section.

4.1.1 Oscillator Core
There are mainly three different (single-ended, fully-differential and pseudo-

differential) topologies for ring oscillators [1]. Their performance is first compared,
and a suitable architecture for the IL-DPLL is then chosen. Figure 4.1 top-left shows
an N-stage single-ended ring oscillator. Each delay cell is composed of an inverter
with a device channel length L and effective channel width of𝑊 ፟፟

1. Its free-running
frequency can be approximately calculated as:

𝑓፨፬፜ ≈
𝜇፞፟፟𝑊 ፟፟𝐶፨፱(

ፕᐻᐻ
ኼ − 𝑉ፓ)ኼ

8𝜂𝑁𝐿𝑉ፃፃ𝐶፧፨፝፞
, (4.1)

where 𝜇፞፟፟ is the effective mobility of electron and hole, 𝜂 is a constant (close to 1),
𝐶፨፱ is the gate-oxide capacitance per unit area, and 𝐶፧፨፝፞ is the node capacitance
1Sum of NMOS width and PMOS width.
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Figure 4.1: Three RO topologies.

[2]. Consequently, the design parameters for the oscillation frequency of an SE-RO
are the device ratio, supply voltage, node capacitance and the number of stages.
For the frequency tuning, one can change the supply voltage and node capacitance
of the RO. The channel length L and number of delay stages N are usually designed
to set the center frequency of the RO. Larger L and N reduce the oscillation fre-
quency. It should be noted that N should be an odd number to guarantee an SE-RO
oscillates.

The phase noise1of an SE-RO with an oscillation frequency 𝑓፨፬፜ and a DC power
consumption 𝑃 at an offset frequency Δ𝑓 can be approximately expressed as:

𝑃𝑁፟፫፞፞_፬።፧፠፥፞(Δ𝑓) ≈
16𝛾
3𝜂 ⋅ 𝐾𝑇𝑃 ⋅ (𝑓፨፬፜Δ𝑓 )

ኼ, (4.2)

where 𝛾 is the transistor noise factor (ኼኽ for a long channel device) and 𝐾𝑇 is the
thermal energy [2]. For a free-running RO operating at a given frequency 𝑓፨፬፜, the
only way to improve its phase noise is to increase the DC power consumption. RO’s
phase noise improves 3dB by 2x increase in its power consumption.

For an N-stage fully-differential RO (FD-RO) as shown in the top right of Figure
4.1, its free-running frequency can be calculated as:

𝑓፨፬፜ =
1

2𝑁𝑇ፃ
, (4.3)

where 𝑇ፃ is the delay of its each delay cell. The delay of each cell is mainly deter-
mined by the load resistance and capacitance. Hence, the oscillation frequency is
1Only the thermal noise is considered.
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less sensitive to supply voltage. One can change its oscillation frequency by tuning
the node capacitors or resistors. The phase noise of an FD-RO can be approximately
expressed as:

𝑃𝑁፟፫፞፞_፝።፟፟(Δ𝑓) ≈
8
3𝜂𝑁

𝐾𝑇
𝑃 (

𝑉ፃፃ𝛾
𝑉ፆፒ − 𝑉ፓ

+ 𝑉ፃፃ
𝑅ፋ𝐼፭ፚ።፥

) ⋅ (𝑓፨፬፜Δ𝑓 )
ኼ, (4.4)

where 𝐼፛።ፚ፬ is the bias current and 𝑅ፋ is the load resistance [2]. Again, the phase
noise of an FD-RO is directly related to its power consumption. The FD-RO is rarely
used in a low-power DPLL because its phase noise is much worse than that of an
SE-RO. For example, if we assume 𝑁 = 3, 𝛾 = 2, 𝑉ፆፒ − 𝑉ፓ = 0.2𝑉, 𝑉ፃፃ = 1𝑉 and
𝑅ፋ𝐼፭ፚ።፥ = 1𝑉, the phase noise of an FD-RO is about 8dB worse than that of an
SE-RO even without considering the up-converted noise of the bias current source.
An FD-RO should consume ∼8x more power to achieve the same performance as
an SE-RO.

Figure 4.2: Schematic of the RO core.

In summary, the oscillation frequency of an FD-RO is independent of the supply
voltage while an SE-RO exhibits a large supply pushing. However, an SE-RO has
a better trade-off between the phase noise and power consumption. On the other
hand, if there is any parasitic coupling to the internal node of an SE-RO, its frequency
and phase will be disturbed, degrading the jitter performance. Due to this reason,
an SE-RO is also not popular to be employed in a DPLL. To suppress the parasitic
coupling, a pseudo-differential RO (PD-RO) is often used as shown in the bottom of
Figure 4.1. Due to the existence of the cross-coupled inverters, the internal nodes
of a PD-RO have a differential swing. Hence the common-mode interference from
other blocks can be rejected. It should be noted that this architecture still suffers
from supply pushing.

The number of the delay stages (N) should be carefully chosen. If N is too large,
the oscillation frequency will be too low, failing to cover the desired frequency range.
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On the other hand, the layout will be more complicated with larger N, increasing
parasitics and reducing oscillation frequency. In this design, a two-stage PD-RO is
implemented to make the routing wires shorter and parasitic capacitance smaller
[3] as shown in Figure 4.2.

Careful attention must be paid to pick the device ratio (𝛼) between the cross-
coupled inverter pairs and the main inverters. The PD-RO is simplified to a four-
stage SE-RO when 𝛼 = 0, resulting in the oscillation failure. Consequently, we
should make 𝛼 > 0 to make sure that the circuit can sustain oscillation. The value
of 𝛼, in reality, determines the possibility of the oscillation start-up, and a larger 𝛼
facilitates oscillation start-up. On the other hand, larger 𝛼 makes the cross-coupled
inverters add more loading to the main inverters, degrading power consumption.
𝛼 = 0.7 is chosen in this design by considering both oscillator start-up margin and
its power consumption.

4.1.2 Oscillator Frequency Tuning and Injection Locking

Figure 4.3: Schematic of the IL-DCO.

As discussed before, one can change the supply voltage or capacitive load of the
PD-RO to tune the frequency. The capacitance tuning is not used because it limits
the maximum oscillation frequency of the circuit. The off-state and routing parasitic
capacitances degrade the oscillation frequency. Another consideration is that the
fine-frequency tuning through the capacitance is usually difficult. The frequency
tuning in this design is realized by changing the oscillator supply voltage through
PMOS current sources.

The schematic of the RO with frequency tuning banks is shown in Figure 4.3.
To cover the entire desired frequency range, two extra PMOS current sources are
implemented. The PVT bank is realized by a 7b binary-weighted PMOS current DAC.
It is used to coarsely tune the RO frequency and to cover the tuning range of the
frequency synthesizer. For the acquisition bank, a 6b binary-weighted PMOS current
DAC is used for the medium frequency tuning. For the fine frequency tuning in the
tracking bank, a 128b resistive flash DAC and a PMOS transistor are used to tune
the oscillator supply. To expedite the layout of the DAC, the row-column decoding
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is employed. The 7 binary control bits of the tracking bank are segmented to 3
MSBs for the row control and 4 LSBs for the column control. Two binary to one-hot
decoders are implemented to control the DAC voltage unarily.

The injection locking is realized by pulling and pushing the differential nodes
of the RO down to the ground and up to the oscillator supply respectively. The
transistors of the injector pair (𝑅𝐸𝐹ፈፍፉኻፍ) are sized 5 times larger than the main
delay cells of the RO to maximize the injection strength. Even after the injection,
some jitter still remains mainly because of the timing uncertainty of the injection
signal due to the system noise. As a result, the in-band phase noise of the IL-DPLL is
degraded. To resolve this issue, a second injection pair (𝑅𝐸𝐹ፈፍፉኼፍ) is implemented
to replace the DCO edge after 10 RF cycles from the first injection as shown in Figure
4.3. Hence, the remaining jitter due to the limited strength of the first injector pair
𝑅𝐸𝐹ፈፍፉኻፍ is suppressed.

Figure 4.4: Layout of the IL-DCO.

The layout of the implemented DCO is shown in Figure 4.4, where the layout of
the oscillator core, frequency tuning banks, and DAC LSB is also shown. The area
of the oscillator core and frequency tracking banks is very small. To reduce the cou-
pling from other blocks and filter the supply noise, ∼40pF decoupling capacitors are
added to the supplies of the oscillator core and DAC. Hence decoupling capacitors
dominate the DCO area. The DAC and the oscillator core are placed ∼50𝜇m away
in the layout to reduce the coupling of the DAC to the oscillator core.

4.1.3 Post-Layout Simulation Results
This section shows the post-layout simulation results of the implemented DCO.

A 3nH inductor is connected to the 1V supply of the DCO to model the bond wire
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Figure 4.5: Simulated voltage waveform of the free-running DCO.

effects. Besides, the supply noise from an off-chip LDO is also modeled by the ther-
mal noise generated from a 60M ohm resistor. Two 30fF capacitors are connected
to the oscillator outputs to model the loading of the DCO. The parasitics from the
layout of the DCO are extracted using Quantus QRC. The post-layout simulation is
under a typical corner at 25∘C.

Figure 4.5 shows the simulated differential waveforms of the DCO operating at
2.432GHz from the transient simulation. The peak-to-peak swing is ∼0.8V and the
oscillator consumes 520𝜇W DC power at this frequency.

Figure 4.6: Simulated phase noise of the free-running DCO.

To simulate the phase noise of the DCO, a period-steady-state (PSS) is first run
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to find the periodic operating point and then Pnoise is run to calculate the phase
noise. Figure 4.6 shows the simulated free-running phase noise of the implemented
DCO. The simulated phase noise at the 1MHz offset frequency is -87.7dBc/Hz, which
translates to an oscillator FOM of -157.6dB, where the FOM [4] is defined as:

𝐹𝑂𝑀(Δ𝑓) = 𝑃𝑁(Δ𝑓) + 20 ∗ 𝑙𝑜𝑔ኻኺ(
Δ𝑓
𝑓፨፬፜

) + 10 ∗ 𝑙𝑜𝑔ኻኺ(
𝑃ፃፂ
1𝑚𝑊). (4.5)

This FOM is ∼30dB worse than that of LC oscillators. It also should be pointed out
that the corner frequency of the flicker noise is a few MHz, which is ∼10x larger
that of the state-of-the-art LC oscillator.

Figure 4.7: Simulated phase noise of the IL-DCO.

Figure 4.7 shows the simulated phase noise of the DCO after injection locking
with and without the second injection path. The second injection phase is gener-
ated by delaying the first injection phase 10 DCO cycles. Transient noise simulation
in SpectreRF is used to calculate the phase noise. The ”Noise Fmax” is chosen
as 20GHz and the ”Noise Fmin” is chosen as 1kHz to capture the high-frequency
noise and flicker noise. The ”Noise Update” is chosen as ”step” with 1ps ”Noise
Tmin” for an accurate noise generation. Then, the 0.4V-crossing point of the os-
cillator waveform is sampled and its corresponding timestamp is recorded. Finally,
the timestamp is used for the phase noise plot. The transient noise simulation
time is 0.2ms. Figure 4.7 shows that the phase noise improves from -103dBc/Hz to
-109dBc/Hz at the 1MHz offset frequency when the second injection path is on. Be-
sides, the integrated jitter between 10kHz-10MHz is improved from 1.1ps to 0.6ps.
Consequently, the proposed technique can reduce the in-band phase noise of the
IL-DPLL effectively.
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4.2 Coarse-fine DTC
The coarse-fine DTC (CF-DTC) enables the fractional-N operation of the DPLL

even when the oscillator is injection-locked. It delays the rising edge of the refer-
ence clock 𝐹𝑅𝐸𝐹 and generates the delayed reference clock 𝐹𝑅𝐸𝐹ፃፋፘ. Its delay is
proportional to the control code plus a delay offset. Since the reference phase noise
appears inside the bandwidth of the injection-locked oscillator with a multiplication
factor of 𝐹𝐶𝑊ኼ, a major attention must be paid to minimize the phase noise of the
CF-DTC. This section deals with the analysis and design of the CF-DTC regarding
resolution, linearity, phase noise, and power consumption.

4.2.1 CF-DTC Architecture
There are mainly two popular DTC topologies used in DPLLs [5, 6] as shown

in Figure 4.8. The switched-buffer-based architecture has a resolution about two

Figure 4.8: Two popular DTC architectures.

inverters’ delay (i.e., ∼15ps in this process). Due to the mismatch of the inverters
and parasitic off-capacitances of the delay cells, the integral nonlinearity (INL) of
this architecture is limited to a few ps [5]. On the other hand, superior phase noise
and power consumption can be obtained since the dynamic range is approximately
equal to the maximum absolute delay of the DTC. However, due to the linearity and
resolution issues, the switched-capacitor (SC) -based architecture is used in this
design.

The resolution of an SC-based architecture can be approximately calculated as:

𝑡𝑟𝑒𝑠፝፭፜ ≈
𝐶፫፞፬𝑉ፃፃ
2𝐼ፍ

1, (4.6)

where 𝐼ፍ is the device’s saturation current and 𝐶፫፞፬ is the resolution of switched
1Assume that the devices’ current is constant during switching.
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capacitance. A sub-ps resolution can be achieved by this architecture, since two
design parameters 𝐶፫፞፬ and 𝐼ፍ are available. For example, 1ps resolution can be
realized if 𝐶፫፞፬ = 1𝑓𝐹 and 𝐼ፍ = 1𝑚𝐴 are picked. The drawback of this architecture
is that its dynamic range is only a small portion of the total absolute delay. Due
to the extra delay in the signal path, excessive phase noise is introduced. Hence,
in general, this architecture has worse power and phase noise trade-off. However,
excellent linearity performance can be achieved since the dominant source of the
nonlinearity is the off-state capacitance of the switches, which can be very small
compared with the switched unit capacitance.

4.2.2 CF-DTC Design

Figure 4.9: Schematic and layout of the CF-DTC.

Figure 4.9 shows the schematic and layout of the implemented CF-DTC. The
C-DTC has to cover 1 DCO period (∼400ps) under the worst PVT corners. It has 32
stages, where each stage consists of two inverters and a 2b MOM capacitor bank
with a resolution of 1.2fF [6]. The selection of the segmentation (i.e., the number
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of switched-capacitors in each delay stage and the number of delay stages) of the
C-DTC is based on a careful trade-off between the INL and phase noise.

The F-DTC needs to cover 1 LSB of the C-DTC under the worst PVT corners.
Only one delay stage with 32 switched-MOM capacitors and capacitance resolution
of 1.2fF is used to minimize the phase noise of F-DTC. To achieve a fine resolution,
a large delay cell is used. It draws a large peak current and can heavily modulate
the supply of the C-DTC, degrading its linearity. To reduce this supply variation, an
identical F-DTC (F-DTC2) with complementary control code is added to the design.
Now, the F-DTCs together draw constant current from the supply during switching
of the F-DTC code. Hence, the C-DTC observes the same supply variation even
when the control code of F-DTC1 changes.

At the falling edge of the reference clock(𝐹𝑅𝐸𝐹), the CF-DTC control code is
retimed to avoid any potential racing or glitches. This guarantees the control code
of the CF-DTC settles down when the next rising edge of 𝐹𝑅𝐸𝐹 comes.

4.2.3 Post-Layout Simulation Results

Figure 4.10: Simulated delay and linearity of the C-DTC.

The post-layout simulation results of the implemented CF-DTC are presented
in this section. The parasitics from the layout of the CF-DTC are extracted using
Quantus QRC, and the post-layout simulation is under a typical corner with 1V
supply at 25∘C. The simulated power consumption of the CF-DTC is 72𝜇W. Figure
4.10 shows the simulated delay and linearity performance of the C-DTC. The delay
difference between the maximum and minimum control code is ∼570ps, which
translates to a C-DTC gain of 4.49ps/LSB. This dynamic range sets the lower limit
of the synthesized fractional frequency (e.g., 1.75GHz). The C-DTC has an absolute
delay of 3.5ns even when the control code is 0. The right part of Figure 4.10 shows
the simulated integral nonlinearity (INL) and differential nonlinearity (DNL) of the
C-DTC. For the linearity simulation, only the systematic mismatch of the devices are
considered. The peak-to-peak INL is smaller than 0.7ps and the peak-to-peak DNL
is smaller than 0.6ps. The nonlinearity of the C-DTC will introduce fractional spurs
in the PLL output spectrum.

Figure 4.11 shows the simulated delay and linearity of the F-DTC. The dynamic
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range of the F-DTC is ∼15ps, which translates to an F-DTC gain of 0.5ps/LSB. The
peak-to-peak INL is ∼150fs and the peak-to-peak DNL is ∼50fs, which does not
degrade the linearity of the CF-DTC significantly.

Figure 4.11: Simulated delay and linearity of the F-DTC.

Figure 4.12 shows the simulated phase noise of the CF-DTC with a 64MHz ref-
erence. PSS and Pnoise are used to simulate the phase noise. The control code of
the CF-DTC is set to the maximum in the simulation. The phase noise is referred
to the oscillator output (2432MHz carrier). The CF-DTC exhibits a phase noise floor
of -117.2dBc/Hz and a phase noise of -116.7dBc/Hz at the 1MHz offset frequency.
The integrated jitter of the CF-DTC between 10kHz-10MHz is 440fs, which is ∼0.7x
smaller than that of the IL-DCO.

Figure 4.12: Simulated phase noise of the CF-DTC.
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4.3 Coarse-fine DCDL and Fixed Delay
The coarse-fine DCDL (CF-DCDL) is used to adjust the timing of the injection

pulse for the reference spur mitigation. Besides, it is also employed to delay the
injection pulse to avoid the race condition between the PLL and injection path.
Similar to a CF-DTC, the CF-DCDL also delays the rising edge of the input clock
with a delay proportional to the control code plus a delay offset. Since the IoT
packet length is relatively short (i.e., 400𝜇s), the control code of the CF-DCDL is
fixed during the operation. Hence the linearity issue is relaxed. The C-DCDL needs
to cover 1 DCO period, and the F-DCDL needs to cover 1 LSB of the C-DCDL under
worst PVT corners. In the second injection path, an additional fixed delay is also
required to shift 𝐹𝑅𝐸𝐹ፃፋፘኻ for about 10DCO cycle. Again, the phase noise of the
CF-DCDL and fixed delay should be optimized since they are on the reference path.

4.3.1 CF-DCDL and Fixed Delay Design
Figure 4.13 shows the schematic of the CF-DCDL and fixed delay1. The CF-

DCDL has a similar architecture as the CF-DTC. The 5b C-DCDL has 4 delay stages,
where each stage consists of two inverters and a 3b switched-MOM capacitor bank
with a resolution of 6.8fF. In principle, one delay stage could be used for a better
noise and power trade-off due to the minimum absolute delay. However, the phase
noise will degrade if the transition of the voltage waveform is not sharp especially
when all of the capacitors are switched on. Furthermore, it is desired to have a
minimum delay larger than 1 DCO period to detect any frequency error. Therefore,
4 delay stages are used for the C-DCDL. The F-DCDL has only one delay stage with
64 switched-MOM capacitors with a resolution of 1.2fF to minimize the jitter. For
the F-DCDL, the rise/fall time of the waveform remains sharp since the capacitors’
size is small. The fixed delay is realized by inverter chains to achieve the required
delay with negligible phase noise degradation.

Figure 4.13: Schematic of the CF-DCDL and fixed delay block.

1The layout will be shown in the later section.
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4.3.2 Post-Layout Simulation Results
The parasitics from the layout are extracted using Quantus QRC, and the post-

layout simulation is performed to estimate the power consumption, delay, and phase
noise of the CF-DCDL and fixed delay. The simulation is under a typical corner
with 1V supply at 25∘C. A 64MHz clock is used as an input signal for the CF-DCDL
and fixed delay. The maximum power consumption of the CF-DCDL from the PSS
simulation is 42𝜇W.

Figure 4.14 shows the delay of the CF-DCDL from the transient simulation. The
simulated dynamic range of the C-DCDL is ∼700ps, which translates to a C-DCDL
gain of ∼22ps/LSB. The minimum absolute delay of the C-DCDL delay is ∼900ps,
which is large enough to make sure that the injection always occurs after the phase
detection. The F-DCDL has a dynamic range of ∼50ps, which covers more than 2
LSBs of the C-DCDL.

Figure 4.14: Simulated delay of the CF-DCDL.

Figure 4.15 shows the simulated phase noise of the CF-DCDL and fixed delay.
The maximum code of the CF-DCDL is used, and the phase noise is referred to the
oscillator output (2432MHz). The CF-DCDL has a phase noise floor of -123dBc/Hz
and a phase noise of -120dBc/Hz at the 1MHz offset frequency. The integrated
jitter from 10kHz to 10MHz is 270fs, which is small enough compared with that of
the IL-DCO. The fixed delay (FD) exhibits a phase noise floor of -116dBc/Hz shown
in Figure 4.15. The integrated jitter (10kHz-10MHz) of the fixed delay is 441fs.
Figure 4.15 also shows the simulated phase of the CF-DCDL and FD together. The
integrated jitter (10kHz-10MHz) of is 515fs, which is comparable as that of the
IL-DCO. It could be improved by consuming more power. Figure 4.16 shows the
simulated phase noise of the injection path1 and injection path2 when the CF-DTC
is included. The integrated jitter (10kHz-10MHz) of the injection path1 and injection
path2 is 516fs and 677fs respectively. Figure 4.17 shows the time-domain voltage
waveform of the fixed delay. The fixed delay has an absolute delay of ∼4ns with
50𝜇W DC power consumption.
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Figure 4.15: Simulated phase noise of the CF-DCDL and fixed delay.

Figure 4.16: Simulated phase noise of the injection path1 and path2.
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Figure 4.17: Simulated voltage waveform of the fixed delay.
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4.4 Pulse Generator
The pulse generator creates a 64MHz differential pulse train using the positive

edge of the reference clock. The pulse is injected into the DCO to improve the in-
band phase noise of the DPLL. The main design parameters of the pulse generator
are the pulse width, phase noise, and power consumption.

4.4.1 Pulse Generator Design
Figure 4.18 shows the schematic and layout of the pulse generator. The pulse

width is carefully chosen as ∼100ps since a wider pulse could distort the amplitude
of DCO waveforms thus degrading reference spur, whereas a narrower pulse is not
reliable over PVT variations.

Figure 4.18: Schematic and layout of the pulse generator.

4.4.2 Post-Layout Simulation Results
The simulation results of the pulse generator are presented in this section. The

parasitics from the layout are extracted using Quantus QRC, and the post-layout
simulation is performed to estimate the power consumption, delay, and phase noise
of the pulse generator. The simulation is under a typical corner with 1V supply
at 25∘C. Figure 4.19 (top) shows the simulated transient waveform of the pulse
generator with a pulse width ∼100ps. The pulse generator consumes 11𝜇W DC
power. The bottom of Figure 4.19 shows the simulated phase noise and integrated
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jitter of 182fs. Compared with the IL-DCO, CF-DCDL, CF-DTC and fixed delay, the
jitter of the pulse generator is relatively small.

Figure 4.19: Simulated voltage waveform and phase noise of the pulse generator.
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4.5 1b TDC
The 1b TDC is employed to detect the time offset between the injection path

and the oscillator path for reference spur mitigation. To achieve a -50dBc reference
spur, the time offset of the 1b TDC itself and the F-DCDL resolution should be within
1ps.

4.5.1 1b TDC Architecture
A sense-amplifier-based flip-flop is widely used in phase detector TDCs, where

the fractional phase error of DPLLs is detected. However, this architecture typically
has a large systematic time offset (∼10ps in [7]) due to its asymmetry. Zero-offset
1b TDC is proposed in [8] as shown in Figure 4.20, where CLK is a reference clock
with 50% duty cycle and DATA is an RF clock. An SR-latch is used for zero-offset
phase detection, and a D flip-flop is used to store the detected value.

Figure 4.20: Schematic of the conventional 1b TDC.

When both DATA and CLK are low, nodes labeled RST and CK are respectively
high and low in the steady state. Hence, the 1b TDC keeps the previous value.

If the rising edge of DATA comes first as shown in Figure 4.21 (left), the node
labeled CK’ will start to discharge since RST is still high. Consequently, CK will
transit from low to high and the flip-flop (DFF) output will be high since node D is
high. If the rising edges of DATA and CLK are very close, the NAND gate N2 will
tend to pull down RST node. However, CK’ will settle down to low since CK’ has a
lower voltage compared with node RST at the moment CLK goes to one1. On the
other hand, if RST node has a smaller capacitance, RST could settle to zero in the
steady state, resulting in setup time violation.

1Assume their node capacitances are the same.
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Figure 4.21: Timing of the conventional 1b TDC.

If the rising edge of CLK comes first as shown in Figure 4.21 (right), RST will
start to discharge since CK’ is still high. Hence DFF will be reset to low when the
RST goes to low. If the rising edges of the DATA and CLK are very close, the NAND
gate N1 will tend to pull down CK’. However, RST will settle down to low since RST
has a lower voltage compared with that of CLK at the moment DATA goes to high1.
If CK’ has a smaller node capacitance, CK’ can be low and CK can transit from low
to high in the steady state, resulting in hold time violation.

Only the rising edges of the DATA and CLK clock are taken into account in the
above discussion. However, CLK has a pulse width only 100ps in this design. Hence,
the falling edge of the CLK may affect the output of 1b TDC. If the rising edge of
CLK comes first, DFF output will be low. RST and CK’ are respectively low and high
if both CLK and DATA are high. However, when CLK goes to low, RST will go to
high since CK’ is still high. Once RST goes to high, CK’ will become low since DATA
is still high. Consequently, CK will go low to high and DFF output will be high. This
is not desirable since DFF should output low when CLK leads DATA. To solve this
issue, the output of DFF is resampled by a second flip-flop (DFF1), which is clocked
by the delayed CLK (CLK1) as shown in Figure 4.22. Before DFF transits from low
to high due to the falling edge of CLK, DFF1 is used to sample the low output of
the first flip-flop (DFF).

The time offset of the improved 1b TDC mainly depends on devices’ mismatch
and loading mismatch of the inputs of NAND gates. To reduce the time offset, the
dimensions of the input transistors of NAND gates dimensions are increased. Figure
4.23 shows the layout of the 1b TDC.

1Again, assume their node capacitances are the same.



4

60 4 Analog/RF Design

Figure 4.22: Schematic and timing of the improved 1b TDC.

Figure 4.23: Layout of the improved 1b TDC.

4.5.2 Post-Layout Simulation Results
The parasitics from the layout are extracted using Quantus QRC, and the post-

layout simulation is run to evaluate the time offset. The simulated DC power con-
sumption of the 1b TDC is 100𝜇W. The Monte-Carlo mismatch simulation is used
to calculate the time offset of the 1b TDC due to the devices mismatch. The delay
difference between CLK and DATA is swept from -1ps to 1ps with a 0.1ps step in
a single run1. When CLK leads DATA, the 1b TDC output should be 0 in the ideal
case. However, due to the devices’ mismatch, 1b TDC output could be 1. In the
Monte-Carlo simulation, the fraction times that the output is 1 is calculated. The
simulated cumulative distribution function with 200 runs is plotted in Figure 4.24.
The simulated RMS time offset of the 1b TDC is 0.18ps.

1Note that the delay difference is ladder-shaped in the time domain to capture the hysteresis [9].
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Figure 4.24: Simulated cumulative distribution function.
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4.6 Other Blocks and Top Layout
Some analog blocks such as DCO buffer, integer counter, and Snapshot TDC

were previously designed by Imec-NL and are exploited in this design in the interest
of saving time. The DCO buffer is used to boost the swing of the DCO and to
drive the large Pad capacitance. The integer counter and snapshot TDC are used
for frequency and phase locking respectively. The counter with 1mW DC power
consumption is shut down once the PLL gets frequency-locked.

Figure 4.25 shows the top-level layout of the analog blocks, where the phase
quantizer includes the integer counter and snapshot TDC. The drawing area is
350𝜇m x 250𝜇m, which is dominated by the decoupling capacitors.

Figure 4.25: Layout of the analog top blocks of the proposed IL-DPLL.
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5
RTL Design and Simulation

The RTL design of the low-speed digital logic in Verilog HDL is presented in
this chapter. The control words for the digitally-controlled ring oscillator (DC-RO),
coarse-fine digital-to-time converter (CF-DTC) and coarse-fine digitally-controlled
delay lines (CF-DCDLs) are generated from this synthesizable digital logic. The
inputs of the digital logic can be characterized into two categories, namely the
outputs of the analog blocks (i.e., Snapshot TDC, integer counter and 1b TDCs)
and the serial peripheral interface (SPI).

5.1 RTL Design
Figure 5.1 shows the high-level block diagram of the low-speed digital logic.

There are seven sub-blocks of the digital logic, including FSM, Phase Detection,
CF-DTC Control, Time Offset Calibration and Injection, PVT_norm, ACQ_Norm, and
TRK_Norm. All of these sub-blocks are clocked by the retimed reference clock
(CKR), which is generated by the Snapshot TDC. The finite state machine (FSM)
controls the locking sequence of the digital (DPLL) and generates reset signals for
other blocks1. The integer phase error of the DPLL is calculated by the Phase
Detection block, whose output is normalized by two loop filters in PVT_Norm and
ACQ_Norm to control the oscillator frequency coarsely. The output of the Snapshot
TDC (TDCፎፔፓ) is sent to another loop filter in TRK_Norm for phase locking. Two
other blocks (CF-DTC Control and Time Offset Calibration and Injection) are em-
ployed to respectively generate the control words for the CF-DCDLs and CF-DTC.
The Time Offset Calibration and Injection block also generates the enable signal for
the injection locking after the time offset calibration. The implementation details of
these digital blocks are described in the following sections.

1The reset signal is not shown in other blocks for the sake of simplicity.
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Figure 5.1: Top view of the digital logic.
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5.1.1 Finite State Machine

Figure 5.2: FSM state diagram.

Figure 5.2 shows the state-flow chart of the FSM, which controls the frequency
locking sequence of the DPLL. There are six states for the FSM, including IDLE, RE-
SET, PVT Search, ACQ Search, TRK Search, and ERROR. Initially, the FSM stays in
the IDLE state. It will enter into the RESET state on a rising edge of the CH_SW to
switch the frequency of the synthesizer and then trigger the DPLL for phase locking.
Depending on the settings of BANK_PVT_EN, BANK_ACQ_EN and BANK_TRK_EN,
the PVT Search, ACQ Search and TRK Search are skipped. It means that the DPLL
will not change these banks if their enable signals are set to 0. The duration of PVT
search and ACQ search are predefined by the PVT_MODE and ACQ_MODE settings
respectively. The FSM enables the PVT (ACQ/TRK) bank frequency calibration by
generating a BANK_SEL[2] ( BANK_SEL[1]/BANK_SEL[0]) signal in the PVT (AC-
Q/TRK) Search state. Once the PVT (ACQ) frequency calibration is finished, their
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corresponding frequency tuning words are frozen, and the DPLL will stay in the
tracking bank until the CH_SW signal triggers the DPLL relocking. The control sig-
nal ENA_INT is generated to disable or enable the Phase Detection block depending
on the setting of TRK_MODE in the tracking bank. If there is an overflow or under-
flow of the frequency tuning words, the FSM will enter into the ERROR state. Once
the CH_SW goes to low again, the FSM will enter into the RESET state irrespective
of the current state to reset all registers of other blocks. The ZPR (Zero Phase
Reset) signal is applied to the related blocks at the end of the PVT SEARCH and
ACQ SEARCH. It is connected to the phase accumulator (see Figure 5.3) to ensure
that the phase error is reset before the DPLL entering into the successive frequency
bank.

5.1.2 Phase Detection
The phase detection block is shown in Figure 5.3. It takes the integer counter

output (PHVፎፔፓ) from the analog part as its input and generates the integer phase
error of the DPLL for the type-I frequency tuning through the PVT and acquisition
banks. It could be disabled by the signal (ENA_INT) generated from the FSM when
the DPLL enters into the tracking bank.

PHVፎፔፓ is first stored in a register at the falling edge of CKR to avoid timing
violation. A differentiator is then used to calculate the difference between two
successive samples of the retimed PHVፎፔፓ. This difference is then compared with
the FCW integer part and the overflowed FCW fractional part to obtain the frequency
error, which is then accumulated to produce the integer phase error (PHE_INT) for
the oscillator frequency tuning.

Figure 5.3: Block diagram of the Phase Detection block.

5.1.3 PVT_Norm and ACQ_Norm
Figure 5.4 shows the block diagram of the PVT_Norm and ACQ_Norm, which

take the integer phase error (PHE_INT) generated by Phase Detection block as the
input and generate the frequency tuning words for the PVT and acquisition banks. A
multiplier is first used to multiply PHE_INT and the gain of the PVT bank (Kፃፂፎ_ፏፕፓ),
which is defined as the ratio of the reference frequency and the frequency step of
PVT bank. Its output is then truncated to generate the oscillator tuning word for
the type-I operation.
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The PVT bank is activated only when BANK_PVT_EN is set to 1 from the external
control and BAN_SEL[2] is 1 from the FSM. The initial control code of the PVT bank
is set by MEM_DCO_PVT. When BANK_PVT_EN is set to 0, the DPLL loop will not
change the tuning word of the PVT bank. Consequently, the DCO frequency tuning
curve can be obtained by sweeping the value of MEM_DCO_PVT externally via SPI.
Once the FSM enters into the acquisition bank, the control signal BAN_SEL[2] be-
comes 0, freezing the PVT bank. If there is an overflow or an underflow in the PVT
control code, PVT_OV will be nonzero and the FSM will enter the ERROR state.

The ACQ_Norm works similarly as the ACQ_Norm. The detailed analysis of the
ACQ_Norm is not presented here.

Figure 5.4: Block diagram of PVT and acquisition Normalization blocks.

5.1.4 TRK_Norm
The TRK_Norm block takes the Snapshot TDC output (TDCፎፔፓ) as its input and

generates the tuning word for the oscillator tracking bank for the type-II operation.
Figure 5.5 shows the block diagram of the TRK_Norm. A thermometer-to-binary
decoder is first used to convert TDCፎፔፓ to its binary form, which is then multiplied
by a loop gain (LOOPGAIN) factor before sending it into the loop filter. The loop
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gain is defined as:

𝐿𝑂𝑂𝑃𝐺𝐴𝐼𝑁 =
𝑓፫፞፟𝐾ፓፃፂ

𝑡፨፮፭𝐾ፃፂፎ_ፓፑፊ
, (5.1)

where Kፓፃፂ is the TDC resolution and Kፃፂፎ_ፓፑፊ is the frequency resolution of the
tracking bank. The low-pass digital loop filter is designed as a PI system (i.e.,

Figure 5.5: Block diagram of the TRk_Norm block.

proportional-integrational system). The loop filter parameters are implemented in
an efficient way as right-bit-shift operations. The outputs of the proportional and
integral path are summed to obtain the control word for the tracking bank. The
TRK CTRL block is similar to the ACQ_Norm and PVT_Norm except that there are
two extra binary-to-thermometer decoders which are used to generate the row and
column control for the DAC.

5.1.5 CF-DTC Control

Figure 5.6: Block diagram of the CF-DTC Control block.

Figure 5.6 shows the block diagram of the CF-DTC control, which takes the FCW
fractional part (FCWፅፑፀፂ) as the input and generates the control words for the CF-
DTC. The desired delay of the CF-DTC is equal to the product of the accumulated
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FCW fractional part (FRACፀፂፂ) and the output period (t፨፮፭)1.
As shown in Figure 5.6, an accumulator is first used to generate FRACፀፂፂ and an

overflow signal (FRAC_OV). A multiplier is then used to multiply FRACፀፂፂ and the
C-DTC gain (Kፂ_ፃፓፂ), which is defined as the ratio of t፨፮፭ to the C-DTC resolution.
Its output is then truncated to generate the binary control code of the C-DTC.
The row and column control codes of the C-DTC are generated by two binary-to-
thermometer decoders. A second multiplier is used to multiply the truncated residue
error and F-DTC gain (Kፅ_ፃፓፂ), which is defined as the ratio of the C-DTC resolution
to the F-DTC resolution. Its output is then truncated and decoded to generate the
F-DTC column and row control.

5.1.6 Time Offset Calibration and Injection

Figure 5.7: Block diagram of Time Offset Calibration and Injection block.

Figure 5.7 shows the internal details of the Time Offset Calibration and Injection
block2 of Figure 5.1. The Time Offset Calibration and Injection is used to generate
control code for the CF-DCDL, cancel the time offset between the injection phase
and the oscillator phase, and enable injection locking. The calibration is activated
when the DPLL gets phase-locked (LOCK signal goes to high). Two down counters
are employed to control the calibration sequence. While the first down counter
(Down Counter1) is counting, its output (TIMEOUT1) is 0. In the meantime, the 1b
TDC output is accumulated to generate the control code for the coarse DCDL and
the fine DCDL control is frozen by the F-DCDL CTRL block. Once Down Counter1
finishes counting, TIMEOUT1 becomes 1 and Down Counter2 is then activating for
128 reference cycles. The 1b TDC output is accumulated by another accumulator
to generate the control code for the F-DCDL. In the meantime, an average block
is used to calculate the mean value of the accumulator output while the Down
Counter2 is counting. The averaged control code of the accumulator is frozen for
the F-DCDL control once the Down Counter2 finishes counting. Finally, the injection
circuit is enabled by the signal O_INJ.
1See Equation (3.6).
2Only one calibration path is shown.
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The initial control code for the CF-DCDL is externally set by the signal MEM_DCDL
and the counting cycles of the down counters are controlled by the signal MODE_DCDL.

5.2 System Simulation in Verilog
The analog/RF blocks including DCO, CF-DTC, CF-DCDLs, Snapshot TDC, 1b TDC

and integer counter are modeled behaviorally in System Verilog. Imperfections such
as noise, nonlinearity, and quantization error are also added to these blocks. These
modeled blocks are used together with the RTL code of the low-speed logic to
perform the system-level simulation in Verilog.

Figure 5.8 shows important signals from a Verilog simulation of the IL-DPLL.
The channel switch signal CH_SW triggers the DPLL for phase locking. The PVT
and acquisition banks are activating subsequently to adjust the DPLL frequency.
Their control codes are frozen when DPLL enters into the tracking bank. In the
tracking bank, the output code of the Snapshot TDC toggles in the middle when
the DPLL gets phase-locked. Once the time offset calibration is finished, an injection
signal is generated to reset the oscillator phase for the IL-DPLL operation.

Figure 5.8: System-level simulation of the IL-DPLL.
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Measurement Results

In this chapter, the test setup and measurement results are presented in the first
two sections. The comparison with the state-of-the-art is given in the last section
of this chapter.

Figure 6.1: Chip micrograph of the proposed IL-DPLL.

6.1 IL-DPLL Test Setup
The proposed ring-oscillator-based fractional-N injection-locked digital PLL (IL-

DPLL) is fabricated in the TSMC LP 40nm CMOS process. The chip micrograph of
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the implemented IL-DPLL is shown in Figure 6.1. This chip occupies an active core
area of 0.13𝑚𝑚ኼ (including decoupling capacitors). It has separate power supplies
for the DCO, DAC, digital circuit, coarse-fine DTC, phase quantizer (including a TDC,
mux, integer counter, and snapshot circuit), and injection circuit (including two 1b
TDCs and coarse-fine DCDLs, and pulse generators). Excluding the noisy IO ground,
all of the grounds on the chip are connected together, and all of the ground pads
are down-bonding to the PCB ground to reduce the inductance.

The test setup of the IL-DPLL is shown in Figure 6.2. The PCB is composed of a
microcontroller, level shifters, LDO regulators, a crystal oscillator and an SMA port.
The IL-DPLL chip is directly bonded to the PCB for the sake of saving time. The
microcontroller is used to read and write on-chip registers for the IL-DPLL control.
The microcontroller is further programmed by a PC. All of the supplies on the chip
are provided by LDO regulators. The 64MHz crystal oscillator is used to provide the
clock for the IL-DPLL. For the phase noise and spectrum measurements, the SMA
port is used to connect the RF port to the spectrum analyzer.

Figure 6.2: Test setup of the proposed IL-DPLL.
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6.2 Measurement Results
The measurement results of the proposed IL-DPLL are presented in this section.

The R&S®FSV4/FSV7 spectrum analyzer is employed to measure the phase noise
and spectrum of the IL-DPLL.

6.2.1 Frequency Tuning

Table 6.1: Measured DCO tuning range.

Table 6.1 shows the measured frequency range of the DCO. An extra control
signal DCO_BIAS_STD_EN is used to make sure that the DCO can cover the desired
frequency range. Automatic frequency calibration can be implemented in the future
design. The DCO can cover a wide frequency range of 128MHz-2.74GHz. When the
control signal DCO_BIAS_STD_EN is set to 10, the PVT bank has a frequency range
of 418MHz, which can cover all of the BLE channels. The acquisition bank has a
frequency range of 9MHz, resulting in a 140kHz step. The frequency range of the
tracking bank is around 500kHz, which can cover more than 3x of the acquisition
step. It is reduced compared with the post-layout simulation. This could be due to
the underestimated loading of the DCO in the simulation.

6.2.2 Phase Noise
Figure 6.3 shows the measured phase noise in an integer channel with FCW=38

and 𝑓፨፮፭=2.432GHz1. The integrated jitter between 10kHz-10MHz is 2.37ps when
the injection Path2 is off. It is significantly improved to 1.34ps when the injection
Path2 is on. The averaged in-band phase noise improvement is ∼6dB. Besides,
the noise improvement bandwidth is larger than 10MHz, and the phase noise the
high offset frequency is degraded when turning on the second injection path. This
proves the effectiveness of the proposed two-path injection technique for the phase
noise improvement.

Figure 6.4 shows the measured phase noise of the implemented IL-DPLL in a
fractional channel with FCW=38.00024414. The phase noise at the 1MHz offset
frequency is -108.4dBc/Hz. The phase noise performance meets the BLE specifi-

1Due to the inaccuracy (1kHz lower) of the crystal oscillator, the synthesized frequency is 34kHz lower.
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Figure 6.3: Measured phase noise with and without the injection Path2.

cation with enough margin. The integrated jitter between 10kHz-10MHz is 1.6ps,
which is much smaller than the BLE specification (6.5ps).

Figure 6.5 (left) shows the measured phase noise of the implemented IL-DPLL in
fractional channels with an FCW integer part equal 38. The integrated jitter is within
the range of 1.3-1.6ps when the injection Path2 is on, sweeping the FCW fractional
part from ኻ

ኼᎳᎴ to
ኻ
ኼ . It varies from 2.5ps to 3ps when the injection Path2 is off.

The integrated jitter of the near-in integer channels is degraded due to fractional
spurs. Figure 6.5 (right) shows the measured phase noise of the IL-DPLL in integer
channels with and without the second injection path. FCW is swept from 28 to 42,
and the synthesized frequency of the IL-DPLL varies from 1.8GHz to 2.7GHz. The
integrated jitter changes from 2.1ps to 2.5ps when the injection Path2 is off, and it
is 1.5ps to 1.2ps when the injection Path2 is on.
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Figure 6.4: Measured phase noise in a fractional channel.

Figure 6.5: Measured phase noise in fractional and integer channels.
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6.2.3 Spectral Purity
Figure 6.6 shows the measured spectrum with FCW=38.00024414. The highest

close-in fractional spur (at 15.625kHz offset frequency) is -45.8dBc, which is ∼12dB
better than the target specification. Without the time offset calibration loop, the
measured reference spur is -30dBc, which fails to meet the BLE specification. It is
improved to -43.6dBc when the time offset calibration is enabled, which meets the
BLE specification and is 0.4dB worse than the target specification (-44dBc). The
degraded reference spur could be due to the digital coupling since ∼-45dB reference
spur is observed when the oscillator is free-running.

Figure 6.6: Measured spectrum of the proposed IL-DPLL.

Figure 6.7 shows the measured reference spur when the F-DCDL control code is
manually tuned. The measured reference spur varies from -27dBc to -49dBc. Within
2𝜇s time offset calibration, the measured worst-case reference spur is -43.6dBc.

Figure 6.7: Measured reference spur by manually tuning the F-DCDL control code.



6.2 Measurement Results

6

79

6.2.4 Power Breakdown
The measured power breakdown of the IL-DPLL is shown in Figure 6.8. The

total power consumption is 1.33mw, which is lower than the target specification
(1.5mW). The power consumption of the oscillator is ∼90𝜇W higher than that the
simulated value. This is due to the fact that the oscillator buffer and the oscillator
share the same supply; hence it is difficult to measure the oscillator power consump-
tion alone. The oscillator consumes around half of the total power. The combined
power consumption of the CF-DTC and injection circuit is as low as 210𝜇W. Conse-
quently, the power consumption of the DCO can be further reduced to make the
IL-DPLL work in the sub-mW region. In the meantime, the IL-DPLL can still meet
the phase noise and integrated jitter specifications of the BLE. The proposed two-
path injection technique improves the in-band phase noise ∼6dB while its power
consumption overhead is smaller than 0.1mW. To achieve the same amount of im-
provement, one could double the reference frequency at the price of a significant
increase in the power consumption of a frequency doubled DTC and digital blocks
(e.g., >0.5mW overhead in this design).

Figure 6.8: Measured power breakdown of the proposed IL-DPLL.
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6.3 Performance Summary and Comparison Table
Table 6.2 shows the performance summary of the proposed IL-DPLL and the

comparison of the state-of-the-art PLLs in the literature. The total power con-
sumption of the IL-DPLL is 1.33mW operating at 2.4GHz with integrated jitter of
1.6ps. This work achieves the lowest power consumption and best FOM (-234.7dB)
compared with other fractional-N ring-oscillator-based PLLs published in the litera-
ture. Compared with the LC-based PLL, this work achieves similar FOM with ∼35%
area reduction. The close-in fractional spur is -45.8dBc, and the reference spur is
-43.6dBc, which is good enough for the BLE application.

Table 6.2: Comparison with the state-of-the-art.
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7.1 Thesis Conclusion
Analysis, design, and validation of a ring-oscillator (RO) -based fractional-N

injection-locked digital phase-locked loop (IL-DPLL) for the frequency generation
are presented in this thesis. The specifications of the IL-DPLL for the BLE application
are derived in chapter 1. Based on the derived specifications, prior arts are studied,
and an IL-DPLL architecture is presented in chapter 2. To verify the functionality of
the proposed architecture, the MATLAB time-domain modeling and simulation are
presented in chapter 3. The transistor-level design of various analog/RF blocks is
then given in chapter 4. In chapter 5, RTL design is presented, and the behavioral
simulation in analog/mixed-signal environment is further used to verify the func-
tionality of the proposed system. A prototype is implemented in the TSMC LP 40
nm CMOS process. Finally, measurement results are shown in chapter 6 to prove
the ideas proposed in chapter 2.

A coarse-fine digital-to-time converter (CF-DTC) is employed to make the IL-
DPLL work in the fractional-N domain, and the measured fractional spur is -45.8dBc
at the 15.625kHz offset frequency. For the frequency error detection, the phase er-
ror is first measured, and injection is applied after a few DCO cycles. A fast reference
spur calibration loop is implemented to reduce the time offset to 3ps (measured -
43.6dBc reference spur) within ∼2𝜇s. As it is shown in the measurement, the phase
noise of the IL-DPLL improves 6dB, and the integrated jitter reduces 1.8x when the
proposed two-path injection is enabled while the power overhead is smaller than
0.1mW. As a result, a 0.13𝑚𝑚ኼ, 2.4GHz, RO-based fractional-N injection-locked
digital PLL is demonstrated with 1.6ps RMS jitter, -43.6dBc reference spur and -
45.8dBc fractional spur while consuming only 1.33mW DC power.

Figure 7.1 shows the Jitterኼ-power of the state-of-the-art RO-based fractional-N
PLLs. Thanks to the proposed two-path injection technique, this work achieves
the best figure of merit (FOM) of -234.7dB while consuming the lowest power
(1.33mW). Compared with the work [Elkholy, JSSC’16], this work consumes the
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Figure 7.1: JitterᎴ-power of the state-of-the-art RO-based fractional-N PLLs.

similar power, but it achieves 7dB better FOM. On the other hand, this work has
the similar integrated jitter as the work [Marucci, ISSCC’14], but it consumes 0.5x
less power. For a fair comparison, the area of the RO-based frequency synthesizers
should be taken into account. Figure 7.2 shows the FOM-area of the state-of-the-
art RO-based fractional-N PLLs. It can be observed that this work achieves best
FOM/area.

7.2 Future Work
7.2.1 Tracking Bank Range

In the measurement, the range of tracking bank is reduced significantly due to
the parasitic capacitance. The oscillator frequency drops, and a larger PVT tun-
ing code should be used to compensate this frequency drop. Hence, the oscillator
enters non-linear frequency tuning region, reducing tracking bank range. The po-
tential problem is that large reference spur is introduced when the oscillator exhibits
frequency drift, and the tracking bank is not wide enough to correct the frequency
drift. One potential solution is to make the DPLL enter acquisition bank again for
frequency locking. The second solution is to use a larger PMOS transistor.
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Figure 7.2: FOM-area of the state-of-the-art RO-based fractional-N PLLs.

7.2.2 Area Optimization
The digital area is quite large (∼2x larger) compared with the Imec-NL’s previous

design. It can be easily optimized for the future design. Beyond that, more than
0.5x of the total area is taken up by decoupling capacitors. Due to these reasons,
this chip is quite large compared with the state-of-the-art. The analog area can be
optimized by reducing the number of decoupling capacitors.

7.2.3 Reference Spur Mitigation
Although the calibrated reference spur can meet the BLE standard, it is still

quite high. During the measurement, the reference spur level is as high as -45dBc
even when the oscillator is free-running. It could be introduced by the coupling
from the digital part since it was found that there was no deep N-well for the
digital layout. Better isolation between the oscillator and digital part should be
designed. On the other hand, the PVT variations of the CF-DCDL can affect the
injection timing, degrading the reference spur when the packet is long. The CF-
DCDL control code could be dynamically adjusted based on the calibrated gain of
the CF-DTC to compensate the PVT variations in a background manner.
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A
Chip Pinout

Figure A.1 shows the bonding diagram of the implemented IL-DPLL prototype1.
The chip is directly bonded to the PCB. Ground pins (excluding the noisy IO pin)
are down bonding to the PCB ground to minimize the inductance of the bondwires.
Table A.1 shows the pinout of the IL-DPLL prototype.

1Two designs are on the same die; the highlighted pins are the IL-DPLL pins.

87



A

88 A Chip Pinout

Figure A.1: Bonding diagram of the implemented IL-DPLL.
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Table A.1: Pinout of the implemented IL-DPLL.





B
Phase Noise Measurements

Results

Figure B.1 shows the measured phase noise of two fractional and two integer
channels.

Figure B.1: Measured phase noise.

91





C
MATLAB Time-Domain Code

clear
close a l l ;

load paro3 . dat ;
data=paro3 /1e12 ;
t_res_dtc_c=(max( data)−min( data ) ) / ( length ( data )−1)*1.00;

%%%%%%%%% modify loop parameter here %%%%%
en_fout_jump=0; % enable or d i s ab l e the frequency jump of DCO
en_f ine_dtc=1; % enable or d i s ab l e f i n e DTC
en_ca l i =1; % enable or d i s ab l e o f f s e t c a l i b r a t i o n
en_ in j =1; % enable or d i s ab l e i n j e c t i o n
beta=1; % i n j e c t i o n s t rength
f _ d r i f t =0; % o s c i l l a t o r frequency d r i f t
a lpha=2^−2; % loop f i l t e r parameters
rho=2^−5;
nr_po in ts=10e3 ; % number of re fe rence cyc l e s f o r s imu la t i on
f r e f =64e6 ; % reference frequency
f_DCO_free=2332e6 ; % free−running frequency of DCO
f_des i r ed=f_DCO_free+100*1e6+1*15.625e3 ;

% des i red frequency
t_de tec t i on =0.9e3 ; % i n j e c t i o n a f t e r t_de tec t i on re fe rence cy l ce s
ca l _ c y c l e =128; % number of t ime o f f s e t c a l i b r a t i o n cyc l e s

%%%%%%%%%% Time o f f s e t %%%%%%%%%%%%
de l ta_ tos=10e−12; % o f f s e t between i n j e c t i o n path and RF phase
tdc_os =0.5/ f_des i r ed ;

% add tdc o f f s e t
%%%%%%%%%% TDC/DTC DCO gain %%%%%%%%%

93



C

94 C MATLAB Time-Domain Code

t_ res_ tdc=12e−12; % TDC re so l u t i o n
t_ res_dtc=t_res_dtc_c ;

% DTC re so l u t i o n
t_ res_d t c_ f=5e−13; % Fine DTC r e so l u t i o n
t_ res_dcd l=5e−13; % DCDL r e s o l u t i o n
KDCO_es=50e3 ; % est imated DCO gain
K_DCO =50e3 ; % Real DCO gain

%%%%%%%%%% phase no ise from cadence s imu la t i on %%%%%
pn_tdc=−153; % TDC thermal no ise
pn_dtc=−143; % DTC thermal no ise
pn_f re f=−153; % reference phase no ise
pn_DCO=−86; % DCO phase no ise @1MHz
de l t a_ f=1e6 ; % 1MHz o f f s e t frequency

%%%%%%%%% phase no ise to j i t t e r conver t ion %%%%%%%
sigma_square=de l t a_ f / f_des i r ed*
sqrt (1/ f_des i r ed )*sqrt (10^(pn_DCO/10 ) ) ;

% DCO 1MHz PN
sigma_ref=1/ f r e f /2/ pi*sqrt (10^( pn_f re f /10)* f r e f ) ;% re f thermal PN
sigma_tdc=1/ f r e f /2/ pi*sqrt (10^(pn_tdc /10)* f r e f ) ; % tdc thermal PN
sigma_dtc=1/ f r e f /2/ pi*sqrt (10^(pn_dtc /10)* f r e f ) ; % dtc thermal PN

%%%%%%%%%% FCW in tege r and f r a c t i o n a l par t%%%%%%%
FCW=f_des i r ed / f r e f ; % ca l c u l a t e FCW
FCW_int=f ix (FCW) ; % ca l c u l a t e FCW in tege r par t
FCW_frac=FCW−FCW_int ; % ca l c u l a t e FCW f r a c t i o n a l par t

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% s igna l d e f i n i t i o n and i n i t i a l i z a t i o n

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%% Reference−ra te s i g na l s %%%%%%%%%%%%
tR=zeros (1 , n r_po in t s ) ;% reference c l ock timestamps
tR_d ly=tR ; % C−DTC delayed re fe rence c lock timestamps
tR_d ly_ f=tR ; % F−DTC delayed re fe rence c lock timestamps
t_quan_err=tR ; % C−DTC quan t i z a t i on e r ro r
f _ d t c _ c t l=tR ; % F−DTC con t r o l code
tdc_out=tR ; % f r a c t i o n a l e r r o r
f r a c=tR ; % accumulated FCW f r a c t i o n a l par t
FCW_acc_int=tR ; % accumulated FCW in tege r par t
ph_e=tR ; % t o t a l phase e r ro r sent to loop f i l t e r
in t_pa th=tR ; % in tege r phase e r ro r
d_tdc=tR ; % TDC con t r o l code



C

95

over f low=tR ; % FCW f r a c t i o n a l par t over f low
Acc_out=tR ; % instantaneous Accumulator output
Acc=0; % i n i t i a l i z e accumulator output
t _ o f f=tR ; % time d i f f e r en ce between r e f path and RF
pd_out=tR ; % instantaneous one b i t TDC output
% IIR f i l t e r y4=tR ; y1=tR ; y2=tR ; y3=tR ;
rho_path=tR ; % Integer path i n t eg r e t o r
tR_dcdl=tR ; % DCDL timestamps

%%%%%%%%%% RF−ra te s i g na l s %%%%%%%%%%
NTW=zeros (1 , n r_po in t s*f ix (FCW−1));

% normal ized tun ing word
OTW=NTW; % o s c i l l a t o r tun ing word
Rv=NTW; % ckv phase
de l t a_ f v=NTW; % DCO frequency change due to OTW
de l t a_ t v=NTW; % DCO per iod change due to OTW
%TDEV=NTW; % accumulated phase e r r o r of DCO
tckv=NTW; % DCO timestamps
fou t=NTW; % instantaneous output frequency
per iod=NTW; % instantaneous output per iod
%Acc=NTW; % DCO accumulated thermal no ise j i t t e r
fou t (1)= f_DCO_free ; % i n i t i a l i z e output frequency and per iod
fou t (2)= f_DCO_free ;
per iod (1)=1/ f_DCO_free ;
n=2; % i n i t i a l i z e DCO time index

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% PLL loop implementat ion

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for k=2: nr_po ints , % reference ra te loop

%%%%%%%%%% Acc FCW and re fe rence timestamps %%%
fra c ( k)=FCW_frac+f r a c ( k−1); % acc FCW f r a c par t
FCW_acc_int ( k)=FCW_int+FCW_acc_int ( k−1); % acc FCW i n t par t
over f low ( k)= f ix ( f r a c ( k ) ) ; % get over f low
FCW_acc_int ( k)=FCW_acc_int ( k)+ f ix ( f r a c ( k ) ) ;% add over f low
f r a c ( k)= f r a c ( k)− f ix ( f r a c ( k ) ) ; % get new acc FCW f r a c
tR ( k)=(k−1)*1/ f r e f+normrnd (0 , s igma_ref ) ; % re f timestamps

%%%%%%%%%% DTC delay re ference%%%%%%%%%%
tR_dly ( k)=tR ( k)+data ( f ix ((1− f r a c ( k ) ) / fou t (n ) / t_ res_dtc )+1)
−data (1)+normrnd (0 , sigma_dtc ) ;

% delayed r e f timestamps
t_quan_err ( k)=(1− f r a c ( k ) ) / fou t (n)−
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f ix ((1− f r a c ( k ) ) / fou t (n ) / t_ res_d tc )* t_ res_dtc ;
% C−DTC quan . e r r o r

f _ d t c _ c t l ( k)= f ix ( t_quan_err ( k ) / t_ res_d t c_ f ) ;% F−DTC con t r o l code
tR_d ly_ f ( k)= tR_d ly ( k)+en_f ine_dtc* f _ d t c _ c t l ( k)* t _ res_d t c_ f ;

% delayed r e f timestamps
tR_dcdl ( k)= tR_d ly_ f ( k)+1/ f_des i r ed+tdc_os+
de l ta_tos−en_ca l i*Acc* t_ res_dcd l ;

% DCDL fo r tos ca l .
i f k>=t_de tec t i on
tR_dcdl ( k)= tR_d ly_ f ( k)+1/ f_des i r ed+tdc_os+
de l ta_tos−en_ca l i*f ix (mean( Acc_out (5e2−ca l _ c y c l e :5e2 )))* t_ res_dcd l ;
end % DCDL fo r i n j e c t i o n

% avg acc output

%%%%%%%%%% RF ra te loop phase%%%%%%%%%%
while t ckv (n)< tR_d ly_ f ( k )

n=n+1;
de l t a_ f v (n)=K_DCO*f ix (OTW(k−1)); % DCO frequency change

i f n>24320
de l t a_ f v (n)= de l t a_ f v (n)+(n−24320)* f _ d r i f t ;

% freqency d r i f t
end

de l t a_ t v (n)= de l t a_ f v (n ) / f_DCO_free / ( f_DCO_free+de l t a_ f v (n ) ) ;
% DCO phase change

i f t ckv (n−2)< tR_d ly_ f ( k−1) && tckv (n−1)>tR_d ly_ f ( k−1) && en_ in j==1
tckv (n)= tckv (n−1)+per iod (n−1)+beta*( tR_dcdl ( k−1)−

( tckv (n−1)+per iod (n−1))) ;
i f t ckv (n−1)+per iod (n−1)>tR_dcdl ( k−1)

Acc=Acc−1; % o f f s e t de tec t i on
else Acc=Acc+1;
end
i f k<t_de tec t i on
t _ o f f ( k)= tckv (n−1)+per iod (n−1)− tR_dcdl ( k−1);

% o f f s e t
Acc_out ( k)=Acc ; % accumulator output
pd_out ( k)=Acc_out ( k)−Acc_out ( k−1);% 1b TDC output
end

else t ckv (n)= tckv (n−1)+1/f_DCO_free−( de l t a_ t v (n ) )
+normrnd (0 , sigma_square ) ;

% DCO timestamps
end

i f k<t_de tec t i on % d i sab l e i n j e c t i o n when k<t_de tec t i on
tckv (n)= tckv (n−1)+1/f_DCO_free−( de l t a_ t v (n))+normrnd (0 , sigma_square ) ;
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end
Rv(n)=Rv(n−1)+1; % accumulate ckv phase
per iod (n)=( tckv (n)− t ckv (n−1));% ca l c u l a t e per iod
fou t (n)=1/ per iod (n ) ; % output frequency
end

%%%%%%%%%% Phase de tec t i on%%%%%%%%%%
% TDC ca l c u l a t e s f r a c t i o n a l e r ror , normal ized to tckv per iod
d_tdc ( k)= f ix ( ( 1 / fou t (n)−( tckv (n)− tR_d ly_ f ( k ))+
normrnd (0 , sigma_tdc ) ) / t_ res_ tdc ) ;
tdc_out ( k)= f ix ( ( 1 / fou t (n)−( tckv (n)− tR_d ly_ f ( k ))+
normrnd (0 , sigma_tdc ) ) / t_ res_ tdc )* t_ res_ tdc* fou t (n ) ;
%t o t a l e r r o r c a l c u l a t i o n
ph_e ( k)=FCW_acc_int ( k)−(Rv (n−1)+tdc_out ( k ))+ tdc_os* f _des i r ed ;
rho_path ( k)=rho_path ( k−1)+rho*ph_e ( k ) ; % rho path i n t eg r a t o r
NTW( k)=alpha*ph_e ( k)+rho_path ( k ) ; % phase e r r o r i s f i l t e r e d
OTW( k)= f r e f /KDCO_es*NTW(k ) ; % DCO gain no rma l i za t i on
in t_pa th ( k)=FCW_acc_int ( k)−Rv(n−1); % in tege r phase e r ro r
i f k>640*5

OTW( k)= f r e f /KDCO_es*NTW(k)+en_fout_jump*10e6 / ( KDCO_es ) ;
end % frequency jump

end
i f en_ in j==1
save pe r i od_ i n j . dat per iod −ASCII ;
save Acc_out . dat Acc_out −ASCII ;
save t c k v _ i n j . dat tckv −ASCII ;

else
save per iod_nor . dat per iod −ASCII ;
save Acc_out . dat Acc_out −ASCII ;
save tckv_nor . dat tckv −ASCII ;
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Plo t Phase Noise

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% load per iod_nor . dat ;
load pe r i od_ i n j . dat ;

%% Ca l cu l a t e Sphi
n f f t =2^22; % number of f f t po in t s
winLength=n f f t ; % window length
over lap=n f f t /2 ;
winNBW=1.5;



C

98 C MATLAB Time-Domain Code

period_no=pe r i od_ i n j (0 .7 e5 : length ( pe r i od_ i n j )−100);
pe r i _ l engh t = length ( per iod_no ) ;% number of per iod po in t s
T=mean( per iod_no )
f =1/T
J_no=std ( per iod_no ) ;
% compute the cumulat ive phase of each t r a n s i t i o n
phases_no=2*pi*cumsum( per iod_no ) / T ;
% compute power s pe c t r a l dens i t y of phase
% winLength = hann ( winLength ) ;
[ Sphi_no , f ]=psd ( phases_no , n f f t , 1 /T , winLength , over lap , ’ l i n e a r ’ ) ;

% [ Sphi , f ]=pwelch ( phases , n f f t , over lap , n f f t , 1 / T ) ;
% co r r e c t f o r s c a l i n g i n PSD due to FFT and window
Sphi_no=winNBW*Sphi_no / n f f t ;

% p l o t the r e s u l t s ( except at DC)
K = length ( f ) ;
rbw = winNBW/ (T*n f f t ) ;
%norm to r e s o l u t i o n bandwidth
pn_dco_no=Sphi_no / rbw ;

k1=f ix (10e3/(2432e6/2)*K ) ;
k2=f ix (10e7/(2432e6/2)*K ) ;

figure ( 1 ) ;
semilogx ( f ( k1 : k2 ) ,10* log10 ( pn_dco_no ( k1 : k2 ) ) , ’ Co lor ’ , [0 0.5 0]
, ’ L ineWidth ’ , 4 ) ;
xlabel ( ’ O f f se t ␣Frequency␣ [Hz ] ’ , ’ FontS i ze ’ ,26 , ’ FontWeight ’ , ’ bold ’
, ’ FontName ’ , ’ A r i a l ’ ) ;
ylabel ( ’ Phase␣Noise␣ [dB/Hz ] ’ , ’ FontS ize ’ ,26 , ’ FontWeight ’ , ’ bold ’
, ’ FontName ’ , ’ A r i a l ’ ) ;
grid on ;
set (gca , ’ Box ’ , ’ on ’ , ’ L ineWidth ’ , 1 ) ;
set (gca , ’ FontS i ze ’ , 26 , ’ FontWeight ’ , ’ bold ’ , ’ FontName ’ , ’ A r i a l ’ )
grid on ;
set (gca , ’ G r i d L i neS t y l e ’ , ’− ’ )
ax . M ino rGr i dL ineS ty l e = ’− ’ ;
set (gca , ’ G r i d L i neS t y l e ’ , ’− ’ )
set (gcf , ’ c o l o r ’ , ’w ’ ) ;
ax . M ino rGr i dL ineS ty l e = ’− ’ ;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Plo t Spectrum

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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load t c k v _ i n j . dat ;
% load tckv_nor . dat ;
f s=100e9+9211.42e6 ; % sample tckv timestamp
length1=1e6 ; % number of r f c y c l e to sample
t=t c k v_ i n j (10e5:10e5+length1 ) ; % choose tckv

% t=tckv (10e5:40e5 ) ;
t=t−t ( 1 ) ; % s t a r t with 0
t _ t o t a l=t ( length ( t ) ) ;
n r_po in ts=f ix ( f s* t _ t o t a l ) ;
t s=zeros (1 , n r_po in t s ) ;
y=zeros (1 , n r_po in t s ) ;
m=2;
for index=2: length1 ,

while ( t s (m)< t ( index ) )

i f t s (m)<( t ( index )+ t ( index −1))/2 && t s (m)>=t ( index−1)
y (m)=1;

else i f t s (m)>=( t ( index )+ t ( index −1))/2 && t s (m)< t ( index )
y (m)=0;

end
m=m+1;
t s (m)= t s (m−1)+1/ f s ;
end

end

y=y (1: nr_po in ts ) ;
f f t y = ( f f t ( y ’ .* ( 1 ) ) ) ;
% f f t y = ( f f t ( y ’ .* ( k a i s e r ( nr_po ints , 5 0 0 ) ) ) ) ;
% f f t y = ( f f t ( y ’ .* ( n u t t a l l w i n ( n r_po in ts ) ) ) ) ; % do f f t and add window
ffty_magn = abs ( f f t y ) ; % get AM
% Sca le the spectrum , add f l o o r −80dB and sca l e fundamental to 0 dB
f f t y_dB = 20*log10 ( ffty_magn /max( ffty_magn )+0.5e−4)+3.92;

figure ( 2 ) ;
f r e s = f s / n r_po in ts ; % frequency r e s o l u t i o n
% semi logx ( ( 1 : n r_po in ts /2)* f res , f f t y_dB (1 : nr_po in ts / 2 ) ) ;

fmin=f ix ( (2 .432 e9+15.625e3−70e6 ) / f r e s ) ;
fmax=f ix ( (2 .432 e9+15.625e3+70e6 ) / f r e s ) ;
plot ( ( fmin : fmax)* f res , f f t y_dB ( fmin : fmax ) , ’ L ineWidth ’ , 3 ) ;
%t i t l e ( ’ PLL spurs ’ , ’ FontS ize ’ , 2 0 , ’ FontWeight ’ , ’ bold ’ , ’ Color ’ , ’ r ’ ) ;



C

100 C MATLAB Time-Domain Code

xlabel ( ’ Frequency␣ [GHz] ’ , ’ FontS i ze ’ ,26 , ’ FontWeight ’ , ’ bold ’
, ’ FontName ’ , ’ A r i a l ␣Narrow ’ ) ;
ylabel ( ’ Spectrum␣ [dBm] ’ , ’ FontS ize ’ ,26 , ’ FontWeight ’ , ’ bold ’
, ’ FontName ’ , ’ A r i a l ␣Narrow ’ ) ;
grid on ;
%p l o t ( ( fmin /4 : fmax*4)* f res , f f t y_dB ( fmin /4 : fmax*4));
dcmObj = datacursormode ;
set (dcmObj , ’ UpdateFcn ’ ,@updateFcn ) ;
grid on ;
set (gca , ’ Box ’ , ’ on ’ , ’ L ineWidth ’ , 1 ) ;
set (gca , ’ FontS i ze ’ ,26 , ’ FontWeight ’ , ’ bold ’ , ’ FontName ’ , ’ A r i a l ␣Narrow ’ )
grid on ;
set (gca , ’ G r i d L i neS t y l e ’ , ’− ’ )
ax . M ino rGr i dL ineS ty l e = ’− ’ ;
set (gca , ’ G r i d L i neS t y l e ’ , ’− ’ )
set (gcf , ’ c o l o r ’ , ’w ’ ) ;
ax . M ino rGr i dL ineS ty l e = ’− ’ ;
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