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I. INTRODUCTION

Snappy [1] is a widely used (de)compression algorithm in

many big data applications. Such a data compression technique

has been proven to be successful to save storage space and to

reduce the amount of data transmission from/to storage de-

vices. In this paper, we present a fine-grained parallel Snappy

decompressor on FPGAs running under a relaxed execution

model that addresses the following main challenges in existing

solutions. First, existing designs either can only process one

token per cycle or can process multiple tokens per cycle

with low area efficiency and/or low clock frequency [2], [3].

Second, the high read-after-write data dependency during de-

compression introduces stalls which pull down the throughput.

This paper improves on our previous work [4] and integrate

it in a CAPI 2.0-enabled system.

II. ARCHITECTURE HIGHLIGHT

The proposed method assumes all the bytes of an input

stream line (16B) is a starting byte of a token and parses

them in parallel. The correct branch is selected afterward to

locate the boundary of tokens. A bit map structure is utilized

for this correct branch selection to reduce resource usage and

to keep a high clock frequency.

The proposed method splits the tokens into single-BRAM

read/write commands that can independently operate on dif-

ferent BRAMs, which allows executing multiple tokens in

parallel without duplicating the history when a BRAM bank

conflict occurs.

The proposed methods utilize a relaxed execution model,

a similar method as in [5], that executes all the BRAM

commands immediately and recycles those with invalid data

to reduce the penalty caused by the read-after-write data

dependencies.

III. EXPERIMENTS

We evaluate the proposed methods in the Xilinx Virtex

Ultrascale VU3P-2 device on an AlphaData ADM-PCIE-9V3

board integrated with the POWER9 CAPI 2.0 [6] interface.

The CAPI 2.0 interface on this card supports the CAPI

protocol at an effective data rate of approximately 11GB/s.

Table I lists the resource utilization of a single engine design

timing at 250MHz. The decompressor only takes around 14%

of the LUTs and 6% of the BRAMs, while the CAPI 2.0

interface logic implementation takes up around 21% of the

LUTs and 26% of the BRAMs. Multi-unit designs can share

TABLE I
RESOURCE UTILIZATION OF DESIGN COMPONENTS

Resource LUTs BRAMs Flip-Flops

One engine 56K(14.2%) 42(5.8%) 37K(4.7%)
CAPI2 interface 82K(20.8%) 187(26%) 119K(10%)
Total 138K(35%) 229(31.8%) 116K(14.7)

TABLE II
BENCHMARKS USED AND THROUGHOUT RESULTS

Files:
Original

size (MB)
Compression

ratio
CPU FPGA

Matrix 771.3 2.75 0.74 GB/s 4.8 GB/s
Wiki 953.7 1.97 0.53 GB/s 5.7 GB/s

TPC-H 54.1 3.86 1.05 GB/s 2.2 GB/s

the CAPI 2.0 interface logic between all the decompressors,

and thus can support up to 5 engines in such device.

The design performance was evaluated on a set of com-

pressed files (Table II) including matrix data (Matrix),

text (Wiki), and table (TPC-H). The FPGA design was

compared with a software implementation running on the

POWER9 CPU. The results show that the throughput of the

proposed method reaches upto 5.7GB/s which is around an

order of magnitude larger than a single-threaded implementa-

tion on the POWER9 processor. Two of these decompressor

engines, operating on independent streams, can saturate a PCIe

Gen4 or CAPI 2.0 x8 interface, utilizing less than a third of

the available resources, and the design is efficient enough to

easily support data rates for an OpenCAPI 3.0 x8 interface.
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