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Summary

Probabilistic or Bayesian modeling plays a fundamental role in engineering and science,

providing a framework for integrating noisy measurements with predictive models through

probability distributions. While probabilistic methods have many benefits, such as recur-

sive estimation and uncertainty quantification, they often come with substantial memory

and compute requirements. Computational challenges are particularly pronounced in

large-scale settings, where data sets contain a high number of measurements, and for

high-dimensional problems, which require exponentially many parameters to describe

probability distributions. These scenarios can suffer from the curse of dimensionality, which

requires exponentially growing computing resources, making conventional approaches

computationally intractable.

This dissertation addresses computational challenges by leveraging tensor networks

(TNs) to develop computationally efficient probabilistic algorithms. TNs, also known as

tensor decompositions, extend matrix decomposition to higher dimensions by representing

large multidimensional arrays, i.e., tensors, in a compact, decomposed format, defined by

TN components and TN ranks. Under the assumption of low-rank structure, TNs enable

efficient storage and computation, making large-scale and high-dimensional problems

more tractable, even on resource-constrained hardware such as conventional laptops. The

focus of this work is on scalable solutions for Bayesian estimation problems involving

Gaussian distributions and exact inference, including recursive filtering and Gaussian

process (GP) regression. The three main contributions of this dissertation each address a

specific challenge in this domain, demonstrating how TNs and probabilistic modeling can

benefit from each other.

The first contribution presents an algorithm to compute a low-rank tensor approxima-

tion in terms of a low-rank TN by solving a Bayesian inference problem. By treating the TN

components as Gaussian random variables with prior distributions and dividing the overall

inference problem into subproblems, the posterior distributions of the TN components

are computed sequentially. This approach provides a probabilistic interpretation of the

iterative algorithm, called alternating linear scheme (ALS), commonly used to compute

low-rank TNs. The tensor represented by the low-rank TN can be computed from the joint

posterior of all TN components, providing a mean estimate together with a measure for

uncertainty quantification. The ALS in a Bayesian framework allows for the integration

of prior application-specific knowledge and consideration of the measurement noise. In

addition, it enables uncertainty quantification for the low-rank tensor estimate. In this

context, the conventional ALS can be seen as a special case of the ALS in a Bayesian frame-

work, where each subproblem is solved with an uninformative prior. The computational

cost is in the same range as for the conventional ALS, only the memory requirements have
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an additional term for the covariance matrices of the TN components that need to be stored.

The second contribution addresses the loss of positive (semi-) definiteness in TN-based

Kalman filtering. While the state-of-the-art TN Kalman filter (TNKF) enables logarithmic

compression of computational and storage requirements in high-dimensional recursive

estimation problems, a required TN-specific operation, called rounding, can cause filter

divergence. This is because covariance matrices represented as TNs can lose positive (semi-)

definiteness after rounding is applied. Positive (semi-) definiteness is only guaranteed in a

special case where all TN ranks are chosen to be equal to one, which limits the accuracy of

the covariance matrix representation. To resolve this issue, this contribution implements

the square root formulation of the Kalman filter in TN format, the tensor network square-

root Kalman filter (TNSRKF). In this context, mean estimates and square root covariance

matrices are represented as low-rank TNs and updated in TN format, using the ALS for

each iteration of the filter. While this approach has similar computational complexity to

the TNKF, it does not run into problems related to positive (semi-) definiteness, because it

computes the square root covariance factors instead of the covariance matrix directly. The

TN ranks of the square root covariance factors are not restricted, such that the covariance

matrix can be represented with higher accuracy than in the TNKF without the risk of losing

positive (semi-) definiteness. The TNSRKF is applied to online GP regression, which in this

context corresponds to the measurement update of Kalman filter. While standard online

GP for high-dimensional inputs using a product kernel requires an exponential amount of

compute, the TNSRKF reduces the compute to be linear in the dimensionality of the problem.

The third contribution presents an application of large-scale probabilistic modeling

in the field of sensor fusion: constructing scalable magnetic field maps in 3D with GP

regression. Spatial variations in the ambient magnetic field, which are e.g. caused by

ferromagnetic materials present in building materials, can be used for localization algo-

rithms in indoor areas. GP regression has many benefits for modeling magnetic fields and

building magnetic field maps since it allows for the incorporation of physical knowledge

and provides a map estimate alongside an uncertainty which is necessary for probabilistic

localization algorithms. However, GP regression in its standard setting has a cubic compu-

tational complexity with respect to the number of data points, limiting its usage to small

data sets. This contribution builds on the structured kernel interpolation (SKI) framework,

a scalable GP technique that approximates the kernel function with a grid-based interpola-

tion strategy. SKI with derivatives (D-SKI) is incorporated into the scalar potential model

for magnetic field modeling, enabling the efficient computation of large-scale magnetic

field maps. This is achieved by exploiting Kronecker algebra in Krylov subspace methods to

accelerate matrix-matrix multiplications during GP training and inference. Although using

Kronecker algebra is not strictly a TN method, it is closely related, as both approaches

exploit underlying structure to improve computational efficiency. In this way, large-scale

magnetic field maps can be computed with a computational complexity that is linear in the

number of data points.
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Samenvatting

Probabilistische of Bayesiaanse modellen spelen een cruciale rol in de techniek en in de

wetenschap, omdat ze de kansverdeling van ruisgevoelige metingen kunnen integreren in

voorspellende modellen. Hoewel probabilistische methoden veel voordelen bieden, zoals

recursieve schattingen en onzekerheidskwantificatie, kosten deze vaak veel geheugen en

rekenkracht. De computationele uitdagingen zijn vooral uitgesproken in toepassingen

waar veel data voor nodig is, en bij hoog-dimensionale problemen, waarvoor exponentieel

veel parameters nodig zijn om verdelingen te beschrijven. Deze scenario’s kunnen lijden

onder de zogeheten “curse of dimensionality”, wat betekent dat er een exponentieel groei-

ende rekenkracht nodig is, waardoor traditionele benaderingen computationeel onhaalbaar

worden.

Dit proefschrift pakt computationele uitdagingen aan door gebruik te maken van tensor-

netwerken (TNs) om computationeel efficiënte probabilistische algoritmen te ontwikkelen.

TNs, ook wel tensor decompositions genoemd, breiden matrix decomposities uit naar

hogere dimensies door grote multidimensionale arrays, d.w.z. tensors, op een compacte

manier weer te geven. Onder de aanname van een lage-rangstructuur maken TNs effi-

ciënte opslag en berekeningen mogelijk, waardoor grootschalige en hoog-dimensionale

problemen beter hanteerbaar worden, zelfs op hardware met beperkte middelen zoals

conventionele laptops. Dit werk focust op schaalbare oplossingen voor Bayesiaanse schat-

tingsproblemen met Gaussiaanse verdelingen en exacte inferentie, waaronder recursieve

filtering en Gaussian Process (GP) regressie. De drie belangrijkste contributies van dit

proefschrift behandelen elk een specifieke uitdaging binnen dit domein en tonen aan hoe

TNs en probabilistisch modelleren elkaar kunnen versterken.

De eerste bijdrage presenteert een algoritme om lage-rang tensorbenaderingen te

berekenen in termen van een lage-rang TN door het oplossen van een Bayesiaans infe-

rentieprobleem. Door de TN-componenten te beschouwen als willekeurige Gaussiaanse

variabelen met een prior verdeling, en het totale inferentieprobleem op te splitsen in

deelproblemen, worden de posterior verdelingen van de TN-componenten sequentieel be-

rekend. Deze benadering biedt een probabilistische interpretatie van het bekende iteratieve

algoritme “alternating linear scheme"(ALS), dat vaak wordt gebruikt voor het berekenen

van lage-rang TNs. De tensor die door de lage-rang TN wordt weergegeven kan wor-

den berekend vanuit de gezamenlijke posterior van alle TN-componenten, wat zowel een

schatting van het gemiddelde oplevert als een maat voor de onzekerheid. De ALS in een

Bayesiaans kader maakt het mogelijk om toepassingsspecifieke voorkennis te integreren

en rekening te houden met meetruis. Bovendien maakt dit onzekerheidskwantificatie

mogelijk voor de lage-rang tensorbenadering. In deze context kan de conventionele ALS

worden opgevat als een speciaal geval van de ALS in een Bayesiaans kader, waarin elk

deelprobleem wordt opgelost met een niet-informerende prior. De computationele kosten
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zijn gelijk aan die van de conventionele ALS; alleen de geheugeneisen nemen toe door de

noodzaak om covariantiematrices van de TN-componenten op te slaan.

De tweede bijdrage behandelt het verlies van positieve (semi-) definietheid in TN

gebaseerde Kalman-filtering. Hoewel de geavanceerde TN Kalman-filter (TNKF) logarit-

mische compressie mogelijk maakt van reken- en opslagvereisten in hoog-dimensionale

recursieve schattingsproblemen, kan een vereiste TN-specifieke bewerking, genaamd af-

ronding, leiden tot divergentie van het filter. Dit komt doordat covariantiematrices die

als TNs worden weergegeven hun positieve (semi-) definietheid kunnen verliezen na het

toepassen van afronding. Positieve (semi-) definietheid is alleen gegarandeerd wanneer

alle TN-rangen gelijk aan één worden gekozen, wat de nauwkeurigheid van de covarian-

tiematrixrepresentatie beperkt. Om dit probleem op te lossen wordt in deze bijdrage de

vierkantswortelformulering van het Kalman-filter geïmplementeerd in TN-formaat: de

“Tensor Network Square-Root Kalman Filter” (TNSRKF). In dit kader worden verwachtings-

waarden en vierkantswortel-covariantiematrices voorgesteld als lage-rang TNs en bij elke

iteratie van het filter geüpdatet in TN-formaat met behulp van ALS. Hoewel deze aanpak

vergelijkbare computationele complexiteit heeft als de TNKF, treden er geen problemen op

met betrekking tot positieve (semi-) definietheid, aangezien de vierkantswortelfactoren

van de covariantie worden berekend in plaats van de matrix zelf. De TN-rangen van deze

vierkantswortelfactoren zijn niet beperkt, zodat de covariantiematrix nauwkeuriger kan

worden voorgesteld dan in de TNKF, zonder het risico op verlies van positieve (semi-)

definietheid. De TNSRKF wordt toegepast op online GP regressie, wat in deze context

overeenkomt met de meetupdate van het Kalman-filter. Terwijl standaard online GP voor

hoog-dimensionale ingangssignalen met een product kernel een exponentiële hoeveelheid

berekeningen vereist, reduceert de TNSRKF dit tot een lineaire afhankelijkheid van de

dimensionaliteit.

De derde bijdrage presenteert een toepassing van grootschalige probabilistischemodelle-

ring op het gebied van sensorfusie: het construeren van schaalbare magnetisch-veldkaarten

in 3D met behulp van GP regressie. Ruimtelijke variaties in het magnetisch veld, die

bijvoorbeeld worden veroorzaakt door ferromagnetische materialen in de constructies

van gebouwen, kunnen worden gebruikt voor lokalisatiealgoritmen in binnenomgevin-

gen. GP regressie biedt veel voordelen voor het modelleren van magnetische velden en

het opbouwen van magnetisch-veldkaarten, omdat het de integratie van fysische ken-

nis mogelijk maakt en naast een kaartschatting ook een onzekerheidsmaat levert, wat

essentieel is voor probabilistische lokalisatiealgoritmen. Standaard GP regressie heeft

echter een computationele complexiteit die kubisch schaalt met het aantal metingen, wat

het gebruik beperkt tot kleine datasets. Deze bijdrage bouwt voort op het “structured

kernel interpolation” (SKI) raamwerk, een schaalbare GP-techniek die de kernelfunctie

benadert met een raster-gebaseerde interpolatiestrategie. SKI met afgeleiden (D-SKI) wordt

geïntegreerd in het scalair potentiaalmodel voor het modelleren van magnetische vel-

den, waardoor efficiënte berekening van grootschalige magnetisch-veldkaarten mogelijk

wordt. Dit wordt bereikt door gebruik te maken van Kronecker-algebra, in combinatie met

Krylov-subruimtemethoden om matrix-matrixvermenigvuldigingen tijdens GP-training

en -inferentie te versnellen. Hoewel het gebruik van Kronecker-algebra niet strikt een
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TN methode is, is het er nauw mee verwant, aangezien beide benaderingen gebruikma-

ken van onderliggende structuur om de rekenefficiëntie te verbeteren. Op deze manier

kunnen grootschalige magnetisch-veldkaarten worden berekend met een computationele

complexiteit die lineair schaalt met het aantal metingen.
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1.1 Probabilistic algorithms and their scalability
challenges

When NASA embarked on the Apollo program in the 1960s, the mission to land astronauts

on the Moon required highly accurate, real-time onboard navigation [10]. Since space travel

has a very small tolerance for error, traditional methods were inadequate. The Kalman

filter [16], introduced by Rudolf E. Kalman in 1960, was identified by Stanley F. Schmidt at

NASA Ames Research Center as a potential solution to the Apollo program’s navigation

challenges. The Kalman filter could merge noisy sensor data with predictive models based

on probability distributions to provide real-time updates of the spacecraft’s position and

velocity. To ensure numerical stability on the limited 15-bit fixed-point Apollo Guidance

Computer, James E. Potter introduced a square-root filtering method, enabling reliable

computation of the Kalman filter’s equations during the mission [10]. The navigation

system of the Apollo program is a notable example of where probabilistic algorithms made

a crucial difference. Since then, probabilistic, also called Bayesian modeling has been used

in many fields of engineering and science, including learning systems [3, 13, 18, 27], inertial

navigation [11], motion capture [12, 19], target tracking [1], autonomous navigation [35],

and brain imaging [9].

Probabilistic modeling uses probability distributions to represent uncertainty in data

and in model predictions. This allows for merging prior information and measurements,

enabling, e.g. recursive or online estimation. The benefits of online estimation include

the following. Firstly, the ability to process data "on the go" without relying on future

data enables real-time decision-making. Secondly, retraining a model from scratch when

new data becomes available can be avoided because the information is retained in prior

estimates, which can be updated with new measurements. Thirdly, probabilistic modeling

offers uncertainty quantification, which makes algorithms more robust and reliable and is

useful, e.g. for safety-critical applications.

Figure 1.1 showcases an exemplary application of probabilistic modeling, where both

the recursive property as well as uncertainty estimation are leveraged: building spatial

maps from measurements recursively with Gaussian process (GP) regression [27]. Figure

1.1(a) shows simulated synthetic measurements of magnetic field anomalies computed at

2D coordinates along a spiral-shaped path, where the color corresponds to the magnitude

of the anomalies. A map of the magnetic field anomalies is built from the measurements by

training a GP model that maps the 2D coordinates to the measurements and computing GP

predictions over the whole 2D space, as visualized in Figure 1.1(b). The map is recursively

updated by treating the map from the previous time step as a prior and combining it with

a new measurement. GP regression computes a predictive distribution for new inputs

in terms of a mean and covariance. The GP map, therefore, consists of a magnetic field

mean estimate together with uncertainty information. Figure 1.1(b) at 𝑡 = 40 and 𝑡 = 150

shows that close to the measurements, the predictions are more certain, and the certainty

decreases with the distance to the measurement locations. Over time, when measurements

are collected over a larger area (see Figure 1.1 at t=600), the map becomes more certain

overall.
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Figure 1.1: Recursive map prediction from simulated synthetic measurements of magnetic field anomalies. (a)

shows the magnitude of 3D magnetic field anomaly measurements in three instances in time, where the number of

available measurements grows over time. The colors correspond to the intensity of the magnetic field anomalies.

(b) shows a map of the magnetic field anomalies computed by interpolating the 3D magnetic field measurements

over the spatial area of interest with GP regression. The magnitude of the three magnetic field components,

computed as GP predictions, is shown. The predictive mean is visualized in terms of the map’s magnetic field

magnitude. The predictive variance of the predictive distribution is visualized in terms of map transparency,

where higher transparency means higher map uncertainty.

Figure 1.2: (a) Depiction of a large-scale problem where a large number of measurements 𝑁 is collected and the

involved distributions are estimated over time. (b) Depiction of a high-dimensional problem where distributions

have exponentially many parameters caused by the dimensionality 𝐷 of the problem.
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Figure 1.1 is an example where the input dimension 𝐷 to the GP is 2, i.e. 𝑥− and 𝑦−

spatial coordinates, and the number of measurements is 𝑁=600. However, there are many

related problems where 𝑁 or 𝐷 are large, referred to as large-scale and high-dimensional

problems, respectively. An example of a large-scale problem is when a sensor collects data

at a high sampling rate and the distributions need to be updated accordingly (see Figure 1.2

(a)). An example of a high-dimensional problem is to consider a time series where the input

is a combination of multiple previous inputs and/or outputs, which requires the number of

parameters to describe the distributions of interest to be large (see Figure 1.2(b)).

This thesis studies probabilistic algorithms where 𝑁 and/or 𝐷 are large, resulting in

computational challenges. To illustrate them, consider a Bayesian estimation problem,

based on [27, 33], that the problems presented in this thesis can be cast into.

We are interested in modeling a nonlinear function 𝑓 (𝐱) by estimating parameters 𝐰

from a parametric model given by

𝑦 = 𝑓 (𝐱)+𝜖

= 𝝓(𝐱)
⊤
𝐰+𝜖, 𝜖 ∼ (0,𝜎

2

𝑦
), 𝐰 ∼ (𝐰0,𝐏0),

(1.1)

where 𝑦 is a measurement, 𝐱 is an input to the nonlinear function 𝑓 (𝐱), 𝝓(𝐱) is a feature

map that maps an input into a feature space of size 𝑀 , and  (⋅, ⋅) denotes a Gaussian

distribution with a specified mean and variance. The measurement noise 𝜖 is zero-mean

and has a noise variance 𝜎
2

𝑦
, and 𝐰 ∼  (𝐰0,𝐏0) denotes the prior distribution on the

parameters with prior mean 𝐰0 and prior covariance 𝐏0.

Given (1.1) with the Gaussian assumption of the noise and prior weights, and a set of 𝑁

data points 𝐗 = 𝐱1, 𝑥2,… ,𝐱𝑁 and 𝐲 = 𝑦1,𝑦2, ...,𝑦𝑁 , the posterior distribution for the weights

can be computed with

𝑝(𝐰 ∣ 𝐲) ∼ (𝐰0+𝐏0𝚽
⊤
(𝚽𝐏0𝚽

⊤
+𝜎

2

𝑦
𝐈

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑁×𝑁

)
−1
(𝐲−𝚽𝐰0), 𝐏0−𝐏0𝚽

⊤
(𝚽𝐏0𝚽

⊤
+𝜎

2

𝑦
𝐈

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑁×𝑁

)
−1
𝚽𝐏0),

(1.2)

where 𝚽 ∈ ℝ
𝑁×𝑀

contains row-wise 𝝓(𝐱1),𝝓(𝐱2), ...,𝝓(𝐱𝑁 ). The main bottleneck of comput-

ing (1.2) is storing and inverting the 𝑁 ×𝑁 matrix, which has a storage and computational

complexity of (𝑁 2
) and (𝑁 3

), respectively. An alternative formulation of (1.2) after

applying a matrix inversion lemma is given by

𝑝(𝐰 ∣ 𝐲) ∼ (𝐰0+(𝚽
⊤
𝚽+𝜎

2

𝑦
𝐏
−1

0

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑀×𝑀

)
−1
𝚽
⊤
(𝐲−𝚽𝐰0), 𝜎

2

𝑦
(𝚽

⊤
𝚽+𝜎

2

𝑦
𝐏
−1

0

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑀×𝑀

)
−1
), (1.3)

where it is necessary to store and invert a matrix of size 𝑀 ×𝑀 , such that the required

storage and computational complexity are (𝑀2
) and (𝑀3

), respectively. It is possible to

compute (1.3) recursively [28] at a computational cost of (𝑀2
) per recursion.

Depending on the size of 𝑀 or 𝑁 , either (1.2), (1.3) or both can become intractable: On the

one hand, computing (1.2) can become a computational bottleneck when the number of

measurements 𝑁 is large. On the other hand, computing (1.3) can become unfeasible when

the number of features 𝑀 is large, which is typically the case when 𝐷 is large. Problems
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where both 𝑁 and 𝐷 are large are the most challenging because both formulations to solve

(1.1) can become a computational bottleneck.

This thesis focuses on tensor networks as a tool to develop scalable probabilistic

algorithms for large-scale and high-dimensional problems, alleviating the computational

challenges mentioned in this section.

1.2 Tensor networks: A tool for scalability
Tensors are a generalization of scalars, vectors, and matrices to higher dimensions. While,

for example, a matrix is a two-dimensional array with two indices (rows and columns), ten-

sors are represented as multi-dimensional arrays that encode data across multiple indices.

When decomposing high-dimensional tensors into a network of smaller, interconnected

tensors, a tensor network (TN) (interchangeably used with tensor decomposition) is formed.

This can be seen as the generalization of matrix decompositions to higher dimensions.

While, for example, the singular value decomposition (SVD) identifies the most significant

features of a matrix, a TN captures the essential information of a multi-dimensional array.

Thus, tensor decompositions can be interpreted as an SVD extended to higher dimensions.

TNs provide a framework to solve large-scale and high-dimensional problems (see Figure

1.2) in an efficient way. Thus, TNs can be used to solve Bayesian estimation problems as

given by (1.1) for both large 𝑁 and 𝐷.

The following sections offer a high-level and accessible introduction to TN, showcasing

examples that highlight why TNs are a tool for scalability. More technical and mathematical

details can be found in Sections 2.2 and 3.3, and in references therein, e.g. [17] and [5].

First, the generalization of low-rank matrix decomposition to low-rank TNs is described.

Then, it is shown how efficient storage and computations are enabled by low-rank TNs.

1.2.1 From low-rank matrix decompositions to low-rank TNs
The efficient representation of TNs enables efficient storage and computation and is thus the

key characteristic that makes TNs a tool for scalability. There is, however, a key assumption

that needs to be fulfilled in order to enable the scalability of TNs: the low-rank assumption

[5, 30]. Before explaining what low-rank TNs are, consider again a matrix case. A truncated

SVD, depicted in Figure 1.3(a), is a low-rank approximation of a matrix 𝐀 ∈ ℝ
𝐼×𝐽

that consid-

ers only the dominant 𝑅 singular values, where 𝑅 is the rank of the matrix decomposition.

The aproximation of 𝐀 is then computed with 𝐔𝐒𝐕
⊤
where 𝐔 ∈ ℝ

𝐼×𝑅
,𝐕 ∈ ℝ

𝐽 ×𝑅
are the or-

thonormal matrices and 𝐒 ∈ ℝ
𝑅×𝑅

contains the dominant singular values. Generalizing the

matrix case, a low-rank approximation of a 𝐷th order tensor T ∈ ℝ
𝐼1×𝐼2×⋯×𝐼𝐷

can be repre-

sented by a low-rank tensor decomposition, which has multiple so-called TN ranks. Figure

1.3(b) shows an exemplary TN architecture called tensor train (TT) decomposition [24] for

𝐷 = 3 consisting of TN components T (1)
∈ ℝ

𝑅1×𝐼1×𝑅2
,T (2)

∈ ℝ
𝑅2×𝐼2×𝑅3

,T (3)
∈ ℝ

𝑅3×𝐼3×𝑅4
with

TN ranks 𝑅1,𝑅2, ...,𝑅𝐷+1.

A graphical notation for tensors and TNs, called Penrose graphical notation [4, 26],

allows visualizing how the ranks connect the components and how 𝐀 and T can be recon-

structed from their respective matrix and tensor decomposition. As shown in Figure 1.4,
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Figure 1.3: (a) Depiction of a low-rank matrix decomposition of matrix 𝐀 (gray rectangle), in terms of a truncated

singular value decomposition 𝐔𝐒𝐕
⊤
, where the yellow and red rectangles represent the orthonormal matrices

𝐔,𝐕 and the light grey square represents the matrix 𝐒 containing the singular values. (b) Depiction of a low-rank

tensor decomposition of 3rd order tensor T , in terms of a TT with TT-cores T (1)
,T (2)

,T (3)
.

Figure 1.4: Visual depiction in terms of the Penrose graphical notation of a truncated SVD and TT of a 3rd order

tensor. (a) The matrices involved in the SVD are depicted as nodes with two edges, corresponding to the row

and column indices. The connected edges represent the summation over the shared index, as defined in (1.4).

The free indices 𝐼 and 𝐽 correspond to the size of 𝐀. (b) The TT components are third-order tensors and are thus

represented as a node with three edges. Note that the first and last components have only two edges because, by

definition, 𝑅1 = 𝑅𝐷+1 = 1 and edges equal to 1 are usually not depicted. The connected edges correspond to the

summation over multiple indices as defined in (1.5), and the free edges 𝐼1, 𝐼2, 𝐼3 correspond to the size of T .

a matrix, e.g. 𝐔, is depicted as a node with two edges, representing the row and column

index, while a tensor has as many edges as its order, e.g. third order tensor T (2)
has three

edges. Connected edges represent a summation, also called contraction, over indices, and

free edges correspond to the size of the matrix or tensor that is represented by the matrix

or tensor decomposition.

Figure 1.4(a) corresponds to the matrix-matrix-multiplications computed by summing

over the shared index 𝑟 of size 𝑅 such that the (𝑖, 𝑗)th entry of 𝐀 is given by

𝐀(𝑖, 𝑗) =

𝑅

∑

𝑟=1

𝐔(𝑖, 𝑟)𝐒(𝑟, 𝑟)𝐕(𝑟, 𝑗). (1.4)

In a similar way, Figure 1.4(b) corresponds to summing over all TN ranks such that

each entry of T can be computed with

T (𝑖1,… , 𝑖𝑑 ,… , 𝑖𝐷) =

𝑅1

∑

𝑟1=1

⋯

𝑅
𝑑

∑

𝑟
𝑑
=1

⋯

𝑅𝐷+1

∑

𝑟𝐷+1=1

T (1)
(𝑟1, 𝑖1, 𝑟2)⋯T (𝑑)

(𝑟𝑑 , 𝑖𝑑 , 𝑟𝑑+1)⋯T (𝐷)
(𝑟𝐷, 𝑖𝐷, 𝑟𝐷+1),

(1.5)

where by definition 𝑅1 = 𝑅𝐷+1 = 1, such that (1.5) sums only over the TN ranks that connect

the TN components.
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The TN ranks, which can be considered hyperparameters, need to be computed or

chosen. Formatrices, the Eckart-Young theorem states that the best low-rank approximation

of a matrix, in terms of minimizing the Frobenius norm or spectral norm, is given by its

truncated SVD [7]. For TNs such a theorem cannot be formulated because in general, they

do not have a single best rank-𝑅 approximation [6]. The choice of ranks is an important step,

as it determines the accuracy of the representation. Furthermore, it needs to be considered

that ranks can increase, for example, when TTs are summed together or multiplied with

each other. To counteract this growth and maintain the efficiency of the TT representation,

a tensor operation called TT-rounding can be applied [24]. This SVD-based algorithm

sweeps through the TT components and reduces the ranks according to a specified target

rank.

The impact of the ranks on storage requirements and computational complexity of a

TN-based algorithm will be further discussed in the next section.

1.2.2 Efficient storage and computations with TNs
When dealing with large-scale and high-dimensional data or models, there are usually two

main bottlenecks: the required storage is so large that the system exhausts its available

memory, or the computations take an excessive amount of time. Even when computations

are feasible, they require long computation times and powerful hardware, which in turn

impact the algorithm’s energy consumption and carbon footprint [29, 32]. This section

explores how TNs tackle these issues by reducing storage and computational complexity,

thus also leading to improved energy efficiency and a smaller carbon footprint. In fact, TNs

are considered a tool for so-called Green AI [21], which is an umbrella term introduced

by [29] for AI algorithms that view accuracy and efficiency as equally important, and

spotlights the importance of sustainability in AI research.

The key characteristic of low-rank TNs lies in their ability to store multiple smaller

tensors rather than relying on a single, large tensor. This decomposed format allows

for the computation of multiple smaller, more manageable operations by distributing the

computations across the TN components, see Figure 1.5.

To illustrate how TNs reduce storage and computational requirements, in the following,

we discuss two examples in which we quantify storage and computational complexities

with and without a TN representation. We use a TT representation, as defined in (1.5).

Suppose that we have a matrix 𝐀 of size 10
𝐷
×10

𝐷
, where 𝐷 = 5, as depicted in Figure

1.6(I)(a). Since the size of 𝐀 grows exponentially with 𝐷, it is called an exponentially

large matrix with a storage complexity of (10𝐷 ⋅ 10
𝐷
). Now consider a TT matrix (TTm)

[23] representation of 𝐀, denoted by A, consisting of 5 interconnected TTm-cores, as

depicted in Figure 1.6(II)(a). Each TTm-core is a 4th order tensor, A(𝑑)
∈ ℝ

𝑅
𝑑
×10×10×𝑅

𝑑+1 ,

𝑑 = 1,…,5 and for this example it is assumed that all ranks are equal to 𝑅. The number of

TTm-cores is the dimensionality 𝐷 of the representation. The storage complexity of the

TTm is (𝐷 ⋅ 10 ⋅ 10 ⋅ 𝑅
2
), so linear in 𝐷 as opposed to the storage complexity of 𝐀, which

is exponential in 𝐷. The accuracy of the representation depends on the ranks 𝑅, and, as
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discussed in Section 1.2.1, efficient storage relies on the low-rank assumption.

Figure 1.5: Storage and computations with and without TNs. The key characteristic that enables the storage of

and computation with exponentially large tensors lies in storing multiple smaller tensors and performing multiple

smaller operations, respectively.

Now consider a matrix-vector multiplication between the 10
𝐷
×10

𝐷
matrix 𝐀 with a

10
𝐷
×1 vector 𝐱, as depicted in Figure 1.6(I)(b). The computational complexity of this opera-

tion is(10𝐷 ⋅ 10𝐷), so exponential in𝐷. In TT format, the matrix-vector multiplication can

be represented by the TN in Figure 1.6(II)(b), where 𝐱 is represented by a TT with TT-cores

X (1)
,X (2)

,… ,X (5)
. Instead of summing over one shared index of size 10

𝐷
like in the case

without TNs, shared indices and ranks are summed over in a sequential core-by-core

fashion. The computational complexity is given by (𝐷 ⋅ 10 ⋅ 10 ⋅ 𝑅
4
), which is linear in 𝐷.

This allows for efficient computations under the assumption that the TT representations

are low-rank. As mentioned in Section 1.2.1, after multiplying TTs with each, the ranks

can increase, such that TT-rounding needs to be applied to keep the representation efficient.

In summary, the two examples above illustrate how TNs achieve what can be described

as logarithmic compression, enabling both the storage of and computation with an exponen-

tially large matrix using only linear complexity in𝐷. This stands in contrast to the so-called
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Figure 1.6: (a) Storage complexity of a matrix and (b) computational complexity of a matrix-vector multiplication

(I) with and (II) without TNs for examples with 𝐷 = 5.
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Figure 1.7: Depiction of the curse of dimensionality, where the storage (floppy disk symbol) and computational

complexity (calculator symbol) grow exponentially with the dimensionality of the problem 𝐷 (cube with arrows

symbol) versus logarithmic compression where the complexities grow linear with 𝐷.

curse of dimensionality [25], which causes an exponential demand in computational and

storage requirements as 𝐷 grows (see Figure 1.7).

1.3 Contributions of this thesis
The previous two sections have highlighted challenges within the research field of proba-

bilistic modeling, particularly concerning scalability for large-scale and high-dimensional

Bayesian estimation problems. In addition, TNs have been introduced as a tool for scala-

bility and, thus, a promising approach to address these issues. All contributions involve

large-scale and/or high-dimensional probabilistic estimation problems that are tackled

with TNs, and the overall thesis goal is summarized as follows.

Thesis goal: Develop scalable methods for probabilistic modeling in large-scale

and/or high-dimensional settings using efficient storage and computations enabled

by TNs.

To achieve the thesis goal, the different chapters of this thesis present contributions

in terms of papers that contribute to the overall goal. For each contribution, a context is

provided, followed by highlighting the novelty of the contribution. Note that the notation

in this section can be different from the notation used in the chapters for the purpose of

connecting equations between contributions.

We start by applying a Bayesian framework to a well-known TN-based algorithm, the

alternating least squares or alternating linear scheme (ALS), e.g. [14]. In a TN context,

the ALS is an established algorithm for computing a low-rank approximation of a tensor

 ∈ ℝ
𝐼×𝐼×⋯×𝐼

, solving a problem given by

min

G(1)
,⋯,G(𝑑)

,⋯,G(𝐷)

‖𝐲− 𝐲̂‖, s.t. 𝐲̂ being a low-rank TN

with TN components G(1)
,⋯ ,G(𝑑)

,⋯ ,G(𝐷)
,

(1.6)

where 𝐲 ∈ ℝ
𝐼
𝐷

and 𝐲̂ ∈ ℝ
𝐼
𝐷

are vectorized Y and
̂Y , respectively. Each TN component G(𝑑)

is first initialized and then updated sequentially by solving a least squares problem given
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by

min

𝐠
(𝑑)

‖𝐲−𝐔⧵𝑑𝐠
(𝑑)
‖
2

2
, (1.7)

where 𝐔⧵𝑑 is an orthogonal matrix computed from all TN components except the 𝑑th

(denoted by the subscript ⧵𝑑), 𝐠
(𝑑)

is the 𝑑th vectorized TN component.

Contrary to the conventional ALS, where all subproblems (1.7) are solved without

regularization, we solve a Bayesian inference problem for each update. We put a prior on

each TN component 𝐠
(𝑑)

∼ (𝐦
(𝑑)

0
,𝐏

(𝑑)

0
) and compute a posterior distribution for each TN

component 𝑝(𝐠
(𝑑)

∣ {𝐠
(𝑖)
}𝑖≠𝑑 ,𝐲). Solving a Bayesian inference problem leads to turning (1.7)

into a weighted least squares optimization problem given by

min

𝐠
(𝑑)

‖𝐲−𝐔⧵𝑑𝐠
(𝑑)
‖
2

𝜎
−2

𝑦
𝐈
+‖𝐠

(𝑑)
‖
2

(𝐏
(𝑑)

0
)
−1
, (1.8)

where 𝜎
2

𝑦
is the variance of the measurement noise. Thus, the first contribution of this

thesis can be summarized as follows.

newline
Development of a Bayesian ALS algorithm: We approach

the low-rank tensor approximation problem from a Bayesian

perspective by treating all TN components as Gaussian random

variables with a prior mean and covariance, and solving mul-

tiple sequential Bayesian inference problems to compute the

components of a TN in terms of a posterior distribution.

newline

A central assumption in the first contribution is that the TN components are treated as

Gaussian random variables such that also their posterior distributions 𝑝(𝐠
(𝑑)

∣ {𝐠
(𝑖)
}𝑖≠𝑑 ,𝐲)

are Gaussians. We are, however, often not interested in the posterior distributions of the

TN components themselves, but in the low-rank tensor estimate
̂Y and its uncertainty. A

limitation is that the distribution for the tensor approximation is not Gaussian because it is

reconstructed in a nonlinear way from the TN components.

One way to solve this issue is by treating only one of the TN components as stochastic

and all others as deterministic when reconstructing the tensor approximation from its TN

components. We explore this in [20, 22] in terms of an ALS in a Bayesian framework for the

computation of the posterior model weights in (1.1). When we applied this approach in an

online scenario, however, primary experiments showed that the uncertainty on the weights

is highly underestimated and causes the covariance matrices in the online algorithm to

lose positive definiteness.

The findings of the first contribution and [20, 22] inspired us to adopt a different

perspective. Instead of treating each TN component as a probability distribution, in the

second contribution, we use TNs to approximate the mean and square root covariance

factors of probability distributions. We consider the recursive version of the Bayesian

estimation problem (1.1), corresponding to solving the weighted least squares problem

given by

min
𝐰𝑡

‖𝑦𝑡 −𝝓
⊤

𝑡
𝐰𝑡 ‖

2

𝜎
−2

𝑦
𝐈
+‖𝐰𝑡 ‖

2

𝐏
−1

𝑡−1

, (1.9)
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where 𝑦𝑡 , 𝝓𝑡
and 𝐰𝑡 are the measurement, features, and weights at time 𝑡, and 𝐏𝑡−1 is

the covariance matrix from the previous time step. Solving (1.9) leads to the standard

equation for the measurement update of the Kalman filter [28]. As mentioned in Section

1.1, updating the weight estimate and its covariance for a high-dimensional problem results

in a computational complexity that is exponential in 𝐷. In TN format, the TN Kalman filter

[2] achieves logarithmic compression of computational complexity, but introduces the

possibility of loss of positive (semi-) definiteness due to a tensor-specific operation, called

rounding. In the second contribution, we propose a square root Kalman filter formulation

in TN format that guarantees the covariance matrices to stay positive (semi-) definiteness.

We use the ALS as in (1.6) to compute an estimate for the weights 𝐰, as well as a square

root covariance factor. In this context, the tensor that is approximated corresponds to the

mean update in the Kalman filter measurement update equations. We approximate 𝐰̂𝑡 in

terms of TT-components W (1)

𝑡
,W (2)

𝑡
,… ,W (𝐷)

𝑡
by solving the optimization problem given

by

min

W(1)

𝑡
,W(2)

𝑡
,…,W(𝐷)

𝑡
,

‖𝐰𝑡 −𝐰̂𝑡 ‖,

with 𝐰̂𝑡 = 𝐰𝑡−1+𝐊𝑡(𝑦𝑡 −𝝓
⊤

𝑡
𝐰̂𝑡−1) s.t. being a low-rank TT,

(1.10)

where 𝐊𝑡 is the Kalman gain at time 𝑡. We adopt a similar strategy as in (1.10) to compute

the square root covariance factor update, which allows us to recursively update the covari-

ance matrix without running into positive definite issues like existing TN-based algorithms.

The second contribution is, therefore, summarized as follows.

newline

Solving the issue of loss of positive definiteness in tensor
network Kalman filtering: We propose a square root formu-

lation of the Kalman filter in TN format by using the ALS to

compute the mean and square root covariance in TN format

and apply it to high-dimensional online Gaussian process re-

gression.

newline

The final contribution of this thesis is an application in the field of sensor fusion that

tackles a large-scale magnetic field mapping problem, similar to Figure 1.1. As mentioned

in Section 1.1, building magnetic field maps with GP regression provides a mean estimate

of the map together with its uncertainty. Similar to [31, 34], we model the scalar potential

of a magnetic field 𝜑 at a 3D position 𝐩 with a GP given by

𝜑(𝐩) ∼  (0,𝜅(𝐩,𝐩
′
)) , (1.11)

where the GP’s mean function is set to zero and the kernel function 𝜅(𝐩,𝐩
′
) is the squared

exponential kernel to model only the magnetic field anomalies. The resulting derivative

model is then given by

𝐲 = −∇𝜑(𝐩)+𝝐, 𝝐 ∼ (𝟎,𝜎
2

𝐲
𝐈3), (1.12)

where 𝐩 is a 3D input location, 𝐲 is a 3D magnetic field measurement vector, 𝝐 is vector-

values noise with variance 𝜎
2

𝐲
.
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Given (1.11) and (1.12), the predictive distribution for 𝐟∗, i.e. the magnetic field vector

at a new location 𝐩∗, is given by the standard GP prediction equations [27, Chapter 3]

adapted to a derivative measurement model

𝔼[𝐟∗] = 𝜕
2
(𝐊∗,𝐟)(𝜕

2
(𝐊𝐟,𝐟)+𝜎

2

𝐲
𝐈3𝑁 )

−1

vec(𝐘
⊤

) ,

𝕍[𝐟∗] = 𝜕
2
(𝐊∗,∗)−𝜕

2
(𝐊∗,𝐟)(𝜕

2
(𝐊𝐟,𝐟)+𝜎

2

𝐲
𝐈3𝑁 )

−1

𝜕
2
(𝐊𝐟,∗),

(1.13)

where 𝐘 = [𝐲
⊤

1
𝐲
⊤

2
⋯𝐲

⊤

𝑁
] ∈ ℝ

𝑁×3
, and 𝜕

2
(𝐊𝐟,𝐟), 𝜕

2
(𝐊∗,𝐟) and 𝜕

2
(𝐊∗,∗) denote kernel matrices

computed as exemplified as follows. A 3 × 3 block in, e.g., 𝜕
2
(𝐊∗,𝐟) is computed with

∇𝐩∗
𝜅(𝐩∗,𝐩)∇

⊤

𝐩
, where ∇ denotes the gradient that is taken w.r.t. to the position vector

specified in the subscript.

In terms of computational complexities, (1.13) requires (3𝑁 3
). To compute (1.13) in a

more efficient way that scales linearly in 𝑁 , we use a combination of a kernel approxima-

tion technique called structured kernel interpolation with derivatives [8], and Kronecker

algebra to speed up matrix-vector multiplications, as described in Chapter 4, Section 4.2.

Note that Kronecker algebra is not directly a TN method, but it is closely related. In fact, a

TTm with all TT-ranks equal to 1 corresponds to a Kronecker product between matrices

[15]. The third contribution is summarized as follows.

newline

Application of structured kernel interpolation to mag-
netic field mapping. We compute scalable magnetic field

maps in 3D using magnetic field measurements as training data.

We incorporate structured kernel interpolation with derivatives

into the scalar potential model for magnetic field modeling, and

use Krylov subspace methods to make GP predictions with a

computational complexity that is linear in the number of data

points.

newline
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2
Alternating linear scheme

in a Bayesian framework for
low-rank tensor

approximation

Multiway data often naturally occurs in a tensorial format which can be approximately
represented by a low-rank tensor decomposition. This is useful because complexity can be
significantly reduced and the treatment of large-scale data sets can be facilitated. In this
contribution to the thesis, we find a low-rank representation for a given tensor by solving a
Bayesian inference problem. This is achieved by dividing the overall inference problem into
subproblems where we sequentially infer the posterior distribution of one tensor decomposition
component at a time. This leads to a probabilistic interpretation of the well-known iterative
algorithm alternating linear scheme (ALS). In this way, the consideration of measurement
noise is enabled, as well as the incorporation of application-specific prior knowledge and the
uncertainty quantification of the low-rank tensor estimate. To compute the low-rank tensor
estimate from the posterior distributions of the tensor decomposition components, we present
an algorithm that performs the unscented transform in tensor train format.

This chapter is based on� Clara Menzen, Manon Kok, Kim Batselier : Alternating linear scheme in a Bayesian

framework for low-rank tensor approximation, SIAM Journal on scientific Computing, 44(3), A1116-A1144,

2020 [24].
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2.1 Introduction
Low-rank approximations of multidimensional arrays, also called tensors, have become a

central tool in solving large-scale problems. The numerous applications include machine

learning (e.g. tensor completion [14, 37, 44], kernel methods [5, 36] and deep learning

[10, 26]), signal processing [3, 35], probabilistic modeling [21, 41], non-linear system iden-

tification [1, 13] and solving linear systems [12, 29]. An extensive overview of applications

can be found, e.g., in [9].

In many applications, an observed tensor Y ∈ ℝ
𝐼1×𝐼2×⋯×𝐼𝑁

can be represented with a

low-rank approximation Ylr, without losing the most meaningful information [8]. In the

presence of uncorrelated noise E , however, Y loses the low-rank structure. The observed

tensor can be modeled as

 = 
lr
(𝟏,2

,… ,
𝑁
)+, vec() ∼ (𝟎,𝜎

2
𝐈), (2.1)

where Ylr is a low-rank tensor decomposition (TD), which is a function of TD compo-

nentsG1,G2,… ,G𝑁 . Examples of TDs are the CANDECOMP/PARAFAC (CP) decomposition

[4, 15], the Tucker decomposition [38] and the tensor train (TT) decomposition [28]. We

model the vectorized noise vec(E) as Gaussian, where (𝟎,𝜎
2
𝐈) denotes a zero mean mul-

tivariate normal distribution with covariance matrix 𝜎
2
𝐈. The identity matrix is denoted by

𝐈 which in Equation (2.1) is of size 𝐼1𝐼2…𝐼𝑁 × 𝐼1𝐼2…𝐼𝑁 .

In this work, we solve a Bayesian inference problem to seek a low-rank TD Ylr, given

an observed noisy tensor Y . In general, TDs solve an optimization problem of the form

min

G1 ,G2 ,…,G𝑁

||Y −Ylr(G1,G2,… ,G𝑁 )||, (2.2)

There exist multiple methods to find a decomposition for a given tensor. The approach

that we are looking at in this contribution to the thesis is the well-known iterative method

alternating linear scheme (ALS). The ALS has been studied extensively and has successfully

been applied to find low-rank tensor decompositions. The ALS for the CP decomposition

is described in [11, 23], the Tucker decomposition is also treated in [23] and the ALS for

the TT decomposition is studied in [20, 32]. The ALS optimizes the sought tensor on a

manifold with fixed ranks [32, p. 1136]. Imposing the low-rank rank constraint is therefore

easy to implement by choosing the ranks in advance.

The CP, Tucker and TT decomposition are all multilinear functions of all the TD

components. This means that by assuming all TD components except the 𝑛th to be known,

the tensor becomes a linear expression in the 𝑛th component [11, p. 4]. In the ALS all

TD components are updated sequentially by making use of the TD’s multilinearity. Each

update step requires to solve a linear least squares problem given by

min
𝐠𝑛

||𝐲−𝐔⧵𝑛𝐠𝑛||F, (2.3)

where 𝐲 ∈ ℝ
𝐼1𝐼2…𝐼𝑁 ×1

and 𝐠𝑛 ∈ ℝ
𝐾×1

denote the vectorization of Y and G𝑛, respectively,

𝐾 being the number of elements in the 𝑛th TD component. The matrix 𝐔⧵𝑛 ∈ ℝ
𝐽 ×𝐾

is a
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function off all TD components except the 𝑛th, where 𝐽 is the number of elements in 𝐲,

and || ⋅ ||F denotes the Frobenius norm.

A drawback of the ALS is that it does not explicitly model the measurement noise E ,
which in real-life applications is usually present. In this work, we model the noise by

approaching the tensor decomposition in a Bayesian framework, treating all components as

probability distributions. In this way, finding a low-rank TD approximation can be solved

as a Bayesian inference problem: given the prior distributions of the TD components 𝑝(𝐠𝑖)

and the measurements 𝐲, the posterior distribution 𝑝({𝐠𝑖} ∣ 𝐲) can be found by applying

Bayes’ rule

𝑝 ({𝐠𝑖} ∣ 𝐲) =

likelihood

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

𝑝(𝐲|{𝐠𝑖})

prior

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

𝑝({𝐠𝑖})

𝑝(𝐲)

⏟⏞⏞⏟⏞⏞⏟

evidence

, (2.4)

where {𝐠𝑖} denotes the collection of all TD components 𝐠𝑖, for 𝑖 = 1,…,𝑁 . We assume that

the prior is Gaussian and, as in the ALS, we apply a block coordinate descent [25, p. 230].

This leads to a tractable inference for each substep.

Solving the low-rank tensor approximation problem in a Bayesian way has the fol-

lowing benefits. The assumptions on the measurement noise E are considered and the

uncertainty of each tensor decomposition component 𝐠𝑛 is quantified. Furthermore, prior

knowledge can be explicitly taken into account and the resulting low-rank tensor estimate

comes with ameasure of uncertainty. We illustrate the benefits with numerical experiments.

Our main contribution is to approach the low-rank tensor approximation problem from

a Bayesian perspective, treating all TD components as Gaussian random variables. This

results in a probabilistic ALS algorithm. We ensure numerical stability by incorporating the

orthogonalization step, present in the ALS algorithm for the TT decomposition, into the

probabilistic framework. In addition, we propose an algorithm to approximate the mean

and covariance of the low-rank tensor estimate’s posterior density with the unscented

transform in tensor train format. Our open-source MATLAB implementation can be found

on https://gitlab.tudelft.nl/cmmenzen/bayesian-als.

Related Work
Our work is related to inferring low-rank tensor decompositions with Bayesian methods for

noisy continuous-valued multidimensional observations. While most literature considers

either the CP or Tucker decomposition, our paper mainly focuses on the TT decomposition,

but is also applicable to CP and Tucker. Also, in contrast to our paper, the related work

mainly treats tensors with missing values. The main difference to the existing literature,

however, are the modeling choices. While the existing work proposes different methods to

perform approximate inference of the TD components, we make approximations that allow

us to have a tractable inference. This is because we take inspiration from the ALS and each

substep of the ALS has an analytical solution. Also, we assume that all TD components

https://gitlab.tudelft.nl/cmmenzen/bayesian-als
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are Gaussian random variables and that they are all independent. Thus, our method is

preferable when these assumptions can be made for a given application.

In [30], [31] and [39] inference is performed with Gibbs sampling, using Gaussian priors

for the columns of the CP decomposition’s factor matrices. Variational Bayes is applied

in [42] and [44]. The recovery of orthogonal factor matrices, optimizing on the Stiefel

manifold with variational inference is treated by [6]. The Bayesian treatment of a low-rank

Tucker decomposition for continuous data has been studied using variational inference

[7, 43] and using Gibbs sampling [19]. Furthermore, an infinite Tucker decomposition

based on a 𝑡-process, which is a kernel-based non-parametric Bayesian generalization of

the low-rank Tucker decomposition, is proposed by [40]. The first literature about the

probabilistic treatment of the tensor train decomposition using von-Mises-Fisher priors

on the orthogonal cores and variational approximation with evidence lower bound is

introduced by [17]. Recently, [18] published the probabilistic tensor decomposition toolbox

for MATLAB, providing inference with variational Bayes and with Gibbs sampling.

2.2 Tensor basics and notation
An 𝑁 -way tensor Y ∈ ℝ

𝐼1×𝐼2×⋯×𝐼𝑁
is a generalization of a vector or a matrix to higher

dimensions, where 𝑁 is often referred to as the order of the tensor. We denote tensors by

calligraphic, boldface, capital letters (e.g. Y) and matrices, vectors and scalars by boldface

capital (e.g. 𝐘), boldface lowercase (e.g. 𝐲) and italic lower case (e.g. 𝑦) letters, respectively.

To facilitate the description and computation of tensors, we use a graphical notation as

depicted in Figure 2.1. The nodes represent a scalar, a vector, a matrix and an 𝑁 -way tensor

and edges correspond to a specific index. The number of edges is equal to how many

indices need to be specified to identify one element in the object, e.g. row and column

index for matrices. An identity matrix is generally denoted by 𝐈. Its size is either specified

in the context or as a subscript.

Often it is easier to avoid working with the tensors directly, but rather with a matricized

or vectorized version of them. Therefore, we revise some useful definitions. In this context,

a mode of a tensor refers to a dimension of the tensor.

Definition 2.2.1 (mode-𝑛-unfolding [23, p. 459-460]) The transformation of an 𝑁 -way
tensor into a matrix with respect to a specific mode is called the mode-𝑛 unfolding. It is denoted
by

𝐘
(𝑛)

∈ ℝ
𝐼𝑛×𝐼1…𝐼𝑛−1𝐼𝑛+1…𝐼𝑁

.

The vectorization is a special case of the unfolding, denoted by the operator name vec()

and defined as

vec(Y) = 𝐲 ∈ ℝ
𝐼1𝐼2…𝐼𝑁 ×1

.

Tensors can be multiplied with matrices defined as follows.

Definition 2.2.2 (𝑛-mode product [23, p. 460]) The 𝑛-mode product is defined as the
multiplication of a tensor X ∈ ℝ

𝐼1×⋯×𝐼𝑛×⋯×𝐼𝑁 with a matrix 𝐀 ∈ ℝ
𝐽 ×𝐼𝑛 in mode 𝑛, written

as
X ×𝑛𝐀 ∈ ℝ

𝐼1×⋯×𝐼𝑛−1×𝐽×𝐼𝑛+1×⋯×𝐼𝑁
.
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𝑦 𝐲 𝐘 Y

... ...
𝐼𝑁

𝐼𝑛
𝐼1
𝐼2

Y ∈ ℝ
𝐼1×𝐼2×...×𝐼𝑛×...×𝐼𝑁

Figure 2.1: Visual depictions of a scalar, a vector, a matrix and an 𝑁 -way tensor, where the nodes represent the

object and the edges correspond to a specific index. The number of edges is equal to how many indices need to

be specified to identify one element in the object, e.g. row and column index for matrices.

𝐀 𝐁
𝐾

𝐁

𝐀

→ 𝐀⊗𝐁

𝐽1 𝐽2

𝐼1 𝐼2

𝐼1𝐽1 𝐼2𝐽2

=

𝐀𝐁

𝐼 𝐽

𝐼 𝐽

Figure 2.2: Left: Visual depictions of an index contraction between matrices 𝐀 and 𝐁. Right: Visual depictions of

an outer product between matrices𝐀 and 𝐁. The dotted line represents a summation over a rank-1 one connection.

The resulting matrix is computed as the Kronecker product 𝐀⊗𝐁.

Element-wise, the (𝑖1, 𝑖2, .., 𝑖𝑛−1, 𝑗 , 𝑖𝑛+1, ..., 𝑖𝑁 )-th entry of the result can be computed as

𝐼𝑛

∑

𝑖𝑛=1

X (𝑖1, 𝑖2,… , 𝑖𝑁 )𝐀(𝑗, 𝑖𝑛).

Definition 2.2.3 (Kronecker product [23, p. 461]) The Kronecker product of matrices
𝐀 ∈ ℝ

𝐼×𝐽 and 𝐁 ∈ ℝ
𝐾×𝐿 is denoted by 𝐀⊗𝐁. The result is a matrix of size (𝐾𝐼) × (𝐿𝐽 ) and is

defined by

𝐀⊗𝐁 =

⎡

⎢

⎢

⎢

⎣

𝑎11𝐁 𝑎12𝐁 ⋯ 𝑎1𝐽𝐁

𝑎21𝐁 𝑎22𝐁 ⋯ 𝑎2𝐽𝐁

⋮ ⋮ ⋱ ⋮

𝑎𝐼1𝐁 𝑎𝐼2𝐁 ⋯ 𝑎𝐼 𝐽𝐁

⎤

⎥

⎥

⎥

⎦

.

Definition 2.2.4 (Kathri-Rao product [23, p. 462]) The Khatri–Rao product of matrices
𝐀 ∈ ℝ

𝐼×𝐾 and 𝐁 ∈ ℝ
𝐽 ×𝐾 is denoted by 𝐀⊙𝐁. The result is a matrix of size (𝐽 𝐼 ) ×𝐾 defined by

𝐀⊙𝐁 = [ 𝐚1⊗𝐛1 𝐚2⊗𝐛2 ⋯ 𝐚𝐾 ⊗𝐛𝐾 ] .

The visual depictions of two important matrix operations are shown in Figure 2.2. On the

left, a product between matrices 𝐀 ∈ ℝ
𝐼×𝐾

and 𝐁 ∈ ℝ
𝐾×𝐽

is shown, where the summation

over the middle index 𝐾 , also called contraction, is represented as an edge that connects

both nodes. On the right, an outer product between matrices 𝐀 ∈ ℝ
𝐼1×𝐼2

and 𝐁 ∈ ℝ
𝐽1×𝐽2

is

shown, where the dotted lines represent a rank-1 connection. The resulting matrix is the

Kronecker product 𝐀⊗𝐁 ∈ ℝ
𝐼1𝐽1×𝐼2𝐽2

.

A tensor can be expressed as a function of simpler tensors that form a tensor decompo-

sition. An extensive review about TDs can be found in [23]. The most notable are the CP

decomposition, the Tucker decomposition, and the TT decomposition.
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Definition 2.2.5 (CP decomposition [4, 15]) The CP decomposition consists of a set of
matrices𝐆𝑖 ∈ℝ

𝐼𝑖×𝑅, 𝑖 = 1, ..,𝑁 , called factormatrices and aweight vector𝝀∈ℝ
𝑅×1 that represent

a given 𝑁 -way tensor Y . Element-wise, the (𝑖1, 𝑖2, .., 𝑖𝑁 )-th entry of Y can be computed as

𝑅

∑

𝑟=1

𝝀(𝑟)𝐆1(𝑖1, 𝑟)⋯𝐆𝑁 (𝑖𝑁 , 𝑟),

where 𝑅 denotes the rank of the decomposition.

Definition 2.2.6 (Tucker decomposition [38]) The Tucker decomposition consists of an
𝑁 -way tensor C ∈ ℝ

𝑅1×⋯×𝑅𝑁 , called core tensor, and a set of matrices 𝐆𝑖 ∈ ℝ
𝐼𝑖×𝑅𝑖 , 𝑖 = 1, ..,𝑁 ,

called factor matrices, that represent a given𝑁 -way tensorY . Element-wise, the (𝑖1, 𝑖2, .., 𝑖𝑁 )-th
entry of Y can be computed as

𝑅1

∑

𝑟1=1

⋯

𝑅𝑁

∑

𝑟𝑁=1

C(𝑟1,… , 𝑟𝑁 )𝐆1(𝑖1, 𝑟1)⋯𝐆𝑁 (𝑖𝑁 , 𝑟𝑁 ),

where 𝑅1,…𝑅𝑁 denote the ranks of the decomposition. The factor matrices can be orthogonal,
such that the Frobenius norm of the entire tensor is contained in the core tensor.

Definition 2.2.7 (The TT decomposition [28]) The tensor train decomposition consists
of a set of three-way tensors G𝑖 ∈ ℝ

𝑅𝑖×𝐼𝑖×𝑅𝑖+1 , 𝑖 = 1, ..,𝑁 called TT-cores, that represent a given
𝑁 -way tensor Y . Element-wise, the (𝑖1, 𝑖2, .., 𝑖𝑁 )-th entry of Y can be computed as

𝑅1

∑

𝑟1=1

𝑅2

∑

𝑟2=1

⋯

𝑅𝑁+1

∑

𝑟𝑁+1=1

G1(𝑟1, 𝑖1, 𝑟2)G2(𝑟2, 𝑖2, 𝑟3)⋯G𝑁 (𝑟𝑁 , 𝑖𝑁 , 𝑟𝑁+1),

where 𝑅1,… ,𝑅𝑁+1 denote the ranks of the TT-cores and by definition 𝑅1=𝑅𝑁+1=1.

If the tensor is only approximately represented by a TD, then the ranks determine the

accuracy of the approximation.

As mentioned in Section 2.1, to formulate the linear least squares problem for one

update of the ALS, the TD’s property of multi-linearity is exploited and it is expressed as

𝐲 = 𝐔⧵𝑛𝐠𝑛, with 𝐔⧵𝑛 ∈ ℝ
𝐽 ×𝐾

and 𝐠𝑛 ∈ ℝ
𝐾×1

, where 𝐽 and 𝐾 are the number of elements of

Y and G𝑛, respectively. The following three examples describe how 𝐔⧵𝑛 is built for the CP

decomposition, the Tucker decomposition, and the TT decomposition.

Example 2.2.8 If a tensor is represented in terms of a CP decomposition, the matrix 𝐔⧵𝑛 can
be written as

𝐔⧵𝑛 = (𝐆𝑁 ⊙⋯⊙𝐆𝑛+1⊙𝐆𝑛−1⊙⋯⊙𝐆1)⊗ 𝐈𝐼𝑛
(2.5)

Note that 𝐔⧵𝑛 is of size 𝐼𝑛𝐼1…𝐼𝑛−1𝐼𝑛+1…𝐼𝑁 × 𝐼𝑛𝑅, so the first dimension needs to be permuted
in order to match 𝐲 ∈ ℝ

𝐼1𝐼2…𝐼𝑁 . The weight vector 𝝀 is absorbed into the factor matrix that is
being updated. After each update, the columns of 𝐆𝑛 are normalized and the norms are stored
in 𝝀. The CP-ALS algorithm can be found in [23, p. 471].
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𝑅2

𝐼1

𝑅3

𝐼2 𝐼𝑁

𝑅𝑁...

Figure 2.3: Visual depiction of a tensor train decomposition with 𝑁 TT-cores.

G𝑛

𝑅𝑛 𝑅𝑛+1

𝐼𝑛

G𝑛

𝑅𝑛 𝑅𝑛+1

𝐼𝑛

𝐆
L

𝑛
𝐆
R

𝑛

𝑅𝑛𝐼𝑛 𝑅𝑛+1 𝑅𝑛 𝐼𝑛𝑅𝑛+1
→ →

Figure 2.4: Left: Visual depiction of a left-unfolding of a TT-core. Right: Right-unfolding of a TT-core.

Example 2.2.9 If a tensor is represented in terms of a Tucker decomposition, the matrix 𝐔⧵𝑛

can be written as

𝐔⧵𝑛 = [(𝐆𝑁 ⊗⋯⊗𝐆𝑛+1⊗𝐆𝑛−1⊗…𝐆1)𝐂
⊤

(𝑛)]
⊗ 𝐈𝐼𝑛

. (2.6)

Note that 𝐔⧵𝑛 is of size 𝐼𝑛𝐼1…𝐼𝑛−1𝐼𝑛+1…𝐼𝑁 × 𝐼𝑛𝑅𝑛, so the first dimension needs to be permuted
in order to match 𝐲 ∈ ℝ

𝐼1𝐼2…𝐼𝑁 . The core tensor is recomputed by solving

𝐲 = (𝐆𝑁 ⊗⋯⊗𝐆1)vec(C).

Example 2.2.10 If the tensor is represented in terms of a TT decomposition, the matrix 𝐔⧵𝑛

can be written as
𝐔⧵𝑛 = G𝑖>𝑛⊗𝐈𝐼𝑛

⊗G⊤

𝑖<𝑛
∈ ℝ

𝐼1𝐼2…𝐼𝑁 ×𝑅𝑛𝐼𝑛𝑅𝑛+1
, (2.7)

where G𝑖<𝑛 (G𝑖>𝑛) denotes a tensor obtained by contracting the TD components, left (right) of
the 𝑛th core.

From here on, we will focus on the tensor train decomposition. We, therefore, review

some of the main concepts. A tensor train can be represented by a diagram with nodes as

the TT-cores and the edges as the modes of the approximated tensor. Connected edges are

the summation over the ranks between two cores (Figure 2.3). To introduce a notion of

orthonormality for TT-cores, a special case of Theorem 2.2.1 is used, creating unfoldings

of the TT-cores defined as follows.

Definition 2.2.11 (Left- and right-unfolding [20, p. A689]) The left-unfolding 𝐆L

𝑛
and

right-unfolding𝐆R

𝑛
of a TT-core G𝑛 are the unfoldings of a core with respect to the first and last

mode, respectively (Figure 2.4). Please note that the definition by [20] of the right-unfolding is
the transposed version of this definition.

Definition 2.2.12 (Left-orthogonal and right-orthogonal [20, p. A689]) ATT-coreG𝑛

is called left-orthogonal, if the left-unfolding 𝐆L

𝑛
satisfies

(𝐆
L

𝑛)

⊤

𝐆
L

𝑛
= 𝐈𝑅𝑛+1

.

Analogously, a TT-core G𝑛 is called right-orthogonal, if the right-unfolding 𝐆R

𝑛
satisfies

𝐆
R

𝑛 (𝐆
R

𝑛)

⊤

= 𝐈𝑅𝑛
.
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Figure 2.5: Visual depiction of tensor trains with three TT-cores in site-𝑛-mixed-canonical form. Left: Norm in

the first core and other cores left-orthogonal. Middle: Norm in the second core, first and last cores are left- and

right-orthogonal, respectively. Right: Norm in the last core and other cores right-orthogonal.

𝐼1

𝐽1

𝐼2

𝐽2

...

𝐼𝑁

𝐽𝑁

Figure 2.6: Visual depiction of a tensor train matrix. The row indices 𝐼1,… , 𝐼𝑁 point downwards, and the column

indices 𝐽1,… , 𝐽𝑁 point upwards.

Definition 2.2.13 (site-𝑛-mixed-canonical form [34, p. 113]) A tensor train is in site-
𝑛-mixed-canonical form if the TT-cores {G𝑖}𝑖<𝑛 are left-orthogonal and the TT-cores {G𝑖}𝑖>𝑛

are right-orthogonal. The 𝑛th TT-core is not orthogonal and it can be easily shown that

||Y ||F = ||G𝑛||F.

Figure 2.5 depicts different site-𝑛-mixed-canonical forms for an exemplary three-way tensor

train. On the left (right) figure, the Frobenius norm is contained in the first (last) core and

all other cores are right- (left-) orthogonal, represented by the diagonal in the node.

A special case of the TT decomposition format is the tensor train matrix (Figure 2.6),

which represents a large matrix in TT format. Tensor train matrices arise in the context of

the unscented transform in Section 2.5.

Definition 2.2.14 (Tensor train matrix [27]) A tensor train matrix (TTm) consists of a
set of four-way tensors G𝑖 ∈ ℝ

𝑅𝑖×𝐼𝑖×𝐽𝑖×𝑅𝑖+1 , 𝑖 = 1,…,𝑁 with 𝑅1 = 𝑅𝑁+1 = 1 that represents a
matrix𝐀 ∈ ℝ

𝐼×𝐽 . The row and column indices are split into multiple row indices 𝐼 = 𝐼1 ⋅ 𝐼2 ⋅⋯ ⋅ 𝐼𝑁

and column indices 𝐽 = 𝐽1 ⋅ 𝐽2 ⋅⋯ ⋅ 𝐽𝑁 , respectively and the matrix is transformed into a 2𝑁 -
way tensor Y𝐀 ∈ ℝ

𝐼1×𝐽1×⋯×𝐼𝑁 ×𝐽𝑁 . Element-wise, the (𝑖1, 𝑗1, 𝑖2, 𝑗2,… , 𝑖𝑁 , 𝑗𝑁 )-th entry of Y𝐀 is
computed as

𝑅1

∑

𝑟1=1

𝑅2

∑

𝑟2=1

⋯

𝑅𝑁+1

∑

𝑟𝑁+1=1

G1(𝑟1, 𝑖1, 𝑗1, 𝑟2)G2(𝑟2, 𝑖2, 𝑗2, 𝑟3)⋯G𝑁 (𝑟𝑁 , 𝑖𝑁 , 𝑗𝑁 , 𝑟𝑁+1).

A TTm arises e.g. from an outer product between two vectors 𝐚 and 𝐛, which corresponds

to computing the product of one vector with the transpose of the other. If vector 𝐚 is

represented by a TT with cores A1,… ,A𝑁 , the resulting TTm is achieved by summing

over a rank-1 connection between one of the TT-cores, e.g. the first, and vector 𝐛 (Figure 2.7

top). This result is a special case of the general TTm, where only one of the TT-cores has

a double index. This means that only the row index is very large and therefore split into
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=
Outer product of

TT and vector

...

𝐚 𝐛
⊤

=

Outer product

of two TTs

...

...

𝐚

𝐛

Product of

TTm and vector

=

...

𝐂

𝐛
⊤

𝐛
⊤

A1 A2 A𝑁

B1 B2 B𝑁

A1 A2 A𝑁

𝐛

C1 C2 C𝑁

Figure 2.7: Operations with matrices and vectors. Top: Outer product between a vector 𝐚, represented by a

TT with coresA1,… ,A𝑁 , and a vector 𝐛. A rank-1 connection (dotted line) is summed over between the first

TT-core and vector 𝐛
⊤
. Middle: Outer product between two vectors 𝐚 and 𝐛 represented by tensor trains with

cores A1,… ,A𝑁 and B1,… ,B𝑁 , respectively. A rank-1 connection is summed over between each core of the

TTs. Bottom: The product between a matrix 𝐂 in TTm format with cores C1,… ,C𝑁 and a vector 𝐛. The column

index of the first TTm-core is summed over with the row index of the vector 𝐛.

multiple indices, while the column index is not split. If both vectors in the outer product

are represented by tensor trains with coresA1,… ,A𝑁 and B1,… ,B𝑁 , respectively, then

each core is summed over a rank-1 connection with the core of the other TT’s transpose

(Figure 2.7 middle). All cores have then a row and column indices. The product of a matrix

𝐂 in TTm format with cores C1,… ,C𝑁 with a vector 𝐛 is computed by summing over the

column index of one TTm-core, e.g. the first, and the row index of the vector (Figure 2.7

bottom).

2.3 Bayesian inference for low-rank tensor approx-
imation

In this section, we present a method to find a low-rank tensor decomposition using a

similar strategy as in the ALS by solving a Bayesian inference problem. In this context,

the vectorization of each TD component is treated as a Gaussian random variable, ex-

pressed in terms of a mean and a covariance. Generally, we denote a Gaussian probability

distribution as  (𝐦,𝐏), where 𝐦 is the mean and 𝐏 is the covariance. This section is

organized as follows. First, we define the prior for the inference problem. Before com-

puting the joint posterior distribution, we look at a simpler inference problem, stated in

Theorem 2.3.1, where the posterior distribution of only one TD component is computed.

Then, Theorem 2.3.4 describes the computation of the joint posterior by applying a block

coordinate descent method and simplifying the inference problem to iteratively applying

Theorem 2.3.1. Finally, our resulting Algorithm 1 is applied in an example.

To initialize the Bayesian inference problem, a multi-variate Gaussian prior is assigned
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to every TD component

𝑝 (𝐠𝑖) = (𝐦
0

𝑖
,𝐏

0

𝑖 ) , 𝑖 = 1,…,𝑁 ,

where 𝐦
0

𝑖
and 𝐏

0

𝑖
are the prior mean and covariance matrix, respectively. The TD compo-

nents 𝐠𝑖 ∈ ℝ
𝑅𝑖𝐼𝑖𝑅𝑖+1×1

are assumed to be statistically independent. Therefore, the joint prior

distribution is given by

𝑝({𝐠𝑖}) =
⎛

⎜

⎜

⎜

⎝

⎡

⎢

⎢

⎢

⎣

𝐦
0

1

𝐦
0

2

⋮

𝐦
0

𝑁

⎤

⎥

⎥

⎥

⎦

,

⎡

⎢

⎢

⎢

⎣

𝐏
0

1
0 … 0

0 𝐏
0

2
⋱ ⋮

⋮ ⋱ ⋱ 0

0 … 0 𝐏
0

𝑁

⎤

⎥

⎥

⎥

⎦

⎞

⎟

⎟

⎟

⎠

,

where {𝐠𝑖} denotes the priors of all TD components. Because of the statistical independence,

the joint prior distribution and the prior on one TD component conditioned on the other

TD components, can be written as

𝑝({𝐠𝑖}) = 𝑝(𝐠1)𝑝(𝐠2)…𝑝(𝐠𝑁 ) and (2.8)

𝑝(𝐠𝑛 ∣ {𝐠𝑖}𝑖≠𝑛) = 𝑝(𝐠𝑛), (2.9)

respectively, where {𝐠𝑖}𝑖≠𝑛 denotes the collection of all TD components except

the 𝑛th.

The joint posterior distribution 𝑝({𝐠𝑖} ∣ 𝐲) is found by applying Bayes’ rule. However,

before solving this inference problem and inspired by a result described in [33, p. 29], we

first look at the simpler problem to find the posterior distribution of one component, given

the measurement and the other components.

Lemma 2.3.1 Let the prior distribution 𝑝(𝐠𝑛) = (𝐦
0

𝑛
,𝐏

0

𝑛
) and the likelihood 𝑝(𝐲 ∣ {𝐠𝑖}) =

 (𝐦𝐲,𝜎
2
𝐈) be Gaussian, where 𝐦𝐲 = 𝐔⧵𝑛𝐠𝑛. Further, let all TD components be statistically

independent and let the TD be multilinear. Then, the posterior distribution 𝑝 (𝐠𝑛 ∣ {𝐠𝑖}𝑖≠𝑛,𝐲) =

 (𝐦
+

𝑛
,𝐏

+

𝑛
) of the 𝑛th component given the measurements and the other components is also

Gaussian with mean 𝐦
+

𝑛
and covariance 𝐏+

𝑛

𝐦
+

𝑛
=
[
(𝐏

0

𝑛
)
−1

+

𝐔
⊤

⧵𝑛
𝐔⧵𝑛

𝜎
2 ]

−1

[

𝐔
⊤

⧵𝑛
𝐲

𝜎
2

+(𝐏
0

𝑛
)
−1
𝐦

0

𝑛
]

(2.10)

𝐏
+

𝑛
=
[
(𝐏

0

𝑛
)
−1

+

𝐔
⊤

⧵𝑛
𝐔⧵𝑛

𝜎
2 ]

−1

. (2.11)

Proof 2.3.2 The posterior distribution of one TD component conditioned on the other TD
components and the measurements 𝑝 (𝐠𝑛 ∣ 𝐲, {𝐠𝑖}𝑖≠𝑛) can be found by applying Bayes’ rule.
Assuming that all components are statistically independent Equation (2.9) leads to

𝑝 (𝐠𝑛 ∣ 𝐲, {𝐠𝑖}𝑖≠𝑛) =

𝑝(𝐲 ∣ {𝐠𝑖})𝑝(𝐠𝑛)

𝑝(𝐲 ∣ {𝐠𝑖}𝑖≠𝑛)

. (2.12)

Since the likelihood 𝑝(𝐲 ∣ {𝐠𝑖}) and prior 𝑝(𝐠𝑛) are Gaussian, also the posterior will be Gaussian
[33, p. 28-29, 209-210] with mean Equation (2.10) and covariance Equation (2.11).
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Corollary 2.3.3 For lim𝐏
0

𝑛
→∞, Equation (2.10) reduces to the normal equations of the least

squares problem and therefore the update equation of the conventional ALS

𝐦
+

𝑛
= (𝐔

⊤

⧵𝑛
𝐔⧵𝑛)

−1

𝐔
⊤

⧵𝑛
𝐲. (2.13)

Theorem 2.3.3 describes the case where there is no useful prior information available for

the 𝑛th TD component. Thus, the certainty on the prior mean is zero, and lim𝐏
0

𝑛
→∞.

Now, we can use Theorem 2.3.1 to find the joint posterior distribution of all TD compo-

nents as described in the following theorem.

Theorem 2.3.4 Let 𝑝 ({𝐠𝑖} ∣ 𝐲) be the posterior joint distribution of all TD components given
𝐲. Further, let the prior distribution 𝑝(𝐠𝑛) =  (𝐦

0

𝑛
,𝐏

0

𝑛
) of any component as well as the

likelihood 𝑝(𝐲 ∣ {𝐠𝑖}) = (𝐦𝐲,𝜎
2
𝐈) be Gaussian, where the mean 𝐦𝐲 is the tensor represented

by the TD, which is a nonlinear function of all the TD components. Further, let all TD
components be statistically independent and let the TD be multilinear. Then, by applying
block coordinate descent to find the posterior density, every step of the block coordinate descent
corresponds to applying Theorem 2.3.1.

Proof 2.3.5 Bayes’ rule and statistical independence Equation (2.8) gives

𝑝 ({𝐠𝑖} ∣ 𝐲) =

𝑝(𝐲 ∣ {𝐠𝑖})𝑝(𝐠1)𝑝(𝐠2)…𝑝(𝐠𝑁 )

𝑝(𝐲)

. (2.14)

As in the conventional ALS, a block coordinate descent method is applied by conditioning the
posterior distribution of one TD component on all the others. In this way, the TD components
can be computed sequentially with Equation (2.12). In addition, due to the multilinearity
of the TD the mean of the likelihood becomes a linear function of the 𝑛th TD component,
𝐦𝐲 = 𝐔⧵𝑛𝐠𝑛. Thus, every TD update corresponds to applying Theorem 2.3.1.

With Theorem 2.3.3, Theorem 2.3.4 gives a Bayesian interpretation of the ALS by

deriving its update equation from the TD components defined as probability distributions.

The following example shows how the distributions change with every update.

Example 2.3.6 (Distribution updates for a TD with three components) Assume we
would like to apply Theorem 2.3.4 to find a TD with three components. First, the three TD
components are initialized with a prior distribution. Then, the distributions are updated
sequentially by computing the posterior with Bayes’ rule, as shown in Figure 2.8. After
updating the three TD components, the updates are repeated until a stopping criterion is met.

Algorithm 1 summarizes the steps of the ALS in a Bayesian framework. The mean and

covariance of each TD component are sequentially updated, followed by the computation

of 𝐔⧵𝑛 which is computed from {𝐠𝑖}𝑖≠𝑛. The stopping criterion is defined by the user,

e.g. as a maximum number of iterations or the convergence of the residuals between the

measurement and estimate, as used in the convectional ALS. It is also possible to consider

the convergence of the TT-core’s covariance matrices as a stopping criterion since these

are additionally computed in the ALS in the Bayesian framework. Another possibility is to
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Prior definition 𝑝(𝐠1) 𝑝(𝐠2) 𝑝(𝐠3)

↓ ⋮ ⋮

Update 1 𝑝(𝐠1 ∣ 𝐠2, 𝐠3,𝐲) = ⋮ ⋮

𝑝(𝐲∣𝐠1 ,𝐠2 ,𝐠3)𝑝(𝐠1)

𝑝(𝐲∣𝐠2 ,𝐠3)
⋮ ⋮

↓ ⋮

Update 2 𝑝(𝐠2 ∣ 𝐠1, 𝐠3,𝐲) = ⋮

𝑝(𝐲∣𝐠1 ,𝐠2 ,𝐠3)𝑝(𝐠2)

𝑝(𝐲∣𝐠1 ,𝐠3)
⋮

↓

Update 3 𝑝(𝐠3 ∣ 𝐠1, 𝐠2,𝐲) =

𝑝(𝐲∣𝐠1 ,𝐠2 ,𝐠3)𝑝(𝐠3)

𝑝(𝐲∣𝐠1 ,𝐠2)

Figure 2.8: Distribution updates for example with three TD components.

Table 2.1: Computational cost per update and overall storage requirements for Algorithm 1.

TD computational cost storage

CP (𝑅3
𝐼
3
)+(𝑅𝐼𝑁+1

) (𝑁𝑅𝐼 +𝑁𝑅
2
𝐼
2
)

Tucker (𝑅3𝑁
)+(𝑅𝑁

𝐼
𝑁
) (𝑁𝑅𝐼 +𝑅

𝑁
+𝑁𝑅

2
𝐼
2
+𝑅

2𝑁
)

TT (𝑅6
𝐼
3
)+(𝑅2

𝐼
𝑁
) (𝑁𝑅

2
𝐼 +𝑁𝑅

4
𝐼
2
)

look at the convergence of the numerator of Bayes’ rule.

For the complexity analysis, we use the following notation. The largest rank or the

CP-rank is denoted by 𝑅 and the largest dimension of the approximated tensor is denoted

by 𝐼 . The computational cost per update and the overall storage requirements are given

in Table 2.1. The first term in the computational cost for CP, Tucker and TT represents

the inversion that needs to be performed to compute the covariance matrix of the updated

factor matrices, core tensor and TT cores, respectively. The cost for the Tucker core could

be reduced, however, by incorporating an orthogonalization step, thus, avoiding the re-

computation of the core tensor. The second term for all TDs is the complexity to compute

𝐔
⊤

⧵𝑛
𝐲, which is dominant compared to the cost of computing 𝐔

⊤

⧵𝑛
𝐔⧵𝑛. In comparison, the

conventional ALS has the same computational cost for every TD component update, and a

total storage requirement of (𝑁𝑅𝐼) for CP, (𝑁𝑅𝐼 +𝑅
𝑁
) for Tucker, and (𝑁𝑅

2
𝐼 ) for

TTs. The ALS in a Bayesian framework has an additional term in the storage requirements,

because it computes the covariance matrix for every TD component.

Our method also opens up the possibility to recursively estimating the mean and

covariance of the TD components. In case a new noisy measurement 𝐲 of the same

underlying tensor becomes available, Algorithm 1 can applied repeatedly with the output

mean and covariance from the previous execution as the prior for the new execution.
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Algorithm 1 ALS in a Bayesian framework

Require: Prior mean {𝐦
0

𝑖
} and covariance {𝐏

0

𝑖
}, 𝑖 = 1,…,𝑁 , measurement 𝐲 and noise

variance 𝜎
2
.

Ensure: Posterior mean {𝐦
+

𝑖
} and covariance {𝐏

+

𝑖
}, 𝑖 = 1,…𝑁 .

1: Set {𝐦𝑖} ∶= {𝐦
0

𝑖
}, {𝐏𝑖} ∶= {𝐏

0

𝑖
}, 𝑖 = 1,…𝑁 .

2: while Stopping criterion is not true do
3: for 𝑛 = 1, ...,𝑁 do
4: Compute 𝐔⧵𝑛 with Equation (2.5) for CP, Equation (2.6) for Tucker or Equa-

tion (2.7) for TT, using the mean of the TD components {𝐦𝑖}𝑖≠𝑛.

5: 𝐏
+

𝑛
←

[
(𝐏

0

𝑛
)
−1

+
𝐔
⊤

⧵𝑛
𝐔⧵𝑛

𝜎
2

]

−1

6: 𝐦
+

𝑛
← 𝐏

+

𝑛 [

𝐔
⊤

⧵𝑛
𝐲

𝜎
2
+(𝐏

0

𝑛
)
−1
𝐦

0

𝑛]

7: 𝐦𝑛 ←𝐦
+

𝑛
, 𝐏𝑛 ← 𝐏

+

𝑛

8: end for
9: end while

2.4 Orthogonalization step in Bayesian framework
for a TT

Every iteration of Algorithm 1 requires the inversion

[
(𝐏

0

𝑛
)
−1

+

𝐔
⊤

⧵𝑛
𝐔⧵𝑛

𝜎
2 ]

−1

, corresponding to [𝐔
⊤

⧵𝑛
𝐔⧵𝑛]

−1

(2.15)

in the conventional ALS update. To avoid the propagation of numerical errors and ensure

numerical stability, some ALS algorithms, e.g., the one for the TT decomposition, include

an orthogonalization step after every update. In this way, the condition number of each

sub-problem can not become worse than the one of the overall problem [20, p. A701]. In

this section, we present how we integrate the orthogonalization procedure into the ALS in

a Bayesian framework for a TT decomposition in site-𝑛-mixed-canonical form. The same

can also be applied to a Tucker decomposition with orthogonal factor matrices.

We first describe, how the orthogonalization step is performed in the conventional ALS

and then how we integrate it into the ALS in a Bayesian framework. Here, we differentiate

between the prior distributions of each TT-core and the initial guess for each TT-core,

which initializes the conventional ALS. In the conventional ALS with orthogonalization

step, the initial TT is transformed into the site-1-mixed-canonical form, where the Frobe-

nius norm of the first TT-core corresponds to the Frobenius norm of the entire tensor

train. The update is always performed on the core that contains the Frobenius norm. The

procedure, therefore, requires transformations that separate the Frobenius norm from the

updated TT-core and moves it to the next TT-core to be updated.

The initial TT is transformed into site-1-mixed-canonical form, by orthogonalizing the

𝑁 th up to the 2nd TT-core as illustrated in Figure 2.9 for a TT with three cores. To move the

Frobenius norm from the 𝑛th TT-core to the (𝑛−1)th, the 𝑛th TT-core is orthogonalized
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Figure 2.9: Visual depiction of a TT transformation into site-1-mixed-canonical form.

by applying the thin 𝐐𝐑-decomposition on

(𝐆
R

𝑛)

⊤

= 𝐐
R

𝑛
𝐑
R

𝑛
. (2.16)

Then, 𝐆
R

𝑛
is replaced by

𝐆
R

𝑛
← (𝐐

R

𝑛)

⊤

(2.17)

and the non-orthogonal part, illustrated by the small circle in Figure 2.9, is absorbed into

the (𝑛−1)th core with

G𝑛−1 ← G𝑛−1 ×3 𝐑
R

𝑛
. (2.18)

Equations (2.16) to (2.18) are applied to the 𝑁 th until the 2nd TT-core, leading to the TT in

site-1-mixed-canonical form. Then, the first core is updated, followed by a transformation

to move the Frobenius norm to the second core, and so on. Since the Frobenius norm moves

to the right, the orthogonalization step consists of applying the thin 𝐐𝐑-decomposition on

the left-unfolding

𝐆
L

𝑛
= 𝐐

L

𝑛
𝐑
L

𝑛
. (2.19)

The 𝑛th and (𝑛+1)th core are replaced by

𝐆
L

𝑛
←𝐐

L

𝑛
and G𝑛+1 ← G𝑛+1 ×1 𝐑

L

𝑛
, (2.20)

respectively. After the 𝑁 th core is updated, the updating scheme goes backwards, using

again Equations (2.16) to (2.18) for the orthogonalization step. When the Frobenius norm

is absorbed back into the first core, one back and forth sweep of the ALS algorithm is

concluded.

In the following, we describe how the transformation steps affect the distributions

representing the TT-cores in the ALS in a Bayesian framework. The transformation of the

random variables can be derived from Equations (2.16) to (2.20). When the Frobenius norm

is moved to the left, the mean of the 𝑛th core becomes

𝐦𝑛 ← vec
((

𝐐
R

𝑛)

⊤

)
,

where (𝐐
R

𝑛)

⊤

is computed from Equation (2.17). To obtain the transformed covariance of

the 𝑛th TT-core, Equation (2.16) is rewritten as

(𝐐
R

𝑛)

⊤

= (𝐑
R

𝑛)

−⊤

𝐆
R

𝑛
.

Now, the right-hand side, is vectorized by summing over a rank-1 connection between

(𝐑
R

𝑛)

−⊤

and an identity matrix of size 𝐼𝑛𝑅𝑛+1 × 𝐼𝑛𝑅𝑛+1 that has a connected edge with 𝐆
R

𝑛

as depicted in Figure 2.10. This leads to a transformation term

𝐈⊗(𝐑
R

𝑛)

−⊤

(2.21)
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=

𝑅𝑛𝑅𝑛

(𝐑
R

𝑛)

−⊤

𝐈

𝐆
R

𝑛

𝐼𝑛
𝑅𝑛

+
1

𝐈⊗(𝐑
R

𝑛)

−⊤
𝐠𝑛

𝑅𝑛𝐼𝑛𝑅𝑛+1 𝑅𝑛𝐼𝑛𝑅𝑛+1

𝐼𝑛𝑅𝑛+1

Figure 2.10: Visual depiction of how the non-orthogonal part is separated from the TD component’s mean.

(𝐑
R

𝑛)

−⊤

𝐏𝑛 (𝐑
R

𝑛)

−1

𝐈 𝐈

𝑅𝑛

𝐼 𝑛
𝑅
𝑛
+
1

= 𝐏𝑛𝐈⊗(𝐑
R

𝑛)

−⊤

𝐈⊗(𝐑
R

𝑛)

−1

𝑅𝑛𝐼𝑛𝑅𝑛+1

Figure 2.11: Visual depiction of how the covariance matrix is transformed in the orthogonalization step.

that orthogonalizes 𝐠𝑛. The diagram in Figure 2.11 shows how this transformation is

applied to the covariance matrix. The transformation term and its transpose are multiplied

on the left and right side of 𝐏𝑛, respectively, resulting in

𝐏𝑛 ←
(
𝐈⊗(𝐑

R

𝑛)

−⊤

)
𝐏𝑛

(
𝐈⊗(𝐑

R

𝑛)

−⊤

)

⊤

=
(
𝐈⊗(𝐑

R

𝑛)

−⊤

)
𝐏𝑛

(
𝐈⊗(𝐑

R

𝑛)

−1

)
.

The transformations of the (𝑛−1)th core to absorb the Frobenius norm, can be derived

from Equation (2.18) in a similar way as explained above, resulting in a transformation

term

𝐑
R

𝑛
⊗𝐈. (2.22)

When the Frobenius norm is moved to the right during the orthogonalization step, the

transformations for the updated core and the next core to be updated become

(𝐑
L

𝑛)

−⊤

⊗𝐈 and 𝐈⊗𝐑
L

𝑛
, (2.23)

respectively. It can be easily shown that the transformations for the orthogonalization step,

do not affect the statistical independence of the joint distribution of the random variables,

since the transformations are performed on each variable individually. The following

example shows the updating for the transformation scheme of the random variables that

represent an exemplary three core TT.

Example 2.4.1 Distribution updates and orthogonalization transformations for a
TT with three cores Assume we would like to apply Theorem 2.3.4 to find a TT with three
cores and keep the TD in site-𝑛-mixed- canonical form. The three TT-cores are initialized with a
prior distribution and transformed such that the corresponding TT is in site-1-mixed-canonical
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Prior 𝑝(𝐠1) 𝑝(𝐠2) 𝑝(𝐠3)

↓ ↓ ↓

Transformed prior 𝑝(𝐱1) 𝑝(𝐪2) 𝑝(𝐪3)

↓ ⋮ ⋮

Update core 1 𝑝(𝐱1 ∣ 𝐪2, 𝐪3,𝐲) = ⋮ ⋮

𝑝(𝐲∣𝐱1 ,𝐪2 ,𝐪3)𝑝(𝐱
0

1
)

𝑝(𝐲∣𝐪2 ,𝐪3)
⋮ ⋮

↓ ↓ ⋮

Move norm to core 2 𝑝(𝐪1 ∣ 𝐱2, 𝐪3,𝐲) 𝑝(𝐱2) ⋮

↓ ⋮

Update core 2 𝑝(𝐱2 ∣ 𝐪1, 𝐪3,𝐲) = ⋮

𝑝(𝐲∣𝐪1 ,𝐱2 ,𝐪3)𝑝(𝐱
0

2
)

𝑝(𝐲∣𝐪1 ,𝐪3)
⋮

↓ ↓

Move norm to core 3 𝑝(𝐪2 ∣ 𝐪1,𝐱3,𝐲) 𝑝(𝐱3)

↓

Update core 3 𝑝(𝐱3 ∣ 𝐪1, 𝐪2,𝐲) =

𝑝(𝐲∣𝐪1 ,𝐪2 ,𝐱3)𝑝(𝐱
0

3
)

𝑝(𝐲∣𝐪1 ,𝐪2)

Figure 2.12: Distribution updates with orthogonalization step for example with three TT-cores.

form. The random variables that represent the orthogonal cores are denoted by 𝐪𝑖, 𝑖 = 1,2,3

and the random variable representing the TT-core that contains the Frobenius norm is denoted
by 𝐱𝑖, 𝑖 = 1,2,3. After the random variables are transformed into site-1-mixed-canonical form
using (2.21) and (2.22), the first core is updated followed by moving the Frobenius norm to
the second core. Then the second core is updated and the Frobenius norm is moved to the last.
When this half-sweep, as shown below, is completed using the transformations from (2.23), the
same procedure is repeated in the opposite direction, requiring again (2.21) and (2.22). The
example is depicted in Figure 2.12.

The ALS in a Bayesian framework with orthogonalization step has another difference

compared to the one without orthogonalization. The update equations for the mean and

covariance, Equation (2.10) and Equation (2.11), are affected by the TT decomposition

being in site-𝑛-mixed-canonical form: the matrix 𝐔⧵𝑛 becomes orthogonal and the update

equations simplify to

𝐦
+

𝑛
=
[
(𝐏

0

𝑛
)
−1

+

𝐈

𝜎
2 ]

−1

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐏
+

𝑛

[

𝐔
⊤

⧵𝑛
𝐲

𝜎
2

+(𝐏
0

𝑛
)
−1
𝐦

0

𝑛
]
.
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In this case 𝐔
⊤

⧵𝑛
𝐲 corresponds to the update of the conventional ALS (2.13), due to the

orthogonality of 𝐔⧵𝑛.

Algorithm 2 summarizes the ALS in a Bayesian framework with orthogonalization step

for a TT decomposition. The computational cost of one update in Algorithm 2 is (𝑅6
𝐼
3
)

for the inversion and (𝑅3
𝐼 ) for the thin 𝐐𝐑-factorization and the storage requirement

is (𝑅2
𝐼 + 𝑅

4
𝐼
2
), where 𝑅 is the largest TT-rank and 𝐼 is the largest dimension of the

approximated tensor. The only difference compared to the conventional ALS in terms of

complexity, is the additionally required storage for the covariance matrices. Thus, the

number of elements of one TD component, depending on the ranks, will be the limiting

factor for the computational complexity.
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Algorithm 2 ALS in Bayesian framework with orthogonalization step

Require: Prior mean {𝐦
0

𝑖
} and covariance {𝐏

0

𝑖
}, 𝑖 = 1,…𝑁 , measurement 𝐲 and noise

variance 𝜎
2
.

Ensure: Posterior mean {𝐦
+

𝑖
} and covariance {𝐏

+

𝑖
}, 𝑖 = 1,…𝑁 .

1: Transform random variables such that the corresponding TT decomposition is in

site-1-mixed-canonical form.

2: Set {𝐦𝑖} ∶= {𝐦
0

𝑖
}, {𝐏𝑖} ∶= {𝐏

0

𝑖
}, 𝑖 = 1,…𝑁 .

3: while stopping criterion is not true do

4: for 𝑛 = 1,…,𝑁 ,𝑁 −1,…2 do

5: Compute 𝐔⧵𝑛 with Equation (2.7) for TT using the mean of the TD compo-

nents {𝐦𝑖}𝑖≠𝑛.

6: 𝐏
+

𝑛
← [(𝐏

0

𝑛
)
−1

+
𝐈

𝜎
2 ]

−1

7: 𝐦
+

𝑛
← 𝐏

+

𝑛 [

𝐔
⊤

⧵𝑛
𝐲

𝜎
2
+(𝐏

0

𝑛)

−1

𝐦
0

𝑛]

8: if next core is to the right then

9: 𝐦
+

𝑛
← vec(𝐐

L

𝑛
), with 𝐐

L

𝑛
from thin 𝐐𝐑-factorization of 𝐆

L

𝑛

10: 𝐏
+

𝑛
←

((
𝐑
L

𝑛)

−⊤

⊗𝐈
)
𝐏
+

𝑛 ((
𝐑
L

𝑛)

−1

⊗𝐈
)

11: 𝐦𝑛+1 ← (𝐈⊗𝐑
L

𝑛
)𝐦𝑛+1

12: 𝐏𝑛+1 ← (𝐈⊗𝐑
L

𝑛
) 𝐏𝑛+1 (𝐈⊗(𝐑

L

𝑛)

⊤

)

13: else if next core is on the left then

14: 𝐦
+

𝑛
← vec

((
𝐐
R

𝑛)

⊤

)
, with 𝐐

R

𝑛
from thin 𝐐𝐑-factorization of 𝐆

R

𝑛

15: 𝐏
+

𝑛
←

(
𝐈⊗(𝐑

R

𝑛)

−⊤

)
𝐏
+

𝑛 (
𝐈⊗(𝐑

R

𝑛)

−1

)

16: 𝐦𝑛−1 ← (𝐑
R

𝑛
⊗𝐈)𝐦𝑛−1

17: 𝐏𝑛−1 ← (𝐑
R

𝑛
⊗𝐈) 𝐏𝑛−1

((
𝐑
R

𝑛)

⊤

⊗𝐈
)

18: end if

19: 𝐦𝑛 ←𝐦
+

𝑛
, 𝐏𝑛 ← 𝐏

+

𝑛

20: Apply the transformations of the lines 7-10 or 12-15 to 𝐦
0

𝑛
,𝐏

0

𝑛
.

21: end for

22: end while
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2.5 Unscented transform in TT format
In Algorithm 1 and Algorithm 2 we compute the posterior distributions of the TT-cores

𝑝(𝐠𝑛 ∣ {𝐠𝑖}𝑖≠𝑛,𝐲). However, we are interested in computing the distribution of the low-rank

tensor estimate G, which is computed with a non-linear function dependent on the poste-

rior distributions and is, therefore, not Gaussian. The unscented transform (UT) [22] can

approximate the mean 𝐦UT and covariance 𝐏UT of the sought distribution. In this section,

we show how we can perform the UT in TT format. In this way, the direct computation of

the potentially large covariance matrix can be avoided.

Generally, the UT approximates the mean and covariance of a distribution that is a non-

linear function of a known distribution 𝐡 ∼ (𝐦,𝐏) with mean 𝐦 ∈ ℝ
𝑀×1

and covariance

𝐏 ∈ ℝ
𝑀×𝑀

[33, p. 81-84]. Firstly, 2𝑀 +1 sigma points are formed with

𝐱
(0)

= 𝐦, (2.24)

𝐱
(𝑖)
= 𝐦+

√

𝑀 +𝜆 [

√

𝐏]
𝑖
, 𝑖 = 1,…,𝑀, (2.25)

𝐱
(𝑖+𝑀)

= 𝐦−

√

𝑀 +𝜆 [

√

𝐏]
𝑖
, 𝑖 = 1,…,𝑀, (2.26)

where the square root of the covariance matrix

√

𝐏 corresponds to the Cholesky factor, such

that

√

𝐏

√

𝐏
⊤
= 𝐏, where [

√

𝐏]
𝑖
is the 𝑖-th column of that matrix. The scaling parameter 𝜆

is defined as 𝜆 = 𝛼
2
(𝑀 +𝜅)−𝑀 , where 𝛼 and 𝜅 determine the spread of the sigma points

around the mean. Secondly, the sigma points are propagated through the non-linearity

and thirdly, the approximated mean 𝐦UT and covariance 𝐏UT are computed as

𝐦UT =

2𝑀

∑

𝑖=0

𝑤
𝐦

𝑖
S(𝑖)

, (2.27)

𝐏UT =

2𝑀

∑

𝑖=0

𝑤
𝐏

𝑖 (S(𝑖)
−𝐦UT)(S(𝑖)

−𝐦UT)

⊤

, (2.28)

where S(𝑖)
are the transformed sigma points. The scalars 𝑤

𝐦

𝑖
and 𝑤

𝐏

𝑖
denote weighting

factors, defined as

𝑤
𝐦

0
=

𝜆

𝑀 +𝜆

, 𝑤
𝐏

0
= 𝑤

𝐦

0
+(1−𝛼

2
+𝛽),

𝑤
𝐦

𝑖
= 𝑤

𝐦
= 𝑤

𝐏

𝑖
= 𝑤

𝐏
=

1

2(𝑀 +𝜆)

, 𝑖 = 1,…,2𝑀.

Literature suggests 𝛼 = 0.001, 𝜅 = 3−𝑀 [16, p. 229] and for Gaussian distributions 𝛽 = 2

[33, p. 229].

In order to use the UT in TT format, the known distribution 𝐡 ∼ (𝐦,𝐏) is computed

from the cores’ mean and covariance as

𝐡 ∼ (𝐦,𝐏) =
⎛

⎜

⎜

⎜

⎝

⎡

⎢

⎢

⎢

⎣

𝐦1

𝐦2

⋮

𝐦𝑁

⎤

⎥

⎥

⎥

⎦

,

⎡

⎢

⎢

⎢

⎣

𝐏1 0 … 0

0 𝐏2 ⋱ ⋮

⋮ ⋱ ⋱ 0

0 … 0 𝐏𝑁

⎤

⎥

⎥

⎥

⎦

⎞

⎟

⎟

⎟

⎠

. (2.29)
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G1 G2 G𝑁
𝐱

= G
𝑓T

𝑀

𝐼1 𝐼2 𝐼𝑁

𝐼1 𝐼2 𝐼𝑁

𝑅2 𝑅𝑁𝑅3

…

...

Figure 2.13: Visual depiction of the non-linear transformation from vector 𝐱 into a TT with cores G𝑖, 𝑖 = 1,…,𝑁

that represents tensor G.

The mean, consisting of the stacked vectorized cores, is of size 𝑀 ×1 with

𝑀 =

𝑁

∑

𝑛=1

𝑅𝑛𝐼𝑛𝑅𝑛+1, 𝑅1 = 𝑅𝑁+1 = 1.

The covariance matrix of size𝑀 ×𝑀 is block diagonal, since we assume the TT-cores to

be statistically independent. The non-linear function for the UT in TT format is defined as

𝑓T ∶ ℝ
𝑀×1

→ℝ
𝐼1×𝐼2×...×𝐼𝑁

given by 𝐱 ↦ G, (2.30)

where 𝐱 is a vector of size𝑀×1. The transformation of a vector into a tensor and is depicted

in Figure 2.13.

The formation and propagation of the sigma points works as follows. The first sigma

point 𝐱
(0)

is the mean 𝐦 from Equation (2.29) and propagated through the non-linearity,

it corresponds to the TT represented by the distributions determined by Algorithm 1. To

facilitate later steps, the remaining sigma points from Equation (2.25) and Equation (2.26)

are organized into two matrices, according to

𝐀+ =

𝑀

∑

𝑖=1

𝐱
(𝑖)
𝐞
⊤

𝑖
(2.31)

𝐀− =

𝑀

∑

𝑖=1

𝐱
(𝑀+𝑖)

𝐞
⊤

𝑖
, (2.32)

where 𝐞𝑖 denotes a vector with zeros everywhere except a 1 at location 𝑖. In this way, the

propagation through the non-linearity of all sigma points then becomes a propagation of

every summand 𝐱
(𝑖)
𝐞
⊤

𝑖
and 𝐱

(𝑀+𝑖)
𝐞
⊤

𝑖
, respectively. The propagation is achieved by forming

TT-cores from 𝐱
(𝑖)

and 𝐱
(𝑀+𝑖)

and summing over a rank-1 connection between the first

core and the vector 𝐞
⊤

𝑖
as shown in Figure 2.14.

Then, all summands of 𝐀+ ∈ ℝ
𝑀×𝑀

and 𝐀− ∈ ℝ
𝑀×𝑀

, are summed together, respectively,

by stacking the cores according to [29, p. 2308], as illustrated in Figure 2.15 (left). The

summation causes the ranks of the TTm to increase and a rounding procedure [28, p. 2301-

2305] needs to be applied to reduce the ranks back to the required precision. Finally, the

vector containing the weights𝐰
𝐦
=𝑤

𝐦
𝟏𝑀 is absorbed into the first core (Figure 2.15, right).
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𝑀

𝐞
⊤

𝑗

𝐱
(𝑖)
𝐞
⊤

𝑗
=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0⋯0 0⋯0

⋮ ⋮

𝐱
(𝑖)

⋮ ⋮

0⋯0 0⋯0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

→

𝑖 = 1…2𝑀 +1

𝑗 = 1…𝑀

Figure 2.14: Propagation of each sigma point as column of matrix 𝐱
(𝑖)
𝐞
⊤

𝑖
through the non-linearity.

𝐼1 𝐼2 𝐼3

𝑀

𝐞
⊤

𝑗

∑
𝑀

𝑗=1

𝑀

=

𝑀

𝐼1 𝐼2 𝐼3

𝐰
𝐦

Figure 2.15: Visual depiction of Equation (2.27) as sum over sigma points (left) and absorption of the weight

vector 𝐰
𝐦
into the first core (right).

The computation of the covariance matrix from Equation (2.28) is divided into two

steps. Firstly, 𝐦UT is subtracted from the sum over the sigma points (Figure 2.15, left). This

is achieved by creating a matrix, where 𝐦UT is stacked 𝑀 times next to each other. The

visual depiction of this operation equals to the one in Figure 2.14 with the difference that

the multiplied vector is 𝟏
⊤

𝑀
. Secondly, the result from the first step absorbs the weights

into the first core, as depicted in Figure 2.16. The resulting covariance matrix 𝐏UT in the

three-core example is a TT matrix that corresponds to a matrix of size 𝐼1𝐼2𝐼3 × 𝐼1𝐼2𝐼3.

The computation of the approximate mean and covariance with the UT in TT format is

summarized in Algorithm 3. The computational cost depends on the ranks of the TD, since

𝑀 is a function of the ranks. The bottleneck of Algorithm 3 is the rounding procedure

necessary after performing summations in TT format. It has a cost of (𝑅3
𝐼
2
𝑁) for a TT

matrix.

𝐼1

𝐼2

𝐼3

𝑀

𝐼1

𝐼2

𝐼3

𝑀
𝑤

𝐏
𝐈𝑀

=

𝐼1

𝐼2

𝐼3

𝐼1

𝐼2

𝐼3

Figure 2.16: Visual depiction of Equation (2.28) with 𝑤
𝐏
𝐈𝑀 as a diagonal matrix containing the weight factors on

the diagonal.
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Algorithm 3 Approximation of the low-rank tensor estimate’s mean and covariance with

the unscented transform in TT format.

Require: The mean and covariances of each TT-core {𝐦𝑖,𝐏𝑖}, 𝑖 = 1,…,𝑁 computed with

the ALS in a Bayesian framework.

Ensure: The approximated mean 𝐦UT and covariance 𝐏UT in TT format of the low-rank

tensor estimate’s distribution.

1: Compute sigma point 𝐱
(0)

with Equation (2.24).

2: Compute remaining sigma points with Equations (2.25) and (2.26) and organize them

into groups according to Equations (2.31) and (2.32).

3: Propagate sigma points through Equation (2.30), where groups from step 2 are propa-

gated as shown in Figure 2.13.

4: Estimate the mean 𝐦UT with Equation (2.27) as shown in Figure 2.15.

5: Estimate the covariance 𝐏UT with Equation (2.28) as shown in Figure 2.16.

2.6 Numerical experiments
In this section, we present the numerical examples that test the algorithms. All experi-

ments with exception of the last were performed with MATLAB R2020b on a Dell com-

puter with processor Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz 2.11 GHz and 8GB of

RAM. The last experiment is performed on a Lenovo computer with processor Intel(R)

Core(TM) i7-10700KF CPU @ 3.80GHz 3.79 GHz and 16GB of RAM. The implementation of

the experiments can be found on https://gitlab.tudelft.nl/cmmenzen/
bayesian-als.

The first three experiments are performed with a random TT, G, that represents the
ground truth and has the cores

G1,truth ∈ ℝ
1×5×3

, G2,truth ∈ ℝ
3×5×3

and G3,truth ∈ ℝ
3×5×1

.

The entries of each TT-core are drawn from a standard normal distribution. After computing

the tensor Ytruth ∈ ℝ
5×5×5

from the TT-cores and vectorizing it, a noisy sample 𝐲 is formed

with

𝐲 = 𝐲truth+𝝐 𝝐 ∼ (𝟎,𝜎
2
𝐈), (2.33)

where 𝐲truth denotes the vectorized ground truth and 𝝐 is a realization of random noise. The

noisy samples of the same underlying tensor formed with Equation (2.33) are uncorrelated.

The covariance of the measurement noise is influenced by fixing the signal-to-noise ratio

SNRdB = 10log
10

‖𝐲‖
2

‖𝝐‖
2
.

If not stated otherwise, the signal-to-noise ratio is set to zero dB. Some experiments use

multiple noisy samples 𝐲, computed from Equation (2.33). In this case, the estimate is

recursively updated. Initially, the prior TT is inputted to Algorithm 1 together with a

sample 𝐲. After the execution of Algorithm 1, the output mean and covariance is used as a

prior for the next execution together with a new sample 𝐲. This recursive updating is very

suitable for the ALS in a Bayesian framework, because it can deal with prior knowledge

https://gitlab.tudelft.nl/cmmenzen/bayesian-als
https://gitlab.tudelft.nl/cmmenzen/bayesian-als
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on the TD components. For the conventional ALS, the estimate from an execution of the

algorithm that computes a TT with the ALS is used as an initial TT for the next execution.

2.6.1 Convergence analysis of maximization problem
In the ALS in a Bayesian framework, we solve the optimization problem given by Equa-

tion (2.2). In this context, we define the relative error between the low-rank estimate 𝐠 and

the ground truth 𝐲truth as

𝜀truth =

‖𝐲truth−𝐠‖

‖𝐲truth‖

and the relative error between the low-rank estimate 𝐠 and the noisy sample 𝐲 as

𝜀meas =

‖𝐲−𝐠‖

‖𝐲‖

.

In the first experiment, we look at the errors defined above in order to analyze the con-

vergence of Algorithm 1. In addition, we look at the evolution of the log likelihood times

the prior, since from Theorem 2.3.4 it follows that the numerator of the logarithm of

Equation (2.4) needs to be maximized to compute the posterior of all TD components.

In this experiment, only one noisy sample 𝐲 is used. The prior mean is initialized

randomly and the covariance for each core is set to 200
2
𝐈, meaning a low certainty on the

prior mean. The experiment is performed 100 times with the same TT, G, but with different

priors. Then, the mean of the 100 results is plotted with a region of twice the standard

deviation. Figure 2.17 (left) shows how both relative errors decrease rapidly and converge

after approximately 5 iterations in Algorithm 1. Figure 2.17 (right) shows how the product

of log likelihood and prior increases during the first approximately 6 iterations, converging

to a fixed value. Both subfigures of Figure 2.17 also show how the region of twice the

standard deviation from the 100 trials, becomes smaller with an increasing number of

iterations. Hence, it can be concluded that Algorithm 1 converges and therefore also the

optimization problem.

2.6.2 Analysis of covariance matrices
In the second experiment, we look at how the covariance matrix of each core changes

throughout the iterations in Algorithm 2. We also examine the covariance matrix of the

low-rank tensor estimate, computed with the unscented transform in TT format. The

experiment is performed 100 times with the same TT, G, but with different priors, as in

Section 2.6.1. Then, the mean of the 100 results is plotted with a region of twice the standard

deviation. Figure 2.18 shows the trace and Frobenius norm of the covariance matrix of

the core that will be updated next, after the norm is moved to this core. Both the trace

and Frobenius norm of each core’s covariance matrix decrease and converge to a fixed

value. For the first and third core, the values are smaller than for the second, because the

second core has a larger number of elements. The convergence behavior is also shown in

Figure 2.19, where the trace and Frobenius norm of the covariance matrix of the low-rank

tensor estimate converge quickly to a fixed value. The decreasing and converging values

of the trace (Figure 2.17 top) and the Frobenius norm (Figure 2.17 bottom) indicate that the
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Figure 2.17: Left: Evolution of the relative errors during 20 iterations in Algorithm 1. Right: Evolution of log

likelihood times the prior during 20 iterations in Algorithm 1.
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Figure 2.18: Top: Trace, bottom: Frobenius norm of covariance matrix of G1, G2 and G3.

uncertainty of the mean decreases and then remains constant with an increasing number of

iterations. In the next experiments, we will use the information of the covariance matrices

to visualize a confidence interval for our estimate.

2.6.3 Comparison to conventional ALS
The main benefits of the ALS in a Bayesian framework are the uncertainty quantification

of the low-rank tensor estimate, as well as the incorporation of prior knowledge. In the

third experiment, we show the benefits by comparing the ALS in a Bayesian framework to

the conventional ALS.

Figure 2.20 depicts the vectorized low-rank tensor estimate for the ALS and the mean of

the ALS in a Bayesian framework’s estimate with a 95% confidence interval in comparison

with the ground truth. The uncertainty measure is computed from the diagonal elements of
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Figure 2.19: Left: Trace, right: Frobenius norm of covariance matrix of low-rank tensor estimate.

𝐏UT. The top figure shows the estimate using one noisy sample 𝐲 for the ALS in a Bayesian

framework and the bottom using 100 noisy samples. While the ALS does not improve when

taking into account multiple noisy samples, the ALS in a Bayesian framework improves in

two aspects. The error between the mean and the truth becomes smaller and the estimate

becomes more certain. Also, in the top figure, where the uncertainty is relatively large, the

ground truth almost always lies inside the confidence interval and therefore the ALS in a

Bayesian framework provides more information than the conventional ALS.

Now, we analyze the influence of the prior quality on the relative error. Figure 2.21

shows the relative error 𝜀truth of the ALS in a Bayesian framework for different priors. The

prior mean is computed from

𝐦
0

𝑖
= 𝐠𝑖,truth+𝑎 (𝟎, 𝐈), 𝑖 = 1,2,3 (2.34)

where 𝐠𝑖,truth denotes the vectorization of G𝑖,truth and 𝑎 is a number that is set to values

between 0 and 5. It determines how different the prior mean is from the ground truth. The

prior covariance is computed from

𝐏
0

𝑖
= 𝑏

2
𝐈, 𝑖 = 1,2,3 (2.35)

by setting 𝑏 to values between 0 and 5. A small value means a high certainty and a large

value means a low certainty on the prior mean. Figure 2.21 shows that the error is small if

the prior mean is close to the ground truth and the covariance is small. For a bad prior and

a small covariance, the error is a 100 percent or larger, since a high certainty for a bad prior

is assumed. For comparison, the isoline (dashed line) corresponding to the mean relative

error of the conventional ALS is shown in the graph, which is almost independent of the

prior information.

Figure 2.22 (left) shows the relative error of the reconstructed tensor versus the signal-

to-noise ratio for a prior mean from Equation (2.34) with 𝑎 = 10
−1

and prior covariance

from Equation (2.35) with 𝑏 = 10
−1
, meaning a good prior and a high certainty on the prior.

While the ALS performs poorly for high noise, the ALS in a Bayesian framework results in

small relative errors. For an increasing SNR, the relative error of the ALS in a Bayesian
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Figure 2.20: Ground truth with ALS estimate and mean of estimate from the ALS in a Bayesian framework with

confidence region of 95%. Top: Estimate using one noisy sample. Bottom: Estimate using 100 noisy samples.

framework converges to the one of the ALS.

Further, Figure 2.22 (right) shows the ALS in comparison with the ALS in a Bayesian

framework for multiple noisy samples. While the relative error 𝜀truth decreases for the

ALS in a Bayesian framework, the conventional ALS does not improve when more noisy

samples become available.

As shown, the ALS in a Bayesian framework gives better results if a good prior is

available and it provides a measurement of the uncertainty and therefore additional valuable

information. Also, if multiple noisy samples are available, ALS in a Bayesian framework

significantly improves the estimate.

2.6.4 Reconstruction of noisy image
To test Algorithm 1 on an image processing problem, a cat image is reconstructed from

an image corrupted with noise. Figure 2.23 shows the steps before applying Algorithm 1.

The original image of size 256 × 256 pixel is reshaped into an 8-way tensor, where each

mode is of dimension 4. To obtain the TT-ranks, here we use the TT-SVD algorithm

[28]. It finds a TD that approximates the given tensor by setting an upper bound for

the relative error. With an upper bound of 0.1, the TT-ranks, depicted in Figure 2.23 are

obtained. Finally, the ground truth is computed as the vectorized contracted TT. Now,

ten noisy samples are formed with Equation (2.33) with a signal-to-noise ratio of SNRdB = 0.

Figure 2.24a) shows the original image and Figure 2.24b) the low-rank image, which
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Figure 2.21: Relative error of the ALS in a Bayesian framework for different priors for SNRdB = 0. The 𝑦-axis

indicates the similarity of the prior mean to the ground truth and the 𝑥-axis indicates the certainty on the prior

mean. The dashed line corresponds to the isoline corresponding to the mean error of the conventional ALS.
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Figure 2.22: Left: Relative error 𝜀truth vs. signal-to-noise ratio with prior mean from Equation (2.34) with 𝑎 = 10
−1

and prior covariance from Equation (2.35) with to 𝑏 = 10
−1
. Right: Comparison of the relative error 𝜀truth between

the ALS and the ALS in a Bayesian framework for different numbers of noisy samples.
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Figure 2.23: Computation of ground truth from original image: The original image of size 256 × 256 pixel is

reshaped into an 8-way tensor, where each mode is of dimension 4. Then, the TT-SVD algorithm [28] with an

upper bound for the relative error of 0.1 is applied, resulting in the depicted TT-ranks. Finally, the ground truth is

obtained as the vectorized contracted TT.
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a) b) c)

Figure 2.24: a) Original image, b) Image approximated with the TT-SVD algorithm [28] with an upper bound for

the relative error of 0.1, c) One noisy sample (low-rank image corrupted with random noise).

Figure 2.25: Reconstructed image with conventional ALS algorithm. Left: using one noisy sample. Right: using

ten noisy samples.

is obtained by reshaping the low-rank TT from the TT-SVD into the size of the original

image. Figure 2.24c) shows one exemplary noisy sample 𝐲 reshaped into the dimensions of

the original image. As a stopping criterion, we used the maximum number of iterations

of 3. Figure 2.25 left shows the reconstruction of the image with the conventional ALS

using one noisy sample and on the right using ten noisy samples. Figure 2.26 shows

the reconstruction of the image inputting a random prior mean and a prior covariance

on each core of 1000
2
𝐈 and using one and ten noisy samples. For the ALS in a Bayesian

framework, it is shown that the image gets clearer with a higher number of noisy samples

𝐲, confirmed by the decreasing relative error 𝜀truth from 0.3127 to 0.1478. The relative error

of the conventional ALS only decreases slightly from 0.3664 to 0.3088.

2.6.5 Large-scale experiment
In this experiment, we demonstrate that Algorithm 1 also works with larger tensors. The

cat image from Section 2.6.4 in color is up-scaled via bi-cubic interpolation to obtain a

6000×4000×3 tensor as depicted in Figure 2.27a). Next, we find a low-rank approximation

of the image by first applying the TKPSVD algorithm [2]. The TKPSVD decomposes a
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Figure 2.26: Reconstructed image with ALS in a Bayesian framework (Algorithm 1). Left: using one noisy sample.

Right: using ten noisy samples.

tensor A into a sum of multiple Kronecker products of 𝑁 tensors A(𝑛)

𝑟

A =

𝑅

∑

𝑟=1

𝜆𝑟 A(𝑁 )

𝑟
⊗⋯⊗A(1)

𝑟

where 𝜆𝑟 ∈ ℝ. We approximate the image by taking only the term with the largest 𝜆𝑟 and

𝑁 = 5,

A ≈ 𝜆maxA(5)

1
⊗A(4)

1
⊗A(3)

1
⊗A(2)

1
⊗A(1)

1
,

where 𝜆max = 𝜆1. The resulting Kronecker products is of dimensions

(375×250×3)⊗(2×2×1)⊗(2×2×1)⊗(2×2×1)⊗(2×2×1),

as depicted in the top part of Figure 2.28. Secondly,A(5)

1
∈ ℝ

375×250×3
is further decomposed

with the TT-SVD algorithm with an upper bound of the relative error of 0.08, where the

dimensions are factorized as shown in the lower part of Figure 2.28. The resulting low-rank

approximation of the image is shown in Figure 2.27b) and the noisy image, created with an

SNR = −22, is shown in Figure 2.27c). We use Algorithm 1 with a random prior mean and

𝐏
0

𝑖
= 10000

2
𝐈. Figure 2.27d) shows the reconstructed image after 30 iterations in Algorithm 1.

The main computational bottleneck is the inversion of the covariance matrix of the largest

TD component (line 4 of Algorithm 1). Thus, the number of elements of a TD component,

dependent on its ranks, is the limiting factor for the computational complexity. In this case,

the largest TT-core has 13 ⋅ 25 ⋅ 18 = 5850 elements, see second last TT-core in the lower

part of Figure 2.28.
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Figure 2.27: a) Original image, b) Low-rank image, c) Noisy image (low-rank image corrupted with random noise,

with an SNR = −22), d) Reconstructed image.
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Figure 2.28: Determination of the TT-ranks by computing a low-rank decomposition with the TKPSVD and then

decomposing the last TT-core (gray) further with the TT-SVD.

2.7 Conclusions
We approached the computation of low-rank tensor decomposition from a Bayesian per-

spective. Assuming Gaussian priors for the TD components and Gaussian measurement

noise and by applying a block coordinate descent, we were able to perform a tractable

inference and compute the posterior joint distribution of the TD components. This leads

to a probabilistic interpretation of the ALS. The distribution of the underlying low-rank

tensor was computed with the unscented transform in tensor train format. We found that

the relative error of the resulting low-rank tensor approximation depends strongly on the

quality of the prior distribution. In addition, our method opens up for a recursive estimation

of a tensor from a sequence of noisy measurements of the same underlying tensor. If no

useful prior information is available, the method gives the same result as the conventional

ALS. Our method will perform worse than the conventional ALS, if a small covariance is

assumed for a bad prior mean. Future work could focus on incorporating the inference of

the ranks which for the ALS are fixed and therefore need to be decided beforehand. Also,

the method could be extended to a non-Gaussian prior and the UT algorithm could be

further developed, e.g. by parallelizing the code to make it computationally more efficient

for large data sets.
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3
Tensor network sqare root

Kalman filter for online
Gaussian process regression

The state-of-the-art tensor network Kalman filter lifts the curse of dimensionality for high-
dimensional recursive estimation problems. However, the required rounding operation can
cause filter divergence due to the loss of positive definiteness of covariance matrices. We solve
this issue by developing, for the first time, a tensor network square root Kalman filter and
applying it to high-dimensional online Gaussian process regression. In our experiments, we
demonstrate that our method is equivalent to the conventional Kalman filter when choosing a
full-rank tensor network. Furthermore, we apply our method to a real-life system identifica-
tion problem where we estimate 414 parameters on a standard laptop. The estimated model
outperforms the state-of-the-art tensor network Kalman filter in terms of prediction accuracy
and uncertainty quantification.

This chapter is based on� Clara Menzen, Manon Kok, Kim Batselier : Tensor network square root Kalman filter

for online Gaussian process regression, [18], Automatica, accepted for publication, 2025.
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3.1 Introduction
In a time when data-driven AI models are trained on an exponentially growing amount of

data, it is crucial that the models can be adapted to newly observed data without retraining

from scratch. These online or recursive settings are present in many fields, including

system identification [4, 8], sensor fusion [33, 38], robotics [17, 19], and machine learning

[12, 24, 35].

While Bayesian algorithms, like widely-used Gaussian processes (GPs) [25] are well-

suited for an online setting, they are associated with potentially high computational costs.

Standard GP regression using a batch of 𝑁 observations has a cubic cost in 𝑁 , i.e., (𝑁 3
).

The number of observations is growing in an online setting, so the cost increases each time

step and can become a computational bottleneck.

There are numerous parametric approximations to address scalability in batch settings,

including sparse GPs [23] and reduced-rank GPs [34], which both have a complexity of

(𝑁𝑀
2
), 𝑀 being the number of inducing inputs and basis function for the respective

method. Structured kernel interpolation for sparse GPs [40] reduces the complexity further

to (𝑁 +𝐷𝑀
1+1/𝐷

), 𝐷 being the number of input dimensions.

Parametric approximations allow for a straightforward recursive update, where the

posterior distribution from the previous time step is used as a prior for the current time step

[28]. In this context, online GPs have been used, e.g., for GP state-space models [6, 27, 36],

rank-reduced Kalman filtering [29] and recursive sparse GPs [35].

In this contribution to the thesis, we consider the online parametric GP model given by

𝑦𝑡 = 𝝓(𝐱𝑡)
⊤
𝐰𝑡 +𝜖𝑡 , 𝜖𝑡 ∼ (0,𝜎

2

𝑦
),

𝐰𝑡−1 ∼ (𝐰̂𝑡−1,𝐏𝑡−1),

(3.1)

where 𝑦𝑡 is a scalar observation at discrete time 𝑡, 𝝓(⋅) are basis functions that map a 𝐷

dimensional input vector 𝐱𝑡 to a feature space, 𝐰𝑡 ∈ ℝ
𝑀
are the parameters at time 𝑡, and

𝜎
2

𝑦
denotes the variance of the measurement noise 𝜖𝑡 which is assumed to be i.d.d. and

zero-mean Gaussian. With (3.1), the posterior distribution 𝑝(𝐰𝑡 ∣ 𝐱1∶𝑡 ,𝐲1∶𝑡) = (𝐰̂𝑡 ,𝐏𝑡)

— i.e., the distribution of 𝐰𝑡 given all inputs and measurements up until time 𝑡, 𝐱1∶𝑡 =

[𝐱1,𝐱2,… ,𝐱𝑡], 𝐲1∶𝑡 = [𝑦1,𝑦2,… ,𝑦𝑡]— is computed at each time step using the estimate 𝐰̂𝑡−1

and covariance matrix 𝐏𝑡−1 from the previous time step as a prior.

We consider commonly used product kernels with a feature map given by

𝝓(𝐱𝑡) = 𝝓
(1)
(𝐱𝑡)⊗⋯⊗𝝓

(𝑑)
(𝐱𝑡)⊗⋯⊗𝝓

(𝐷)
(𝐱𝑡), (3.2)

where 𝝓
(𝑑)
(𝐱𝑡) ∈ ℝ

𝐼
with 𝐼 being the number of basis functions in the 𝑑th dimension, and⊗

denoting a Kronecker product. The resulting number of basis functions is𝑀 = 𝐼
𝐷
, growing

exponentially with the input dimension 𝐷. Requiring exponentially many parameters

in a high-dimensional setting is a known problem, discussed in the related literature: In

[36], separable kernels or a radial basis function expansion are proposed as an alternative

with the disclaimer of limiting the space of functions that is possible to describe. In

[35], dimensionality reduction is applied for all experiments with 𝐷 > 3. Alternatively,

several tensor network (TN)- based methods have been proposed to break this curse of

dimensionality and achieve a linear computational complexity in𝐷. In the batch setting, [3]

and [39] give solutions for the squared exponential and polynomial kernel, respectively. In
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the online setting, the state-of-the-art method is the tensor network Kalman filter (TNKF)

[4, 5], where the Kalman filter time and measurement update are implemented in TN

format.

While the TNKF lifts the curse of dimensionality, it has a significant drawback. The

TNKF requires a TN-specific rounding operation [22], which can result in covariance

update losing positive (semi-) definiteness [7], resulting in the divergence of the filter.

This contribution to the thesis resolves this issue by computing the square root covari-

ance factor in tensor train (TT) format instead. Our approximation represents the 𝑀 ×𝑀

square root covariance factor as a tensor train matrix (TTm). This is motivated by prior

square root covariance factors of product kernels having a Kronecker product structure,

which corresponds to a rank-1 TTm. In addition, work by [20] and [14] approximates the

covariance matrix as a rank-1 TTm. This work generalizes the rank-1 approximation to

higher ranks which results in better prediction accuracy and uncertainty quantification.

We call our method the tensor network square root Kalman filter (TNSRKF).

We show in experiments that the TNSRKF is equivalent to the standard Kalman filter

when choosing full-rank TTs. In addition, we show how different choices of TT-ranks

affect the performance of our method. Finally, we compare the TNSRKF to the TNKF in a

real-life system identification problem with 4
14
parameters and observe that, contrary to

the TNKF, our method does not diverge.

3.2 Problem Formulation
Similar to the TNKF, we build on standard equations for the measurement update of the

Kalman filter, given by

𝐒𝑡 = 𝝓
⊤

𝑡
𝐏𝑡−1𝝓𝑡

+𝜎
2

𝑦
(3.3)

𝐊𝑡 = 𝐏𝑡−1𝝓𝑡
𝐒
−1

𝑡
(3.4)

𝐰̂𝑡 = 𝐰̂𝑡−1+𝐊𝑡(𝑦𝑡 −𝝓
⊤

𝑡
𝐰̂𝑡−1) (3.5)

𝐏𝑡 = (𝐈𝑀 −𝐊𝑡𝝓
⊤

𝑡
)𝐏𝑡−1(𝐈𝑀 −𝐊𝑡𝝓

⊤

𝑡
)
⊤
+𝜎

2

𝑦
𝐊𝑡𝐊

⊤

𝑡
, (3.6)

where 𝐒𝑡 denotes the innovation covariance and 𝐊𝑡 denotes the Kalman gain. Note that

for a scalar measurement, 𝐒𝑡 is a scalar and 𝐊𝑡 a vector, whereas in the case of multiple

measurements per time step, they are matrices. Without the loss of generality, we present

the scalar case, where, beyond the scope of this contribution to the thesis, our approach

can easily be extended to vector measurements. We recursively update the posterior

distribution of the parametric weights from (3.1), i.e., 𝑝(𝐰𝑡 ∣ 𝐱1∶𝑡 ,𝐲1∶𝑡). For product kernels

with a feature map given in (3.2), it is 𝐰𝑡 ∈ ℝ
𝐼
𝐷

and 𝐏𝑡 ∈ ℝ
𝐼
𝐷
×𝐼

𝐷

. In this case, the Kalman

filter suffers from the curse of dimensionality.

The first tensor-based Kalman filter, the TNKF [4], solved the curse of dimensionality

and implements (3.3)-(3.6) in TT format, where the weights are represented as a TT and

the covariance matrix as a TTm. During the updates, the algebraic operations in TT format

increase the TT-ranks of the involved variables, according to [5, Lemma 2]. To counteract

the rank increase and keep the algorithm efficient, the TNKF requires an additional step

called TT-rounding [22]. This SVD-based operation transforms the TT or TTm to ones

with smaller TT-ranks. TT-rounding can result, however, in the loss of positive (semi-)

definiteness.
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To avoid this issue, we implement the square root formulation of the Kalman filter

(SRKF), as described e.g. in [11, Ch. 7], in TT format. The SRKF expresses (3.3)-(3.6) in

terms of a square root decomposition 𝐏𝑡 = 𝐋𝑡𝐋
⊤

𝑡
, with the square root covariance factor 𝐋𝑡

given by

𝐋𝑡 = [(𝐈𝑀 −𝐊𝑡𝝓
⊤

𝑡
)𝐋𝑡−1 𝜎𝑦𝐊𝑡] . (3.7)

In each update, (3.7) is computed by concatenating two matrices, such that the number

of columns of 𝐋𝑡 increases. For the next update, 𝐋𝑡 needs to be transformed back to its

original size. In the SRKF, this is done by computing a thin QR-decomposition [10, p. 248]

of 𝐋𝑡 given by

𝐋
⊤

𝑡

⏟⏟⏟

(𝑀+1)×𝑀

= 𝐐𝑡

⏟⏟⏟

(𝑀+1)×𝑀

𝐑𝑡

⏟⏟⏟

𝑀×𝑀

(3.8)

and replacing 𝐋𝑡 by 𝐑
⊤

𝑡
, i.e., by the transpose of 𝐑𝑡 .

The orthogonal 𝐐𝑡-factor can be discarded since

𝐏𝑡 = 𝐋𝑡𝐋
⊤

𝑡
= 𝐑

⊤

𝑡
𝐐
⊤

𝑡
𝐐𝑡

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝐈𝑀

𝐑𝑡 = 𝐑
⊤

𝑡
𝐑𝑡 . (3.9)

In TT format, performing the QR-decomposition as in (3.8) is not possible. We solve

this issue by proposing an SVD-based algorithm in TT format that truncates 𝐋𝑡 back to its

original size.

3.3 Background on tensor networks
3.3.1 Tensor networks
Tensor networks (TNs), also called tensor decompositions, are an extension of matrix

decompositions to higher dimensions. There are multiple TN architectures, including the

CANDECOMP/PARAFAC decomposition [16], the Tucker decomposition [37], and the

tensor train (TT) decomposition [22]. In this contribution to the thesis, we focus on TTs

to approximate the weight vector’s mean as discussed in Section 3.3.1, and a TT matrix

(TTm) [21] to approximate the square root covariance factor, as discussed in Section 3.3.1.

In this context, we denote TTs representing vectors as a lower-case bold letter, e.g. 𝐰𝑡 ,

and their components, called TT-cores, as capital calligraphic bold letters, e.g.W (𝑑)
. TT

matrices are denoted by upper-case bold letters, e.g. 𝐋𝑡 and their corresponding TTm-cores

as capital calligraphic bold letters, e.g. L(𝑑)
.

Tensor train vectors
As depicted in Fig. 3.1(a), a TT vector consists of interconnected three-way tensors, called

TT-cores, visualized as nodes with three edges. Each edge corresponds to an index of a

TT-core and connected edges are summations over the involved indices. Each TT-core is

connected by two edges, called TT-ranks, to its neighbouring TT-cores, except for the first

and last TT-core, whose outer TT-ranks are by definition equal to one.

For the purpose of this contribution to the thesis, consider a TT that represents the

mean of the weight vector 𝐰𝑡 ∈ ℝ
𝑀
. The TT-cores, denoted by W (1)

𝑡
,⋯ ,W (𝑑)

𝑡
,⋯ ,W (𝐷)

𝑡

with W (𝑑)

𝑡
∈ ℝ

𝑅
𝑑
×𝐼×𝑅

𝑑+1 for 𝑑 = 1,…𝐷, where 𝑅𝑑 and 𝑅𝑑+1 are the TT-ranks and 𝐼 is the
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Figure 3.1: Visual depiction of tensor diagrams for a (a) TT, (b) TTm, (c) tall TTm and (d) thin SVD.

size of the non-connected edge such that 𝑀 = 𝐼
𝐷
. By definition 𝑅1 = 𝑅𝐷+1 = 1. Without

the loss of generality, we use TT-cores with equal TT-ranks 𝑅𝐰. The storage complexity

of 𝐰𝑡 without TNs is (𝐼𝐷) and in TT format (𝐷𝐼𝑅2

𝐰
), where lower TT-ranks 𝑅𝐰 will

result in more efficient representations.

An important characteristic of a TT for numerical stability is that it can be transformed

into the site-𝑑-mixed canonical format.

Definition 3.3.1 Site-𝑑-mixed canonical format [30] A TT𝐰𝑡 in site-𝑑-mixed canonical
format is given by

𝐰𝑡 = 𝐆𝑑,𝑡𝐰
(𝑑)

𝑡
, (3.10)

where𝐆𝑑,𝑡 ∈ ℝ
𝑀×𝑅𝐰𝐼𝑅𝐰 is an orthogonal matrix computed from all TT-cores except the 𝑑th and

𝐰
(𝑑)

𝑡
∈ ℝ

𝑅𝐰𝐼𝑅𝐰 is the vectorization of the 𝑑th TT-core. In this format, the TT representation is
linear in the 𝑑th TT-core when all other TT-cores are fixed.

TT matrices and tall TT matrices
A TTm consists of interconnected four-way tensors, as depicted in Fig. 3.1(b). Analogous to

the TT, the TTm components and connected edges are called TTm-cores and TTm-ranks,

respectively, where each TTm-core has two free edges, the row and column indices.

For the purpose of this contribution to the thesis, consider a TTm representation of the

square root covariance factor 𝐋𝑡 ∈ℝ
𝑀×𝑀

. The TTm-cores are denoted byL(1)

𝑡
,⋯ ,L(𝑑)

𝑡
,⋯ ,L(𝐷)

𝑡

withL(𝑑)

𝑡
∈ ℝ

𝑅
𝑑
×𝐼×𝐽×𝑅

𝑑+1 , where 𝐼 and 𝐽 are the number of row and column indices, indicated

in Fig. 3.1(b) as red and and blue edges respectively, such that 𝑀 = 𝐼
𝐷
and 𝑀 = 𝐽

𝐷
. By

definition, 𝑅1 = 𝑅𝐷+1 = 1, and for this contribution to the thesis, we generally assume that

all other TTm-ranks 𝑅2 = ⋯ = 𝑅𝐷 = 𝑅𝐋 are equal. The storage complexity of 𝐋𝑡 without

TNs is (𝐼𝐷 × 𝐼
𝐷
) and in TTm format (𝐷𝑅2

𝐋
𝐼 𝐽 ).

A TTm can also be written in terms of the site-𝑑-mixed canonical format as defined

in Definition 3.3.1, but it requires to be transformed into a TT first. This can be done

by combining the row and column indexes into one index, which represents a kind of

vectorization of the matrix represented by the TTm. Note, however, that the indices are

not ordered as in conventional vectorization. A site-𝑑-mixed canonical format of a TTm is

given by

vec(𝐋𝑡) = 𝐇𝑑,𝑡 𝐥
(𝑑)

𝑡
, (3.11)
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where the orthogonal matrix 𝐇𝑑,𝑡 ∈ ℝ
2𝑀×𝑅𝐋𝐼 𝐽𝑅𝐋

is computed from all the TTm-cores but

the 𝑑th, and 𝐥
(𝑑)

𝑡
∈ ℝ

𝑅𝐋𝐼 𝐽𝑅𝐋
.

To recompute 𝐋𝑡 in its original size in the QR step of the SRKF (see (3.8)), here called

the re-squaring step, we need a special case of a TTm, the tall TTm, as well as a thin SVD

in TTm format.

Definition 3.3.2 Tall TTm [3] A tall TTm, as depicted in Figure 3.1(c), has only one TTm-
core with both a row and column index, while all other TTm-cores have only row indices. Then,
the TTm represents a tall matrix with many more rows than columns.

Definition 3.3.3 Thin SVD in TTm format [2] Consider a TTm in site-𝑑-mixed canonical
format, where the 𝑑th TTm-core is the one that has the column index, L(𝑑)

∈ ℝ
𝑅𝐋×𝐼×𝐽×𝑅𝐋 . The

SVD of L(𝑑) reshaped and permuted in to a matrix of size 𝑅𝐋𝐼𝑅𝐋 × 𝐽 , is given by

𝐔
(𝑑)
𝐒
(𝑑)
(𝐕

(𝑑)
)
⊤
. (3.12)

Now replace the 𝑑th TTm-core by 𝐔(𝑑) reshaped and permuted back to the original TTm-core
dimensions.

Then the thin SVD is given by the TTm with the replaced TT-core as the orthogonal
𝐔-factor, and 𝐒(𝑑)(𝐕(𝑑)

)
⊤ as the 𝐒𝐕⊤-factors, as depicted in Fig. 3.1(d).

3.4 TNSRKF
We propose our method, combining efficient TN methods with the SRKF formulation for

online GP regression. More specifically, we recursively compute the posterior distribution

of the parametric weights in (3.1) from the measurement update of the Kalman filter. To

achieve this, we update the mean 𝐰̂𝑡 ∈ ℝ
𝑀
as a TT (Section 3.4.1), and the square root

factor 𝐋𝑡 ∈ ℝ
𝑀×𝑀

as a TTm (Section 3.4.2).

All computations are summarized in Algorithm 4, which outputs the posterior weight

distributions 𝑝(𝐰𝑡 ∣ 𝐱1∶𝑡 ,𝐲1∶𝑡) = (𝐰̂𝑡 ,𝐏𝑡), and the prediction for a test input 𝑓∗,𝑡 in terms

of a distribition 𝑝(𝑓∗,𝑡) = (𝑚∗,𝑡 ,𝜎
2

∗,𝑡
) with predictive mean 𝑚∗,𝑡 and variance 𝜎

2

∗,𝑡
. Note

that online GP regression refers to ingesting one measurement at a time and updating

the weights 𝐰𝑡 recursively. Therefore, in a truly online scenario, where measurements

are collected on the fly, the input to Algorithm 4 would not be a batch 𝐲, but a single

measurement 𝐲𝑡 .

3.4.1 Update of weight mean
The mean of the weights is updated with a new measurement 𝑦𝑡 ∈ ℝ, with (3.5). In the

original tensor-based KF [4], the two terms in equation (3.5) are summed together in TT

format, which increases the TT-ranks. To avoid this rank increase and application of

TT-rounding, we propose solving an optimization problem to compute (3.5) instead: We

apply a commonly-used optimization algorithm from the tensor community, called the

alternating linear scheme (ALS) [13, 26]. The ALS computes a TT by updating one TT-core

at a time while keeping all other TT-cores fixed. The optimization problem to be solved is

given by

min
𝐰𝑡

‖𝐰̂𝑡−1+𝐊𝑡(𝑦𝑡 −𝝓
⊤

𝑡
𝐰̂𝑡−1)−𝐰𝑡 ‖

2

s.t. 𝐰𝑡 being a low-rank TT,

(3.13)
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where 𝐰̂𝑡−1 is the estimate from the last time step, playing now the role of the prior for the

current time step.

Inserting (3.10) in (3.13), thus making use of 𝐆𝑑,𝑡 being an orthogonal matrix (see the

site-𝑑-mixed canonical format from Definition 3.3.1), gives the optimization problem for

the update of one TT-core

min

𝐰
(𝑑)

𝑡

‖
‖
‖
𝐆
⊤

𝑑,𝑡 (
𝐰̂𝑡−1+𝐊𝑡(𝑦𝑡 −𝝓

⊤

𝑡
𝐰̂𝑡−1))−𝐰

(𝑑)

𝑡

‖
‖
‖

2

. (3.14)

In one so-called sweep of the ALS, (3.14) is solved for each TT-core once. A stopping

criterion for the convergence of the residual in (3.14) determines the total number of

sweeps.

3.4.2 Update of sqare root covariance factor
To compute the covariance matrix with the standard covariance update in the measurement

update, see (3.6), we recursively compute the square root covariance factor 𝐋𝑡 as defined in

(3.7) such that 𝐏𝑡 = 𝐋𝑡𝐋
⊤

𝑡
. To achieve this, we use the ALS to solve (3.7) (ALS step) and then

we transform 𝐋𝑡 as in (3.8) back to its original size (re-squaring step).

ALS step In this step, we use the ALS to compute a TTm representing 𝐋𝑡 . We solve the

optimization problem given by

min

𝐋𝑡

‖
‖
‖
[(𝐈𝑀 −𝐊𝑡𝝓

⊤

𝑡
)𝐋𝑡−1 𝜎𝑦𝐊𝑡]−𝐋𝑡

‖
‖
‖

2

F

s.t. 𝐋𝑡 being a low-rank TTm,

(3.15)

where 𝐋𝑡−1 is the estimated square root covariance factor from time step 𝑡 −1 now serving

as the prior. The original ALS algorithm is defined for TTs, so we must adapt it for TT

matrices.

For this, it is necessary to use the site-𝑑-mixed canonical form for TT matrices, as

described in Section 3.3.1 above (3.11). In addition, we need to horizontally concatenate

two matrices in TTm format, which can be done by summing two matrices of size 𝑀 ×2𝑀

such that (3.15) becomes

min

𝐥
(𝑑)

𝑡

‖
‖
‖
𝐇
⊤

𝑑,𝑡
vec([1 0]⊗(𝐈𝑀 −𝐊𝑡𝝓

⊤

𝑡
)𝐋𝑡−1)

+𝐇
⊤

𝑑,𝑡
vec([0 1]⊗[1 𝟎𝑀−1]⊗𝜎𝑦𝐊𝑡)− 𝐥

(𝑑)

𝑡
)
‖
‖
‖

2

F

,

(3.16)

where vec denotes the vectorization of the involved TT matrices.

Re-squaring step The optimization problem given by (3.15) requires concatenating a

matrix with a column vector. In TT format, this results in a TTm of size 𝑀 ×2𝑀 . For

the TTm-cores of 𝐋𝑡 this means that one TTm-core, which we call the augmented core,

is of size 𝑅𝐋 × 𝐼 × 2𝐽 ×𝑅𝐋. Before serving as a prior for the next time step, a re-squaring

step implementing the QR step (see (3.8)) in TN format is required to transform 𝐋𝑡 back to
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𝝓(𝐱∗)
⊤
𝐰̂𝑡 𝝓(𝐱∗)

⊤
𝐋𝑡 𝐋

⊤

𝑡
𝝓(𝐱∗)

(a) (b)

Figure 3.2: Visual depiction of (a) predictive mean and (b) predictive covariance for 𝐷 = 5.

its original size. Since computing a QR decomposition of a TTm is not directly possible,

we present an SVD-based algorithm in TN format to transform 𝐋𝑡 of size 𝑀 ×2𝑀 back to

𝑀 ×𝑀 , as described in Algorithm 5.

3.4.3 Predictions
To perform GP predictions we compute the predictive distribution for a test output 𝑓∗,𝑡 =

𝝓(𝐱∗)
⊤
𝐰𝑡 with mean and variance given by

𝑚∗,𝑡 = 𝝓(𝐱∗)
⊤
𝐰̂𝑡

𝜎
2

∗,𝑡
= 𝝓(𝐱∗)

⊤
𝐋𝑡𝐋

⊤

𝑡
𝝓(𝐱∗).

(3.17)

Given 𝐰̂𝑡 as a TT and 𝐋𝑡 as a TTm, we can compute (3.17) directly in TN format without

explicitly reconstructing the mean vector and square root factor. For a test input 𝐱∗, Fig.

3.2 illustrates the computation of (a) the predictive mean 𝑚∗,𝑡 , (b) the predictive covariance

𝜎
2

∗,𝑡
. The corresponding equation to Fig. 3.2(a) is given by

𝑚∗,𝑡 =

𝑅
(2)

∑

𝑟
(2)

⋯

𝑅
(𝐷)

∑

𝑟
(𝐷)

𝐷

∏

𝑑

𝐼
(𝑑)

∑

𝑖
(𝑑)

𝝓
(𝑑)

𝑖
(𝑑)
(𝐱∗)

̂W (𝑑)

𝑟
(𝑑)

,𝑖
(𝑑)

,𝑟
(𝑑+1)

,

where the lowercase letters in the subcript, i.e. 𝑟
(𝑑)
, 𝑟

(𝑑+1)
and 𝑖

(𝑑)
, denote the indices

of size 𝑅
(𝑑)

= 𝑅
(𝑑+1)

= 𝑅 and 𝐼
(𝑑)

= 𝐼 , respectively. Fig. 3.2(b) can be written in a similar

way. Moving forward, we provide only the TN diagrams, since the equations can become

lengthy.
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Algorithm 4 Online GP regression in terms of SRKF in TT format (TNSRKF)

Require: Measurements 𝐲 = 𝑦1,𝑦2,… ,𝑦𝑁 ,

basis functions for inputs 𝝓(𝐱𝑡), 𝑡 = 1,…,𝑁 ,

prior 𝐰̂0 in TN format (Lemma 3.5.2),

prior 𝐋0 in TN format (Lemma 3.5.4),

noise variance 𝜎
2

𝑦
,

basis functions for prediction point 𝝓(𝐱∗).

Ensure: 𝑝(𝐰 ∣ 𝐲1∶𝑡) = (𝐰̂𝑡 ,𝐏𝑡),

1: 𝑝(𝑓∗ ∣ 𝐲1∶𝑡) = (𝑚∗,𝑡 ,𝜎
2

∗,𝑡
), for 𝑡 = 1,…,𝑁 .

2: Initialize 𝐰1 = 𝐰̂0 and 𝐋1 as a random TTm in site-𝑑-mixed canonical format.

3: for 𝑡 = 1,…,𝑁 do
4: Compute

̂W (1)

𝑡
,
̂W (2)

𝑡
,… ,

̂W (𝐷)

𝑡
with (3.14).

5: Compute L(1)

𝑡
,L(2)

𝑡
,… ,L(𝐷)

𝑡
with (3.16).

6: Save TT and TTm from step 4 and 5 as initializations for the next time step.

7: Re-square 𝐋𝑡 with Algorithm 5.

8: Compute 𝑚∗,𝑡 with (3.17) as depicted in Fig. 3.2(a).

9: Compute 𝜎
2

∗,𝑡
with (3.17) as depicted in Fig. 3.2(b).

10: end for

3.5 Implementation
In this section, we give a detailed description of the non-straightforward TN operations to

update the mean estimate 𝐰̂𝑡 and square root covariance factor 𝐋𝑡 as described in Algorithm

4. The leading complexities of the mean and square root covariance factor update are given

in Table 3.1.

3.5.1 Updating 𝐰̂𝑡 in TN format
In the following sections, we discuss the implementation of (3.14) for the mean update

(Algorithm 4, line 4), and we describe how the mean is initialized in TT format (Algorithm

4, line 2).

Table 3.1: Computational complexities for one TT-core mean and covariance update. We denote the TT-ranks of

𝐊𝑡 by 𝑅𝐊.

Term Complexity

𝐆
⊤

𝑑,𝑡
𝐰̂𝑡−1 (𝑅4

𝐰
𝐼 )

𝐆
⊤

𝑑,𝑡
𝐊𝑡(𝑦𝑡 −𝝓

⊤

𝑡
𝐰̂𝑡−1) (𝑅2

𝐰
𝑅
2

𝐊
𝐼 )

(3.20)-(3.22) (𝑅4

𝐋
𝐼 𝐽 )
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𝐆
⊤𝑑
,𝑡

𝐰
𝑡
−
1

...

...

...

...

(1)
(𝑑 −1) (𝑑)

(𝑑 +1) (𝐷)

𝑅𝐰 𝑅𝐰

𝐼

Figure 3.3: Visual depiction of computation of 𝐆
⊤

𝑑,𝑡
𝐰̂𝑡−1, resulting in three-way tensor of size 𝑅𝐰 × 𝐼 ×𝑅𝐰 (gray

node). The indices are summed over from left to right, alternating between the vertical and horizontal ones.

Implementation of 𝐆
⊤

𝑑,𝑡
(𝐰̂𝑡−1+𝐊𝑡(𝑦𝑡 −𝝓

⊤

𝑡
𝐰̂𝑡−1))

To compute the TT representing the mean estimate 𝐰̂𝑡 , we implement the ALS to solve

(3.14) (Algorithm 4, line 4).

The following example illustrates the update of one TT-core during the ALS.

Example 3.5.1 TT-core update with ALS Take a 𝐷 = 5 dimensional weight vector in TT
format with 𝐼 = 10 basis functions in each dimension, resulting in 105 parameters and uniform
TT-ranks of 𝑅2 = 𝑅3 = 𝑅4 = 4. Say, we are currently updating the third TT-coreW (3)

𝑡
∈ ℝ

4×10×4

using

𝐰
(3)

𝑡

⏟⏞⏞⏟⏞⏞⏟

160×1

= 𝐆
⊤

3,𝑡

⏟⏞⏞⏟⏞⏞⏟

160×10
5

⎛

⎜

⎜

⎜

⎝

𝐰̂𝑡−1

⏟⏞⏞⏞⏟⏞⏞⏞⏟

10
5
×1

+ 𝐊𝑡

⏟⏟⏟

10
5
×1

(𝑦𝑡 −𝝓
⊤

𝑡
𝐰̂𝑡−1)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1×1

⎞

⎟

⎟

⎟

⎠

. (3.18)

We first multiply over the large dimension of 105 in 𝐆
⊤

3,𝑡
𝐰̂𝑡−1 and 𝐆

⊤

3,𝑡
𝐊𝑡(𝑦𝑡 −𝝓

⊤

𝑡
𝐰̂𝑡−1). In

TT format, this matrix-vector multiplication is done core by core, thus avoiding the explicit
multiplication. Finally, we sum two vectors of size 160.

Figure 3.3 illustrates the multiplication of 𝐆
⊤

𝑑,𝑡
𝐰̂𝑡−1 in TT format, resulting in a tensor

W (𝑑)

𝑡
of size 𝑅𝐰 × 𝐼 ×𝑅𝐰.

The multiplication of between 𝐆
⊤

𝑑,𝑡
and 𝐊𝑡(𝑦𝑡 −𝝓

⊤

𝑡
𝐰̂𝑡−1) works in the same way as

depicted in Fig. 3.3, after firstly computing 𝝓
⊤

𝑡
𝐰̂𝑡−1 in TN format and secondly multiplying

one arbitrary TT-core of 𝐊𝑡 by the scalar (𝑦𝑡 −𝝓
⊤

𝑡
𝐰̂𝑡−1).

During the update of the 𝑑th TT-core, the TT is in site-𝑑-mixed canonical format. Before

updating the next TT-core, either the (𝑑−1)th or the (𝑑+1)th, the site-(𝑑−1)-mixed or site-

(𝑑 +1)-mixed canonical format is computed. Note that because of the recursive property,

updating every TT-core once with a new measurement is usually sufficient for the residual

of (3.13) to converge.

Initialization of 𝐰̂0 and 𝐰1

For the first time step 𝑡 = 1 of Algorithm 4, we choose a zero-mean assumption for the prior

estimate 𝐰̂0. The following Lemma explains how this can be implemented in TT format.

Lemma 3.5.2 Zero-mean prior in TT format [5] Consider a vector with all entries equal
to zero. In TT format, such a vector is given by a TT in site-𝑑-mixed canonical format, where
the 𝑑th TT-core contains only zeros.
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In addition, Algorithm 4 requires an initial guess for 𝐰1 to compute 𝐆𝑑,1 from all

TT-cores of 𝐰1, except the 𝑑th. For this, we set 𝐰1 = 𝐰̂0.

3.5.2 Updating 𝐋𝑡 in TT format
To compute the TTm representing 𝐋𝑡 , we implement the ALS to solve (3.16) (Algorithm 4,

line 5). The following example illustrates the update of one TTm-core during the ALS.

Example 3.5.3 TTm-core update with ALS Take a 𝐷 = 5 dimensional TTm representing
𝐋𝑡 ∈ ℝ

𝑀×𝑀 , where we are currently updating the third TTm-core. We have 𝐼 = 10 and 𝐽 = 10,
where the third TTm-core is augmented, and 𝑅𝐋 = 4. We update L(3)

𝑡
∈ ℝ

4×10×20×4 using

𝐥
(3)

𝑡

⏟⏟⏟

3200×1

= 𝐇
⊤

𝑑,𝑡

⏟⏞⏞⏟⏞⏞⏟

3200×2⋅10
10

vec

⎛

⎜

⎜

⎜

⎝

[1 0]

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

1×2

⊗ 𝐋𝑡−1
⏟⏞⏞⏟⏞⏞⏟

10
5
×10

5

⎞

⎟

⎟

⎟

⎠

− 𝐇
⊤

𝑑,𝑡

⏟⏞⏞⏟⏞⏞⏟

3200×2⋅10
10

vec

⎛

⎜

⎜

⎜

⎝

[1 0]

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

1×2

⊗𝐊𝑡𝝓
⊤

𝑡
𝐋𝑡−1

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

10
5
×10

5

⎞

⎟

⎟

⎟

⎠

+ 𝐇
⊤

𝑑,𝑡

⏟⏞⏞⏟⏞⏞⏟

3200×2⋅10
10

vec

⎛

⎜

⎜

⎜

⎝

[0 1]

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

1×2

⊗[1 𝟎𝑀−1]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1×10
5

⊗𝜎𝑦𝐊𝑡

⏟⏞⏞⏞⏟⏞⏞⏞⏟

10
5
×1

⎞

⎟

⎟

⎟

⎠

.

(3.19)

We first multiply over the large dimension of 2 ⋅ 1010 in TT format, then sum the three terms
of size 3200×1.

From Example 3.5.3, it follows that the three terms of (3.19) need to be implemented. We

discuss them separately in the following sections. We distinguish between the update of the

augmented TTm-core from all other ones, which result in TTm-cores of size 𝑅𝐋 × 𝐼 ×2𝐽 ×𝑅𝐋

and 𝑅𝐋 × 𝐼 × 𝐽 ×𝑅𝐋, respectively. In the tensor diagrams (Fig. 3.4-3.6), we depict the update

for the augmented TTm-core.

Before diving in, recall from (3.11) that 𝐇𝑑,𝑡 is computed from TTm-cores of 𝐋𝑡 , except

the 𝑑th, where row and column indices are combined. In the tensor diagrams, the indices are

depicted not as combined because, in practice, they are generally summed over separately.

However, the vectorized format is necessary for writing down the equations in matrix

form.

Implementation of first term of (3.16)

Fig. 3.4 illustrates the computation of the augmented TTm-core in the first term of (3.16),

given by

𝐇
⊤

𝑑,𝑡
vec([1 0]⊗𝐋𝑡−1) . (3.20)

The column indices of 𝐋𝑡−1 are indicated by the round edges that are connected to the

row indices of 𝐇
⊤

𝑑,𝑡
. The edge containing 𝐞1 = [1 0] is connected to the 𝑑th TTm core of

𝐋𝑡 with a rank-1 connection, which corresponds to the Kronecker product in (3.20). The

summation over the vertical and curved indices has the leading computational complexity

of (𝑅4

𝐋
𝐼 𝐽 ) per dimension. When updating all TTm-cores except the augmented TTm-core,

the additional index of size 2 is summed over resulting in a tensor of size 𝑅𝐋 × 𝐼 × 𝐽 ×𝑅𝐋.
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Figure 3.4: Visual depiction for computing the augmented TTm-core in (3.20) resulting in a 4-way tensor of size

𝑅𝐋 × 𝐼 ×2𝐽 ×𝑅𝐋 (gray node). The combined horizontal and curved indices are summed over and alternating with

the horizontal indices.

Implementation of second term of (3.16)

Fig. 3.5 illustrates the computation of

𝐇
⊤

𝑑,𝑡
vec([1 0]⊗𝐋𝑡−1𝐋

⊤

𝑡−1
𝝓
𝑡
𝐒
−1

𝑡
𝝓
⊤

𝑡
𝐋𝑡−1) , (3.21)

which directly follows from the second term of (3.16). As shown, the row and column indices

of 𝐇
⊤

𝑑,𝑡
are connected separately to the column and row indices of two TT matrices for 𝐋𝑡−1,

respectively. Like in the previous term, the edge containing 𝐞1 = [1 0] is connected to the

augmented TTm-core of 𝐋𝑡 with a rank-1 connection, which corresponds to the Kronecker

product in (3.21). The leading computational complexity of (𝑅4

𝐋
𝐼 𝐽 ) per dimension comes

from the summation over the vertical indices in the red or blue box indicated in the figure.

The most efficient order of doing the computations in Fig. 3.5 was found with the visual

tensor network software by [9], assuming our use case where 𝐷 > 3 and 𝐼 , 𝐽 ,𝑅𝐿 < 10.

Implementation of third term of (3.16)

Fig. 3.6 illustrates the computation of

𝐇
⊤

𝑑,𝑡
vec([0 1]⊗[1 𝟎𝑀−1]⊗𝜎𝑦𝐋𝑡𝐋

⊤

𝑡
𝝓
𝑡
𝐒
−1

𝑡 ) , (3.22)

which directly follows from the third term of (3.16). The row of nodes each filled with

𝐞1 = [1 𝟎𝐽−1] corresponds to [1 𝟎𝑀−1] from (3.22) and their rank-1 connections to the

nodes above is the second Kronecker product in (3.22), which is done dimension-wise in

TT format. The node with 𝐞2 corresponds to [0 1] from (3.22) and its rank-1 connection is

the first Kronecker product in (3.22). The summation over the vertical indices is the leading

computational complexity of (𝑅4

𝐋
𝐼 𝐽 ) per dimension.

SVD-based re-sqaring step in TTm format
When computing (3.16), we double the number of columns of 𝐋𝑡 compared to 𝐋𝑡−1. For the

next time step, however, we need to transform 𝐋𝑡 back to its original size (Algorithm 4, line

7), otherwise its column size will grow with the iterations and slow down the algorithm.

The QR step, as in (3.8), computes a full QR decomposition of 𝐋𝑡 , which cannot be done

in TT format. Instead, we compute a thin SVD in TTm format (Definition 3.3.3) of 𝐋𝑡
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Figure 3.5: Visual depiction for computing (3.21) resulting in a 4-way tensor of size 𝑅𝐋 × 𝐼 × 2𝐽 ×𝑅𝐋 (gray node).

First, the indices in the red and blue boxes are summed over, then the indices between the red, yellow, and blue

boxes, and finally, the ones between the red, green, and blue boxes.
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Figure 3.6: Visual depiction for computing (3.22), resulting in a 4-way tensor of size 𝑅𝐋 × 𝐼 × 2𝐽 ×𝑅𝐋 (gray node).

The indices are summed over from left to right by alternating between the vertical and horizontal ones.
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transformed into a tall TTm (here also denoted by 𝐋𝑡 ) with all row indices of size 𝐼 𝐽 , except

the 𝑑th which is of size 𝐼 , and the 𝑑th column index of size 2𝐽 . The 𝐽 -truncated SVD of 𝐋𝑡

is then given by

𝐋𝑡
⏟⏟⏟

𝑀𝐽
𝐷−1

×2𝐽

≈ 𝐔𝑡𝐒𝑡
⏟⏞⏞⏟⏞⏞⏟

𝑀𝐽
𝐷−1

×𝐽

𝐕
⊤

𝑡

⏟⏟⏟

𝐽 ×2𝐽

, (3.23)

where 𝐔𝑡𝐒𝑡 is the new 𝐋𝑡 and 𝐕
⊤

𝑡
can be discarded because of (3.9). In practice, we compute

an SVD of the augmented TTm-core and truncate it back to the size of 𝑅𝐋 × 𝐼 × 𝐽 ×𝑅𝐋.

There is a way to make (3.23) exact. This is possible if the augmented TTm-core is of

size 𝑅𝐋 × 𝐼 × 2𝐽𝑅
2

𝐋
×𝑅𝐋. In this case, the SVD computed of the augmented TTm-core results

in a square 𝐔-factor. Since the number of columns is doubled every measurement update,

the re-squaring step can be skipped 𝑝 times until 2
𝑝
= 2𝑅

2

𝐋
. Choosing smaller values for 𝑝

reduces computational complexity at the cost of accuracy.

The SVD-based re-squaring step is described in Algorithm 5. The SVD of the reshaped

and permuted augmented TTm-core is truncated for 2
𝑝
< 2𝑅

2

𝐋
and exact for 2

𝑝
≥ 2𝑅

2

𝐋
.

Algorithm 5 SVD-based re-squaring step of covariance update

Require: TTm 𝐋𝑡 in site-𝑑-mixed canonical format with L(𝑑)
∈ ℝ

𝑅𝐋×𝐼×2
𝑝
𝐽 ×𝑅𝐋

.

Ensure: TTm 𝐋𝑡 with L(𝑑)
∈ ℝ

𝑅𝐋×𝐼×2
𝑝−1

𝐽 ×𝑅𝐋 .

1: 𝐋
(𝑑)

← Reshape / permute L(𝑑)
into matrix of size 𝑅𝐋𝐼𝑅𝐋 ×2

𝑝+1
𝐽 .

2: Compute thin SVD(𝐋
(𝑑)
) = 𝐔

(𝑑)
𝐒
(𝑑)
(𝐕

(𝑑)
)
⊤
.

3: L(𝑑)
← Reshape / permute first 2

𝑝−1
𝐽 columns of 𝐔

(𝑑)
𝐒
(𝑑)

of size 𝑅𝐋𝐼𝑅𝐋 × 2
𝑝−1

𝐽 into

tensor of size 𝑅𝐋 × 𝐼 × 2
𝑝−1

𝐽 ×𝑅𝐋.

Initialization of 𝐋0 and 𝐋1

At time 𝑡 = 1, Algorithm 4 requires the prior square root covariance factor 𝐋0 in TTm

format. We are considering product kernels that have priors in Kronecker format. The

following Lemma describes how these types of priors can be transformed into a TTm for

𝐋0.

Lemma 3.5.4 (Prior covariance with Kronecker structure into TTm, follows from [10,
p.708]) Given a prior covariance 𝐏0 = 𝐏

(1)

0
⊗𝐏

(2)

0
⊗⋯⊗𝐏

(𝐷)

0
, the prior square root covariance

in TTm format is given by a TTm with all ranks equal to 1, where the cores are given by
𝐋
(1)

0
,𝐋

(2)

0
,… ,𝐋

(𝐷)

0
, each reshaped into a 4-way tensor of size 1× 𝐼 × 𝐽 × 1.

In addition, Algorithm 4 requires an initial guess in TTm format for 𝐋1 ∈ ℝ
𝑀×2𝑀

. We

cannot set 𝐋1 = 𝐋0 since the prior has TTm-ranks equal to one, and we may want higher

TTm-ranks for 𝐋𝑡 . This is because the choice of the TTm-ranks of 𝐋1 determines the

rank manifold on which the TTm-cores will be optimized. We initialize the TTm-cores

as random samples from a zero-mean Gaussian distribution and transform the TTm into

site-𝑑-mixed canonical format, where 𝑑 is the augmented TTm-core.



3

70 TN sqare root Kalman filter for online GP regression

Table 3.2: RMSE and NLL at time 𝑡 = 𝑁 for the full-rank setting and different choices of 𝑝 in comparison to the

conventional Kalman filter (KF).

Method Setting (RMSE)𝑁 (NLL)𝑁

KF - 0.07873 -106.864

TNSRKF 𝑅𝐰 𝑅𝐋 𝑝

4 16 8 0.07873 -106.864

4 16 4 0.07879 -108.338

4 16 2 0.07444 -157.716

4 16 1 0.06765 -166.178

3.6 Experiments
In this section, we show how our method works in practice by performing online GP

regression on synthetic and real-life data sets. We evaluate our predictions based on the

root mean square error (RMSE) for the accuracy of the mean and negative log-likelihood

(NLL) for the uncertainty estimation. The metrics after 𝑡 measurement updates are defined

as

(RMSE)𝑡 =

√

𝑁∗

∑

𝑖=1

(𝑚∗,𝑡,𝑖−𝑦∗,𝑖)
2

𝑁∗

and

(NLL)𝑡 = 0.5

𝑁∗

∑

𝑖=1

log(2𝜋𝜎
2

∗,𝑡,𝑖
)+

(𝑚∗,𝑡,𝑖−𝑦∗,𝑖)
2

𝜎
2

∗,𝑡,𝑖

,

(3.24)

where 𝑦∗,𝑖 is the 𝑖th measurement from the test set, 𝑚∗,𝑡,𝑖 and 𝜎∗,𝑡,𝑖 are the predictive mean

and variance for the 𝑖th test point, and 𝑁∗ is the number of test points.

First, we show the equivalence of the full-rank TNSRKF and the conventional Kalman

filter. Then we show in a synthetic experiment how the choice of 𝑅𝐰 and 𝑅𝐋 impacts

the accuracy of the approximation. Finally, we compare our method to the TNKF on a

benchmark data set for nonlinear system identification.

All experiments were performed on an 11th Gen Intel(R) Core(TM) i7 processor running

at 3.00 GHz with 16 GB RAM. For reproducibility of the method and the experiments, the

codewritten in Julia programming language is freely available athttps://github.com/clarazen/TNSRKF.

3.6.1 Eqivalence of full-rank TNSRKF and Kalman filter
In the first experiment, we show in which case our method is equivalent to the measurement

update of the conventional Kalman filter. We generate 𝐷 = 3 dimensional synthetic data

sampled from a reduced-rank GP by [34] with a squared exponential kernel (lengthscale

𝓁
2
= 0.1 and signal variance 𝜎

2

𝑓
= 1), set the noise variance to 𝜎

2

𝑦
= 0.01 and use 𝐼 = 4 basis

functions per dimension, such that 𝐏𝑡 ∈ ℝ
64×64

. The input data lies in a cuboid given by

[−1 1] × [−1 1] × [−1 1] and 𝑁 ,𝑁∗ = 100.

Table 3.2 shows the RMSE and NLL for test data at time 𝑡 = 𝑁 for different choices of

𝑝. The TNSRKF is equivalent to the Kalman filter when both 𝑅𝐰 and 𝑅𝐋 are full-rank. In

addition, 𝑝 must be chosen such that the QR step, discussed in Section 3.5.2, is exact. For

settings with lower values for 𝑝, the method trades off accuracy.

https://github.com/clarazen/TNSRKF
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Figure 3.7: RMSE and NLL over time iterations for different combinations of 𝑅𝐰 and 𝑅𝐋.

In the following sections, we look at scenarios where the Kalman filter can no longer be

computed on a conventional laptop because both storage and computational time become

unfeasible.

3.6.2 Influence of the ranks on the approximation
The choice of the TT- and TTm-ranks is not obvious and can be intricate. However,

the computational budget often determines how high the ranks can be chosen. In this

experiment, we use our method to make online GP predictions on synthetic data while

varying the TTm-ranks of 𝐋𝑡 , as well as the TT-ranks of 𝐰𝑡 .

We consider the Volterra kernel, a popular choice for nonlinear system identification. It

is known that the truncated Volterra series suffers from the curse of dimensionality, which

was lifted in a TN setting by [3]. With the notation of this contribution to the thesis, the

basis functions 𝝓 of parametric model (3.1) are a combination of monomials computed

from the input sequence of the given problem. We generate synthetic training and testing

data as described in [1], where 𝐷 = 7 and 𝐼 = 4 such that the number of parameters is

4
7
= 16384. We set the SNR to 60, corresponding to 𝜎

2

𝑦
= 6.96×10

−6
.

Fig. 3.7 shows the RMSE and NLL on the testing data for 𝑅𝐰 = 2,4 and 𝑅𝐋 = 2,4 over

time iterations of the TNSRKF. At 𝑡 = 𝑁 , the RMSE is lower for 𝑅𝐰 = 2 and 𝑅𝐋 = 4 than for

𝑅𝐰 = 4 and 𝑅𝐋 = 4. Thus, it seems that a lower value for the mean estimate represents the

data better. Note that although having larger TT-ranks increases the degrees of freedom of

the TT, it may not always improve the accuracy of the approximation, e.g. because higher

TT-ranks can result in overfitting, while lower ranks can have a regularizing effect. The

NLL is the lowest for 𝑅𝐰 = 4 and 𝑅𝐋 = 4, which is close to the NLL for 𝑅𝐰 = 4 and 𝑅𝐋 = 2.

Note that the NLL for the same 𝑅𝐋 is different for the two settings of 𝑅𝐰, because the NLL

also depends on the difference between predicted and actual measurements, thus on the

accuracy of 𝐰̂𝑡 .

This experiment showed that the choice of 𝑅𝐰 and 𝑅𝐋 influences the performance of

the TNSRKF. Since higher values for the ranks also increase the computational complexity,
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the computational budget will determine the higher limit for the ranks. In addition, an

assumption with lower ranks may be fitting the data better in some cases.

3.6.3 Comparison to TNKF for cascaded tanks benchmark data
set

In this experiment, we compare our method to the TNKF on a nonlinear benchmark for

system identification, the cascaded tanks data set. A detailed description can be found in

[31]. The training and testing data both consist of a data set of 1024 data points each. To

train our GP model, we choose lagged inputs and outputs as input to our GP, as described in

[15], resulting in an input of dimensionality 𝐷 = 14. We use a squared exponential kernel,

which hyperparameters we optimize with the Gaussian process toolbox by [25], and we

choose 𝐼 = 4, such that the model has 𝑀 = 4
14
= 268435456 parameters.

For the comparison to the TNKF, we choose the TT-ranks for themean to be𝑅2 =𝑅14 = 4,

𝑅3 =⋯𝑅13 = 10, and we vary 𝑅𝐋 and the TTm-ranks of the covariance matrix for the TNKF

denoted by 𝑅𝐏. Fig. 3.8 and 3.9 show the RMSE and NLL over the time iterations of the

respective filter. When 𝑅𝐋 = 1 and 𝑅𝐏 = 1, both methods perform almost the same, as

visualized by the overlapping orange and blue lines. When 𝑅
2

𝐋
= 𝑅𝐏 = 4, our method

improves both prediction accuracy and uncertainty estimation compared to the 𝑅𝐋 = 1. On

the contrary, the TNKF diverges and leaves the plotted figure area because the covariance

matrix loses positive definiteness. When 𝑅
2

𝐋
= 𝑅𝐏 = 16, the TNKF shows a similar behavior,

while the TNSRKF results in lower RMSEs but mostly higher NLL values. This setting

shows that higher values for 𝑅𝐋 are not always beneficial for the uncertainty estimation.

Finally, Fig. 3.10 shows the predictions with the TNSRKF on testing data after seeing

100, 200, and 922 data points. Aligned with the plot showing the RMSE and NLL, after 100

data points, the prediction is quite bad and uncertain. After 200 data points, the predictions

are better and more certain and further improve after seeing the entire data set.
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Figure 3.8: RMSE and NLL over iterations for TNKF and TNSRKF for 𝑅𝐋 = 𝑅𝐏 = 1 and 𝑅𝐋 = 2, 𝑅𝐏 = 𝑅𝐋 ⋅ 𝑅𝐋 = 4.

The orange and blue lines mostly overlap because both methods perform similarly for 𝑅𝐋 = 𝑅𝐏 = 1. Also, the

violet curve leaves the plot window because the TNKF diverges.

Figure 3.9: RMSE and NLL over iterations for TNKF and TNSRKF for 𝑅𝐋 = 𝑅𝐏 = 1 and 𝑅𝐋 = 4, 𝑅𝐏 = 𝑅𝐋 ⋅ 𝑅𝐋 = 16.

The orange and blue lines mostly overlap because both methods perform similarly for 𝑅𝐋 = 𝑅𝐏 = 1. Also, the

violet curve leaves the plot window because the TNKF diverges.
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Figure 3.10: Predictions on test data with uncertainty bounds after seeing (a) 101, (b) 201, and (3) 992 data points

for 𝑅𝐋 = 4. The measurements start at 33 because the memory goes back 32 time steps.

3.7 Conclusion
In this contribution to the thesis, we presented a TT-based solution for online GP regression

in terms of an SRKF. In our experiments, we show that our method is scalable to a high

number of input dimensions at a reasonable computational cost such that all experiments

could be run on a conventional laptop. In addition, we improve the state-of-the-art method

for TN-based Kalman filter: In settings where the TNKF loses positive (semi-)definiteness

and becomes numerically unstable, our method avoids this issue because we compute the

square root covariance factors instead of the covariance matrix. In this way, we can choose

settings for our method that achieve better accuracy than the TNKF.

A future work direction is online hyperparameter optimization. We are looking at a truly

online scenario, so future data is not available. Thus, we cannot swipe over mini-batches

of data multiple times like other methods, e.g. [32], to optimize hyperparameters.

Finally, there is still ongoing research to determine how to choose TT-ranks and TTm-

ranks. In the synthetic experiments, we showed the impact of 𝑅𝐋 and 𝑅𝐰. Generally, the

TT- and TTm-ranks need to be treated as hyperparameters.
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4
Large-scale magnetic field

maps using structured
kernel interpolation for

Gaussian process regression

We present a mapping algorithm to compute large-scale magnetic field maps in indoor environ-
ments with approximate Gaussian process (GP) regression. Mapping the spatial variations in
the ambient magnetic field can be used for localization algorithms in indoor areas. To compute
such a map, GP regression is a suitable tool because it provides predictions of the magnetic
field at new locations along with uncertainty quantification. Because full GP regression has
a complexity that grows cubically with the number of data points, approximations for GPs
have been extensively studied. In this contribution to the thesis, we build on the structured
kernel interpolation (SKI) framework, speeding up inference by exploiting efficient Krylov
subspace methods. More specifically, we incorporate SKI with derivatives (D-SKI) into the
scalar potential model for magnetic field modeling and compute both predictive mean and
covariance with a complexity that is linear in the data points. In our simulations, we show that
our method achieves better accuracy than current state-of-the-art methods on magnetic field
maps with a growing mapping area. In our large-scale experiments, we construct magnetic
field maps from up to 𝟒𝟎𝟎𝟎𝟎 three-dimensional magnetic field measurements in less than two
minutes on a standard laptop.

This chapter is based on � Clara Menzen, Marnix Fetter, Manon Kok (2023) Large-scale magnetic field maps using

structured kernel interpolation for Gaussian process regression, Proceedings of the 26th International Conference

on Information Fusion (FUSION) (pp. 1-7), IEEE. [14].
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4.1 Introduction
Indoor positioning and navigation in indoor environments is an active and challenging

field of research, see e.g. [39, 40]. Since the global positioning system (GPS) does not work

properly indoors, existing technologies rely on e.g. WLAN [8] or ultra-wideband [2]. In

recent years, a novel and promising approach uses the spatial anomalies of the ambient

magnetic field that is present indoors, see e.g. [3, 4, 7, 10, 21, 28, 29]. Probabilistic algorithms

for indoor localization with magnetic field measurements use e.g. an extended Kalman

filter [31] or a particle filter [26] in combination with Gaussian process (GP) regression.

The motivation to use GPs [20] is the fact that they can be used to construct a magnetic

field map from measurements providing a mean and uncertainty information which are

both crucial for probabilistic localization algorithms. However, full GP regression becomes

intractable for a large number of data points 𝑁 , so existing approaches for magnetic

field mapping have downsampled the data [29], made maps only using data close to a

position of interest [16] or have approximated the GP kernel in terms of a number of basis

functions [25]. Each of these methods has downsides, which can impact the accuracy of

the map: The first two methods do not use all the data and the latter relies on a sufficient

number of basis functions 𝑀bf to achieve a good approximation of the kernel function

[25]. Inspired by the fact that the literature about approximate GPs offers numerous

other approaches for large-scale GPs that overcome the aforementioned limitations, in this

contribution to the thesis, we build on the SKI framework by [35] to construct magnetic

field maps. In the SKI framework, the measurements are observed through 𝑀ind inducing

variables, where the inducing inputs are placed on a Cartesian grid. The structure of the

inducing inputs naturally enables Kronecker structure in the corresponding kernel matrix,

as well as structured kernel interpolation (SKI), i.e. approximation of kernel matrices by

interpolation. Exploiting Kronecker algebra and the sparsity of the interpolation matrices

in Krylov subspace methods, we can compute magnetic field maps in an efficient way.

This allows us to compute large-scale magnetic field maps as illustrated in Fig. 4.1 that are

computationally unfeasible for full GP regression on a regular laptop. To construct the map,

we use magnetometer data in combination with positions and orientations that are assumed

to be known. Based on previous work by e.g. [11, 24], we model the magnetic field with the

scalar potential model that allows for incorporating physical knowledge into the GP prior.

In this framework, we use SKI with derivatives (D-SKI) [5] to compute the predictive means

with conjugate gradients. For the predictive variance, we adapt the LanczOs Variance

Estimates (LOVE) algorithm [18] to the D-SKI framework. The associated computational

complexity is((𝐽 +2𝑇 )(3𝑁 +𝑀ind(𝑀
(1)

ind
+𝑀

(2)

ind
+𝑀

(3)

ind
))), where 𝐽 and 𝑇 are chosen based

on the desired accuracy of the conjugate gradient and Lanczos tridiagonalization algorithm,

respectively, and 𝑀
(𝑑)

ind
is the number of inducing inputs in the 𝑑th dimension.
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Figure 4.1: Magnitude of the magnetic field computed by constructing a map from 21 931 measurements, where

darker regions correspond to a higher magnitude. The red line is the walking path, along which measurements

are collected.

4.2 Problem formulation
We are interested in constructing large-scale magnetic field maps with GP regression.

Similar to [24, 33], we assume the magnetic field to be curl-free and model the magnetic

field measurements as the derivatives of a scalar potential 𝜑 on which we put a GP prior.

Given 𝑛 = 1,…,𝑁 3D positions 𝐩 at which magnetic field measurements have been collected,

the GP model is given by

𝜑(𝐩) ∼  (0,𝜅(𝐩,𝐩
′
)) ,

𝐲𝑛 = −∇𝜑(𝐩𝑛)+𝝐𝑛, 𝝐𝑛 ∼ (𝟎,𝜎
2

𝐲
𝐈3),

(4.1)

where 𝐲𝑛 ∈ ℝ
3
contains the 𝑥-, 𝑦- and 𝑧- component of the magnetic field measurement,

𝜅 is the kernel function, and 𝜎
2

𝐲
is the noise variance. We choose the kernel to be the

squared exponential kernel, as in related literature, see e.g. [1, 12, 13, 29, 30]. The squared

exponential kernel is given by

𝜅(𝐩,𝐩
′
) = 𝜎

2

𝐟
exp

(
−

‖𝐩−𝐩
′
‖2

2𝓁
2 )

, (4.2)

where 𝜎
2

𝐟
and 𝓁 are the hyperparameters of the kernel, the signal variance, and the length

scale.

Although we measure the Earth’s magnetic field together with anomalies, we choose

to only model the anomalies, because this model choice fits better into our approximation

scheme. When also considering the local magnetic field as e.g. in [32], the kernel includes

a linear term as well.

As the gradient operator is a linear operator given the linearity of differentiation [23],

the predictive distribution of the three components of the magnetic field in a new location

𝐩∗ can be expressed in terms of a mean and a variance of 𝐟∗ given by

𝔼[𝐟∗] = 𝜕
2
(𝐊∗,𝐟)(𝜕

2
(𝐊𝐟,𝐟)+𝜎

2

𝐲
𝐈3𝑁 )

−1

vec(𝐘
⊤

) ,

𝕍[𝐟∗] = 𝜕
2
(𝐊∗,∗) −𝜕

2
(𝐊∗,𝐟)(𝜕

2
(𝐊𝐟,𝐟)+𝜎

2

𝐲
𝐈3𝑁 )

−1

𝜕
2
(𝐊𝐟,∗),

(4.3)
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where𝐘 = [𝐲
⊤

1
𝐲
⊤

2
⋯𝐲

⊤

𝑁
] ∈ ℝ

𝑁×3
are all magnetic fieldmeasurements. The entries of 𝜕

2
(𝐊𝐟,𝐟),

𝜕
2
(𝐊∗,𝐟) and 𝜕

2
(𝐊∗,∗) are computed block-wise in terms of 3×3 blocks for each pair of posi-

tions with ∇𝐩𝜅(𝐩,𝐩
′
)∇

⊤

𝐩
′ , ∇𝐩𝜅(𝐩,𝐩∗)∇

⊤

𝐩∗
and ∇𝐩∗𝜅(𝐩∗,𝐩

′

∗
)∇

⊤

𝐩
′

∗

, respectively, where ∇ denotes

the gradient that is taken w.r.t. to the vector specified in the subscript.

With (4.3) it is possible to predict the magnetic field in new locations. In practice,

however, this is only possible for a small number of data points, since full GP regression

generally scales cubically with 𝑁 . In this case it even scales cubically with 3𝑁 , because

of the 3 derivatives. In this contribution to the thesis, we build on the SKI framework,

described in the next section, to make large-scale magnetic field maps in an efficient way.

4.3 SKI framework
The SKI framework is based on sparse approximations for GP regression, using a set of𝑀ind

inducing inputs 𝐱𝐮 ∈ ℝ
𝐷
. In the context of magnetic field modeling, the inducing inputs

are positions in ℝ
3
. Based on the Nyström approximation [34] of the kernel, the simplest

formulation of the inducing input approach is the subset of regressors (SoR), which can

be implemented similarly to the predictive distribution for full GP regression using an

approximation to the kernel function [19], given by

𝜅SoR(𝐱,𝐱
′
) = 𝜅(𝐱,𝐱𝐮)𝐊

−1

𝐮,𝐮
𝜅(𝐱𝐮,𝐱

′
), (4.4)

where 𝐊𝐮,𝐮 denotes the covariance matrix of all the inducing inputs. The approximated

kernel function results in new kernel matrices, which are then given by

𝐊𝐟,𝐟 = 𝐊𝐟,𝐮𝐊
−1

𝐮,𝐮
𝐊𝐮,𝐟 , (4.5a)

𝐊∗,∗ = 𝐊∗,𝐮𝐊
−1

𝐮,𝐮
𝐊𝐮,∗, (4.5b)

𝐊∗,𝐟 = 𝐊∗,𝐮𝐊
−1

𝐮,𝐮
𝐊𝐮,𝐟 . (4.5c)

In the SKI framework [35], the inducing inputs are placed on a Cartesian grid, which is

equispaced per dimension and of size𝑀
(1)

ind
×𝑀

(2)

ind
×⋯×𝑀

(𝐷)

ind
, for a total of𝑀ind =∏

𝐷

𝑑=1
𝑀

(𝑑)

ind

inducing inputs.

Consequently, product kernels - here the squared exponential kernel is considered -

decompose over the input dimensions. Thus, 𝐊𝐮,𝐮 can be expressed as a Kronecker product

of 𝐷 matrices [22, 35], given by

𝐊𝐮,𝐮 =

𝐷

⨂

𝑑=1

𝐊
(𝑑)

𝐮,𝐮
, (4.6)

where 𝐊
(𝑑)

𝐮,𝐮 is computed with a squared exponential kernel having a scaled signal variance

𝜎
2/𝐷

𝐟
[22].

In addition, in the SKI framework, the cross-covariance matrices 𝐊𝐟,𝐮 and 𝐊∗,𝐮 are

approximated using sparse interpolation matrices, 𝐖𝐟 ∈ 𝐑
𝑁×𝑀

and 𝐖∗ ∈ 𝐑
𝑁∗×𝑀

, such that

𝐊𝐟,𝐮 ≈𝐖𝐟𝐊𝐮,𝐮 and 𝐊∗,𝐮 ≈𝐖∗𝐊𝐮,𝐮. (4.7)

Each row of the interpolation matrices contains 4
𝐷
interpolation weights for cubic interpo-

lation [9] which is suggested in [35].
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4.4 Large-scale magnetic field maps
Our goal is to compute magnetic field maps in 3D using magnetic field measurements as

training data. In order to be able to use large data sets, we exploit mathematical formulations

in the SKI framework adapted to magnetic field modeling to compute predictive means and

variances in an efficient way. As the predictive distribution of the scalar potential model

in (4.3) is based on the derivatives of the magnetic scalar potential, we approximate the

elementwise computation 𝜕
2
(⋅) of the kernel matrices with D-SKI [5]. Using D-SKI, 𝜕

2
(⋅)

can be simplified through differentiation of the interpolation scheme, such that it is

𝜕
2
(𝐊𝐟,𝐟) ≈ (𝜕𝐖𝐟)𝐊𝐮,𝐮 (𝜕𝐖𝐟)

⊤
, (4.8a)

𝜕
2
(𝐊∗,𝐟) ≈ (𝜕𝐖∗)𝐊𝐮,𝐮 (𝜕𝐖𝐟)

⊤
, (4.8b)

where 𝜕𝐖𝐟 ∈ 𝐑
3𝑁×𝑀

ind and 𝜕𝐖∗ ∈ 𝐑
3𝑁∗×𝑀ind . Note that the first size of the interpolation

matrices is multiplied by a factor of 3 compared to (4.7) due to the three components of the

magnetic field. As mentioned in the previous section, in SKI a cubic interpolation is advised

[35], while in D-SKI a quintic interpolation scheme is used [5]. We use a cubic interpolation

scheme for D-SKI, since preliminary experiments show that the approximation is sufficient

for our application.

The predictive distribution in a new location 𝐩∗ ∈ ℝ
3
of the scalar potential model for

magnetic field modeling using D-SKI is given by

𝔼[𝐟∗] = (𝜕𝐖∗)𝐊𝐮,𝐮(𝜕𝐖𝐟)
⊤
𝐀
−1
vec(𝐘

⊤

) (4.9a)

𝕍[𝐟∗] = (𝜕𝐖∗) 𝐊𝐮,𝐮 (𝜕𝐖∗)
⊤
−(𝜕𝐖∗) 𝐂 (𝜕𝐖∗)

⊤
(4.9b)

The matrices 𝐀 and 𝐂 only depend on the training data and are defined as

𝐀 ∶= (𝜕𝐖𝐟)𝐊𝐮,𝐮 (𝜕𝐖𝐟)
⊤
+𝜎

2

𝐲
𝐈3𝑁 , (4.10a)

𝐂 ∶= 𝐊𝐮,𝐮 (𝜕𝐖𝐟)
⊤
𝐀
−1
(𝜕𝐖𝐟)𝐊𝐮,𝐮. (4.10b)

A naive computation of the predictive mean and variance with (4.9a) and (4.9b) would

require an inverse of a 3𝑁 ×3𝑁 matrix. Inducing inputs on a grid and kernel interpolation,

however, enable efficient computations via Krylov subspace methods. The key to efficient

computation is not to construct the matrices involved in (4.9a) and (4.9b) explicitly but

to keep them in terms of a factorized format of 3 smaller matrices, one for each input

dimension. Based on [5], we use preconditioned conjugate gradient to find the solution 𝜶

to the linear system given by

𝐀 𝜶 = vec(𝐘
⊤
). (4.11)

While in D-SKI fast matrix-vector-multiplications (MVMs) are computed via FFT, we

compute them like in [35] via Kronecker MVMs as described in [36]. In this way, the

predictive mean of a 3D map is computed with a computational complexity of


(

𝐽

(

3𝑁 +𝑀ind

3

∑

𝑑=1

𝑀
(𝑑)

ind
))

= ind, (4.12)

where 𝐽 is the number of iterations in the conjugate gradient. To compute the predictive

variance of the magnetic field map, we build on the LanczOs Variance Estimates approach
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by [18], which is based on the Lanczos tridiagonalization algorithm. We use the LanczOs

Variance Estimates within the D-SKI framework to find a low-rank approximation for 𝐀

given by

𝐀 ≈ 𝐐𝑇𝐓𝑇𝐐
⊤

𝑇
, (4.13)

where 𝐐𝑇 ∈ ℝ
3𝑁×𝑇

contains 𝑇 orthonormal vectors corresponding to the first 𝑇 leading

eigenvalues and 𝐓𝑇 ∈ ℝ
𝑇×𝑇

has a tridiagonal structure [6]. Once an approximation of 𝐀 is

found, 𝐂 from (4.10b) can be computed as

𝐂 = 𝐊𝐮,𝐮(𝜕𝐖𝐟)
⊤
𝐀
−1
(𝜕𝐖𝐟)𝐊𝐮,𝐮

≈ 𝐊𝐮,𝐮(𝜕𝐖𝐟)
⊤
𝐐𝑇𝐓

−1

𝑇
𝐐
⊤

𝑇
(𝜕𝐖𝐟)𝐊𝐮,𝐮.

(4.14)

As described in [18], we again exploit Kronecker algebra to compute the MVMs in (4.14)

efficiently. The computation of𝐂 has an associated computational complexity of(2𝑇 (3𝑁 +

𝑀ind(𝑀
(1)

ind
+𝑀

(2)

ind
+𝑀

(3)

ind
))) for magnetic field modeling [18]. In numerical implementations,

the complexity is higher due to the full reorthogonalization required for the Lanczos

tridiagonalization algorithm, scaling linearly with the number of training points 𝑁 and

Lanczos iterations 𝑇 .

Alternatively, the predictive variance could also be computed using conjugate gradient.

However, computing 𝐂 by solving a linear system to find 𝐀
−1
(𝜕𝐖𝐟)𝐊𝐮,𝐮 needs to be done

for each column of (𝜕𝐖𝐟)𝐊𝐮,𝐮 sequentially, which is not particularly efficient. In [37],

the variance is stochastically estimated by drawing samples from the predictive distribu-

tions [17]. While this approach can reduce the computational complexity associated with

the computation of the predictive variances, it introduces significant accuracy losses.

Once 𝜶 and 𝐂 are computed, predictions in new locations can be computed with (4.9a)

and (4.9b) again by exploiting Kronecker algebra and the structure of the interpolation

matrices.

4.5 Experiments
In our experiments, we first compare our method to existing ones in simulations with

synthetic data, then show our method’s scalability with large-scale magnetometer data

collected with a motion capture suit. All computations are done on a 2016 HP ZBook Studio

G3 laptop (Intel Core i7 @ 2.60 GHz, 8GB RAM).

4.5.1 Accuracy analysis for growing mapping area
In the first simulation, we compare the accuracy of magnetic field maps computed with

our and existing methods. For this, we create a synthetic data set of 6000 data points,

representing a magnetic field map. Each input is a random 3D vector lying in a box

confined by [−20, 20] × [−20, 20] × [0.01, 0.01] and the corresponding output is sampled

from a GP prior with a curl-free kernel with hyperparameters, length scale, signal variance,

and noise variance, [𝓁, 𝜎
2

𝐟
, 𝜎

2

𝐲
] = [2, 1, 0.01] which is equivalent to drawing samples from

model (4.1) [32].

We compute two maps with different sizes: area 1 of size 20 × 20 and area 2 of size

40 × 40. For area 1, a subset of the 6000 data points is used, laying in the white square

shown in Fig. 4.2, and for area 2, all data is used. We divide the data points in each area



4

86 Large-scale magnetic field maps using SKI for GP regression

Figure 4.2: Synthetic data with white and black squares denoting area 1 of size 20×20 (𝑁 ≈ 1526) and area 2 of

size 40 × 40 (𝑁 = 6000). The scattered dots are data points and the color corresponds to the magnitude of the

magnetic field.

into 80% training data and 20% testing data. With the testing data, we compute root mean

square errors (RMSEs) as a metric for accuracy.

We compare our method to a GP where we downsample the data, as well as to the basis

function approach by [25], showing how the area size impacts the accuracy of the map for

different 𝑀ind, 𝑁dwn and 𝑀bf in the respective methods. Since the domain on which basis

functions are computed needs to be a bit bigger than the mapping area [25], we add twice

the length scale in each dimension.

To be able to compare all methods, we compute the computational complexity of our

method ind as defined in (4.12), and impose this complexity as the computational budget

for the other methods. The complexity of the approach of downsampling the data is equal

to the cubic complexity of full GP. The complexity of the basis function approach is linear

in the number of data points and quadratic in the number of basis functions. By equating

the complexities

ind = (𝑀2

bf
3𝑁) = (𝑁 3

dwn
), (4.15)

and solving for 𝑀bf and 𝑁dwn, those numbers can be used in the corresponding methods.

For each of the two area sizes, we have six different settings, where we vary the

number of inducing inputs, i.e., 𝑀
(1)

ind
= 𝑀

(2)

ind
= [10, 20, 40, 80, 100, 200] and 𝑀

(3)

ind
= 5. The

number of iterations in the conjugate gradient, 𝐽 , is based on the tolerance for accuracy.

Table 4.1 summarizes all settings used in the simulations. The first two rows are the total

number of inducing inputs 𝑀ind and the other rows are the number of basis functions and

downsampled data points that result from the imposed computational budget ind. We

run the simulation 100 times, where each time new data is sampled. An example of the

data is illustrated in Fig. 4.2.

Fig. 4.3 shows the RMSEs on the testing data computed with the three methods for

area 1 (solid line) and area 2 (dash-dotted line). The mean and standard deviation of the

RMSE from 100 runs are plotted. The horizontal axis denotes the 6 different settings as

described in Table 4.1. The mean RMSE of the full GP is given for area 2 as a reference

(dashed black line), for area 1 the RMSE is very similar and therefore not shown. The
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figure shows that for each method, the RMSEs are larger for the 40×40 area than for the

20×20 area. This implies that a larger 𝑀ind, 𝑁dwn, and 𝑀bf are required for a larger area

to achieve low RMSE. Also, all methods converge to the RMSE of the full GP in the limit.

Comparing our methods to the other two, for both areas our method has lower RMSEs. In

addition, the difference in RMSEs between our methods and the other methods is more

significant for the larger area. The main takeaway of this simulation is that our method has

better accuracy than the other methods when the computational budget ind is imposed

for all methods. It follows that the computational cost to compute a map of a specified

accuracy is lower for our approach compared to the others. Especially when computing

large-scale maps, this becomes important: Since the number of basis functions needed to

approximate the kernel function sufficiently is known to scale with the domain size [25], a

trade-off between accuracy and computational cost needs to be made. A similar trade-off

is necessary for downsampling the data, because more data points are required for larger

areas.

1 2 3 4 5 6
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0.05
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0.15

0.2

0.25

Settings

R
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our method

basis functions
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full GP

Figure 4.3: RMSE for area 1 (solid line) and 2 (dash-dotted line). For reference, the RMSE of full GP is given for

area 2 only, because the other value is very similar. The horizontal axis are the six different settings described in

Table 4.1. Mean and standard deviation are plotted for 100 runs of the simulation.

4.5.2 Analysis of maps with divided mapping area
As mentioned in the previous section, the basis function approach requires a large number

of basis functions for growing mapping areas. To lower the computational complexity, an

alternative approach for computing large-scale maps with basis functions is dividing the

area into smaller areas for each of which a GP approximation with basis functions is made

[11]. To train each smaller map, not only training data from the mapping area is used, but

also training data in close proximity to that area. In a second simulation, we show that this

strategy may result in inconsistencies at boundaries. We use synthetic data sampled from a

GP prior with a curl-free kernel and with hyperparameters [𝓁, 𝜎
2

𝐟
, 𝜎

2

𝐲
] = [5, 1, 0.01], divide
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Table 4.1: 𝑀ind,𝑀bf and 𝑁dwn used in the 6 settings of the simulation. The first and second rows for basis function

approach and downsampled data are the values for the area 1 and 2, respectively. Value ranges for 100 simulations.

Setting 1 2 3 4 5 6

𝑀ind

Area 1 500 2K 8K 32K 50K 200K

Area 2 500 2K 8K 32K 50K 200K

𝑀bf

Area 1 35 - 36 97 - 98 262 - 266 726 - 738 1012 - 1027 2843 - 2887

Area 2 15 - 16 57 - 58 152 - 153 420 - 422 584 - 587 1635 - 1646

𝑁dwn

Area 1 55 - 56 107 - 108 208 - 210 411 - 415 512 - 518 1020 - 1030

Area 2 49 - 50 120 - 121 231 - 232 455 - 457 567 - 569 1126 - 1131

Figure 4.4: Magnetic field data (a). Predictions with our method for the whole area (b). Predictions with basis

functions in smaller areas separately using an overlap of 0, 0.1𝓁, and 0.3𝓁 for the training data, respectively (c)-(e).

the data into four regions and downsample the data by different factors in every region,

as shown in Fig. 4.4 (a). The reason for it is to analyze how the amount of data points

in a neighboring area influences the inconsistencies at the boundaries. For training each

map, we use data points in each area as well as data from an overlap of size 0𝓁,0.1𝓁,0.3𝓁

to the neighboring areas. The domain on which we compute basis functions is then the

size of the mapping area plus the overlap plus twice the length scale. The result of the

reconstruction is shown in Fig. 4.4 (c)-(e). The figure shows that for no overlap, there

are visible inconsistencies in the mean on the magnetic field prediction. For 0.1𝓁 and 0.3𝓁,

the inconsistencies are smaller but still present. In addition, the inconsistencies are more

visible at the boundaries of areas with fewer data. As a comparison, a map reconstructed

with our method is shown in Fig. 4.4 (b), where the mapping area is not divided.

4.5.3 Large-scale map in university building
For our experiments, we use data collected with a motion capture suit (Xsens MVN Link

[15]). The suit contains 17 inertial measurement units (IMUs) equippedwithmagnetometers

tightly attached to segments all over the body. The IMUs provide accelerometer, gyroscope,

and magnetometer data with position and orientation data in the navigation frame at a

maximum sample rate of 240Hz. The magnetometers have been calibrated using software

available with the suit, such that after calibration the norm of the undisturbed Earth’s

magnetic field is 1 [38]. In a pre-processing step, the data is first rotated to the global

frame defined by the magnetic North pole, and second, the mean is subtracted from the

𝑥-, 𝑦-, and 𝑧-component, since we only model the anomalies of the magnetic field. We

use the data collected from one IMU that is located at the pelvis. In the first large-scale
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Figure 4.5: Magnetic field maps for a smaller region of map in Fig. 4.1, located on the left part of the hallway. In

the 𝑧-components, the lockers are strongly visible, indicating that the metal in the lockers mainly disturbs the

magnetic field in that direction. Transparency indicates the certainty of the prediction.

experiment, the magnetic field of one of the university hallway wings at the TU Delft

is computed based on 𝑁 = 21931 magnetic field measurements. The area of interest for

this experiment is a rectangle bounded by [−34m,34m] × [−5.25m,5.25m] located at a

height of approximately 1m. The magnetic field is estimated with our method using an

inducing point grid of size 400×40×4, for a total of 64000 inducing points. The number

of inducing points per dimension is chosen such that several inducing points are present

per characteristic length scale. The hyperparameters are trained on a subset of the data

by minimizing the log marginal likelihood with the curl-free kernel, resulting in 𝓁 = 0.5m,

𝜎𝐟 = 0.2 and 𝜎𝐲 = 0.01. Fig. 4.1 shows the magnitude of the magnetic field predictions,

computed from the three components. Darker regions in the figure correspond to a higher

magnitude of the magnetic field. Since there are metallic lockers located in the hallway,

we expected a strong magnetic anomaly, which is visible in the figure. Fig. 4.5 shows a

smaller section of the magnetic field map, in terms of its magnitude, as well as its 𝑥-, 𝑦-

and 𝑧-component. The magnetic disturbance caused by the lockers is mostly visible in the

𝑧-components, as shown in the upper right part of Fig. 4.5 (d). The transparency in the

figure indicates the certainty of the map.

Regarding computational time, computing the map with 21931 measurements took

approximately 1min for training and 18s for testing. In a second experiment with 41383

data points, the training took approximately 97s for training and 18s for testing. While

with full GP the map would not be feasible to compute on our laptop, our method scales

very well: The computing time approximately only doubling when doubling the data points,

thus is approximately linear in 𝑁 .

4.6 Conclusion
In this contribution to the thesis, we described an algorithm to efficiently compute large-

scale magnetic field maps using approximate Gaussian process regression. We used induc-

ing inputs on a grid and structured kernel interpolation with derivative to compute the

predictive mean and an algorithm based on Lanczos tridiagonalization to compute variance

estimates. We compared our method to existing methods in simulations and showed its

scalability in large-scale experiments. There are multiple directions for future work. The

kernel in the scalar potential model can be complemented by a linear kernel as in [24, 33]

in order to also model the underlying Earth’s magnetic field. The linear kernel, however,

is not a product kernel and can thus not be decomposed as a Kronecker product. When
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using the equivalent curl-free model instead, the kernel consists of a constant term and a

curl-free kernel [32], where the constant term can again be decomposed as a Kronecker

product. In this way, a model considering both the Earth’s magnetic field and the spatial

anomalies can be used in the D-SKI framework. In addition, the presented method can be

extended to online mapping to enable its use in e.g. simultaneous localization and mapping

(SLAM) algorithms. The SKI framework for online GPs has been described in [27] and can

be adapted to magnetic field mapping.
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recommendations

Coll’astuzia, coll’arguzia | With cunning, with wit
Col giudizio, col criterio | With judgment, with criterion

Si potrebbe ... Il fatto è serio: | You could ... The fact is serious:
Ma, credete, si farà. | But, believe, it will be done.

Se tutto il codice devessi volgere. | If all the codex I must turn.
Se tutto l’indice dovessi leggere | If all the index I should read

Con un equivoco, con un sinonimo | With a misunderstanding, with a synonym
Qualche garbuglio si troverà. | Some confusion will be found.

Le nozze di Figaro, Atto I, Mozart | The marriage of Figaro, Act I, Mozart
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5.1 Summary of findings
This thesis studied scalable methods for probabilistic modeling with Gaussian distributions

and tractable inference, using efficient storage and computations enabled by TNs. In this

context, three contributions were presented (see Figure 5.1), each addressing challenges in

large-scale and/or high-dimensional settings. They are related to solving recursive least

squares or weighted least squares problems, providing solutions to Bayesian estimation

problems such as those outlined in Section (1.1). This chapter summarizes the contributions

of this thesis and points out in which way they have made advances compared to the state-

of-the-art.

Generally, all algorithms presented in this thesis are developed with a focus on both

accuracy and efficiency metrics such that all experiments can be conducted on conventional

laptops in a reasonable time. This approach avoids the use of external hardware or cloud

computing while also limiting energy consumption.

Figure 5.1: Visual summary of three main contributions of this thesis. (a) TT-cores as Gaussian distributions for

the development of a Bayesian ALS algorithm, (b) Representing the mean and covariance matrix of a Gaussian

distribution as TTs for solving the issue of loss of positive definiteness in TN Kalman filtering, (c) Building scalable

magnetic field maps with Gaussian process regression by applying structured kernel interpolation.

5.1.1 Development of Bayesian ALS algorithm
In the first contribution, we approach the computation of low-rank TNs from a Bayesian

perspective. We compute a posterior joint distribution of the TN components by solving

multiple Bayesian inference problems sequentially to infer the posterior distribution of

each individual TN component. Thus, we introduce a Bayesian framework for the ALS to

compute low-rank tensor approximations, extending the state-of-the-art in the following

way. The conventional ALS updates each TN component by solving an unregularized least

squares problem. This can be interpreted as solving a Bayesian inference problem with an

uninformative prior on the TN components. The ALS in a Bayesian framework overcomes

this limitation by making it possible to incorporate application-specific prior knowledge

for each TN component. In addition, the measurement noise is explicitly considered, and

the joint posterior distribution of the TN components offers uncertainty quantification for

the low-rank tensor estimate. Regarding complexity, the ALS in a Bayesian framework has

the same computational complexity as the conventional ALS, there is only an additional

storage cost for storing the covariance matrices of the TN components.
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5.1.2 Solving the issue of loss of positive definiteness in TN
Kalman filtering

The state-of-the-art algorithm for Kalman filtering in a TN format, the TNKF, logarithmi-

cally compresses the complexity of filtering problems that are computationally untractable

in their conventional form. However, the TNKF can become numerically unstable, because

it can suffer from loss of positive (semi-) definiteness of covariance matrices involved in

the filter. The only setting in which positive (semi-) definiteness is guaranteed is when

all ranks of the TTm that represents the covariance matrix are chosen to be one, limiting

the accuracy of the approximation. In the second contribution of this thesis, the TNSRKF,

we solve this issue by computing square root covariance factors instead of the covariance

matrix directly. While the computational cost of the TNSRKF and TNKF are in a similar

range, the TNSRKF has the advantage of being more flexible. The TNSRKF allows for

choosing higher TN ranks than one for the square-root coefficient factor without the loss

of positive (semi-) definiteness. In this way, the covariance matrix is also approximated

with higher TN ranks and can result in a better approximation.

5.1.3 Application of structured kernel interpolation to mag-
netic field mapping

The third contribution of this thesis consists of computing scalable magnetic field maps

using approximate GP regression. Computing GP predictions efficiently is achieved by

using structured kernel interpolation with derivatives, in combination with Kronecker alge-

bra used in Krylov subspace methods. State-of-the-art methods for computing large-scale

magnetic field maps are based on, e.g., downsampling the magnetic field measurements or

approximating the GP kernel with a reduced number of basis functions. The limitation

of these methods is that the efficiency gain, compared to full GP regression, can result

in a significant accuracy loss. A motivation for exploring structured kernel interpolation

for magnetic field mapping was that it is a popular approach for large-scale GP problems,

but it had not been applied in this context yet. The third contribution showed how maps

can be computed in a more efficient way compared to the state-of-the-art, such that more

accurate maps can be computed with a limited computational budget.

5.2 Future work recommendations
Based on the conclusions of the contributions of this thesis, this section summarizes

possible future work directions, inspired by the findings and future work of the individual

contributions.

1. In the context of contribution 2, one extension of the presented work is incorporating

a time update into the TNSRKF and applying it to high-dimensional state estimation,

where the state can be, e.g., a large field. This can be achieved by, e.g. using a

spatio-temporal GP model as described in [1].

2. Representing kernel matrices with TT matrices is challenging due to potential loss of

positive (semi-) definiteness, such that in contribution 2, it is proposed to represent

the square root covariance factor instead. A future work direction is to investigate if
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there are other ways to incorporate positive (semi-) definiteness into TT matrices,

e.g. by optimizing on a manifold of positive (semi-) definite TT matrices.

3. In the context of contribution 2, another option is to approximate the covariance

matrix with a low-rank matrix computed from truncated square-root covariance

factors. These tall matrices can be represented by tall TT matrices, where only

one TTm-core has a column index larger than one. First experiments showed, that

the rank of the matrix represented by the tall TTm is limited by the choice of the

TTm-ranks. A future work direction is to investigate why this is the case and how

low-rank matrices can be represented by tall low-rank TT matrices.

4. In contribution 2, the hyperparameters of the squared exponential kernel were trained

before deploying the recursive algorithm. In contribution 3, the hyperparameters

were trained on a subset of the entire dataset. A possible future research direction is

to focus on truly online scenarios, where hyperparameters are computed without

the knowledge of future data, in large-scale and high-dimensional settings.

5. In contribution 1, TN components were represented as Gaussian distributions, and

the low-rank tensor approximation problemwas solvedwith exact inference. A future

work direction could be to consider non-Gaussian distributions and approximate

inference.

6. In contribution 3, scalable magnetic field maps were computed with SKI using a

batch of measurements. Future work could be to apply an online SKI algorithm such

that this mapping strategy can be incorporated into, e.g., a simultaneous localization

and mapping (SLAM) algorithm. In addition, other approximate GP methods could

be explored for efficient magnetic field mapping.

7. In contribution 3, one sensor of a motion capture suit was used to build a scalable

magnetic field map. Future work could be to explore how multiple sensors on the suit

can be leveraged. It can be investigated, e.g. how having multiple magnetometers

located on body segments in a flexible array kind of fashion can improve map quality

and localization accuracy, or how different sensors revisiting the same positions and

forming loop closures can be beneficial.

8. All three contributions use synthetically generated data for conducting controlled

experiments that illustrate a specific point. For high-dimensional problems, however,

it is challenging to sample data that has some realistic meaning. Synthetic data

generation in high dimensions could be another future work direction.
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