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Abstract

The renewable generation capacity, particularly solar and wind power installations, has in-
creased steadily in the Netherlands over the course of recent years. Due to the local, small-
scale nature of these power plants (compared to conventional power plants), a large share
of this generation capacity is installed into the medium- and low-voltage distribution grids.
This trend acts as the source of several challenges for distribution system operators (DSOs)
such as Stedin Netbeheer B.V. (a DSO in the Netherlands, supporting this project). One of
the main problems is the fact that voltage limit violations, particularly upper voltage limit
violations, become more frequent.

Conventional voltage control schemes assume a unidirectional power flow (i.e., consumption
only) in distribution grids and are unable to keep the limits in case a large share of generation
capacity is installed. This is further complicated by the fact that underground cable networks,
typical in Western European electricity distribution grids, have lines with large R/X ratios,
which reduces the effectiveness of reactive power injection-based voltage control methods.

This MSc project intends to solve the issue of voltage limit violations with a model predictive
control (MPC) policy. The considered control actions coordinated by the model predictive
controller are the switching of the on-load tap changer (OLTC) mechanism mounted to the
primary substation’s transformer, setpoint adjustments of the low-level OLTC control relay,
and the active power curtailment of larger photovoltaic plants. A linear, sensitivity-matrix-
based model is used for the grid’s state prediction; and the sensitivity values are re-calculated
at each sampling time step of the MPC. To avoid the curtailment of photovoltaic (PV) plants
when not justified, a conditional curtailment logic is incorporated into the MPC policy: PV
plants are only allowed to be curtailed if their local voltage magnitude is above a tuneable
threshold. This logic is described and incorporated into the model predictive controller’s
optimization problem with the help of binary variables and mixed-integer linear (MIL) con-
straints. The benefit of incorporating knowledge about future disturbances (load, generation,
and external grid voltage profiles) is also tested, in order to assess the potential benefit DSOs
could get from forecasting these quantities.

A case study was conducted in which the considered controllers were tested on a section of
a Stedin grid that carries the characteristics of a typical Western European medium voltage
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distribution grid: large R/X ratios and a large installed PV generation capacity both in
the form of household generation and larger PV plants. All controllers were simulated in 4
different test cases: a typical summer day, a summer day with the external grid’s overvoltage,
a summer day with 2 out of 3 large PV plants not operating, and a typical winter day. All
test cases have the control goals of mitigating limit violations and ensuring that the nodal
voltage magnitudes are as close as possible to the nominal 1 per unit throughout the day.
The winter day test case has the additional goal of avoiding excessive curtailment as PV
energy is worth considerably more during these days. All profile data is based on real Stedin
measurements. The designed model predictive control policies are compared to two simple
control schemes: current compounding, i.e. when the primary substation’s automatic voltage
control relay’s setpoint is adjusted based on the active power delivery through the substation’s
transformer, and another scheme when current compounding is combined with local active
power curtailment controllers for large PV plants. The most important metrics used for
comparison are voltage root mean square error (RMSE), the total voltage limit violation area,
the percentage of curtailed PV energy, and the number of tap changes over the considered
day. The simulations were carried out using Python and DIgSILENT PowerFactory.

The simulation results show that the MPC policy can perform better than the simple control
schemes but only when exact knowledge of future profiles is available. In this case, the MPC
results in lower voltage RMSE, smaller violation areas, and lower curtailment percentage
values, at the expense of using more tap changes in all 4 test cases. In 3 of the 4 test
cases, MPC was completely able to eliminate voltage limit violations, showing clearly the
advantages of good quality forecasts on future disturbances. Since this exact knowledge
about the near future fluctuations is quite ideal, more realistic MPC policies were also tested
with no future knowledge and tightened voltage constraints. These simulations brought mixed
results when compared with the simple schemes, performing better in terms of voltage RMSE,
but sometimes worse in terms of the total voltage limit violation area, PV curtailment, and
total number of tap changes.
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Chapter 1

Introduction

1-1 Background Information

The modern electric power grid is the backbone of today’s society. By looking at the role
of electricity throughout history, it can be seen that its function has transformed signifi-
cantly from a luxurious novelty way of lighting the home of the privileged to an absolute
necessity. Nowadays millions of residential, commercial, and industrial customers consume
electric power, and other critical infrastructure (e.g. water supplies, hospitals) also depends
on it. Knowing the vital role of electricity and the electric power grid, the ongoing trends
and changes due to the increasing popularity of distributed renewable energy resources will
be discussed in this chapter, with the main focus being on European power networks, more
specifically power grids in the Netherlands.

Traditionally, electric power production has three main stages: generation, transmission,
and distribution. Figure 1-1 gives a visual representation of these three stages. Conventional
power plants have a large generation capacity and are usually located far from the consumers.
These plants generate three-phase AC voltages with a nominal frequency of 50 Hz, which is

Figure 1-1: Overview of the Electric Power System, Source: [12]
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2 Introduction

constant throughout the whole network. This is achieved by synchronous generators whose
speed is always proportional to the grid’s frequency through a fixed ratio. The generators are
driven by the so-called prime movers (turbines), which often use coal, natural gas, nuclear
fission, hydropower, etc. as their source of energy. A synchronous machine’s active power
production can be changed by altering the amount of mechanical power delivered by the
prime mover. This is done by the prime mover’s governor, which is a local control device
ensuring the right rotational speed of generators, hence also ensuring the right amount of
active power is produced at all times (the demands of the consumers are met). The common
grid frequency, i.e. the grid’s synchronism is achieved by the dynamic interaction of governors
of large generators, so it is essential that these devices are designed appropriately. The
synchronous machines’ excitation can also be adjusted which allows the setting of the right
voltage magnitude at the power plant’s grid connection point locally by injecting an adequate
amount of reactive power into the grid.
In a traditional setting, the power plants are located far from the consumers for the following
reasons: their prime energy source pinpoints their location (e.g. the location of a dam in
case of a hydropower plant), their pollutant operation (e.g coal plants) requires them to
be far from residential areas, or they require a lot of land and other infrastructure due to
the grandiose scales on which they operate (e.g. nuclear plants). Considering this, electric
power has to be efficiently transmitted to the customers over long distances. To minimize
losses caused by the transmission grid’s resistance, the generated AC voltages are stepped
up, usually into the range of hundreds of kilovolts (high-voltage, i.e. the HV range) by
transformers. After transmission, this high voltage has to be converted back to medium-
(MV) and then low-voltage (LV) in order to be safely used by the customers. The HV
transmission network’s voltage is stepped down to MV at primary distribution substations by
larger distribution transformers, and further down to LV at secondary substations by smaller
distribution transformers that are close to the customers’ points of connection.
A transmission grid is controlled and operated by a Transmission System Operator (TSO),
and a distribution grid is controlled and operated by a Distribution System Operator (DSO)
company. The national TSO of the Netherlands is TenneT TSO B.V. with its headquar-
ters located in Arnhem. Stedin Netbeheer B.V. (in the following: "Stedin") is a Dutch DSO
currently serving more than 2 million customers mainly in the Randstad area with its head-
quarters located in Rotterdam. The work in this graduation assignment was supported by
Stedin as it intends to explore solutions to the voltage problems the DSO is facing in its grids
due to the increasing share of renewable energy-based distributed generation.
In recent decades the popularity of renewable energy sources has increased rapidly, mainly
due to environmental and sustainability concerns. Increasing energy prices are also a strong
driving force toward the exploration of alternative energy sources. Statistics Netherlands
(CBS), the Dutch Government’s central statistics bureau, has reported a 20% growth of
renewable generation in the country in 2022 [96]. This growth is also shown in Figure 1-2,
where it can be seen that while renewable energy production grew in the Netherlands, overall
energy production stagnated between 2020 and 2022. This means that conventional fossil fuels
were replaced with renewable sources. The 20% growth is further differentiated in [96]: solar
power production grew by 54% and wind power production by 17% in 2022 while hydropower
and biomass-based renewable production has seen a decline. The main reasons listed in [96]
for this growth are the extra 4 GW of solar and 1 GW of wind generation capacity installed
during the year and the favorable weather conditions.
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1-2 Problem Statement: Impact of Distributed Generation on Voltage Control 3

Figure 1-2: Electric Power Production in the Netherlands, Source: [96]

Compared to conventional power plants these renewable units are small-scale power gener-
ators, usually closer to the consumer’s location. For this reason, these energy sources are
often connected to the (medium or low voltage) distribution grids. The operation of small-
scale power sources that feed power directly into the distribution grid is called Distributed
Generation (DG) and it is a rapidly growing trend reshaping modern distribution networks.
Distribution grids that also feature generation capacity and control systems that manage such
resources are called active distribution networks (ADNs) as the definition in [19] also states:
"Active Distribution Networks (ADNs) are distribution networks that have systems in place
to control a combination of distributed energy sources (generators, loads and storage)." The
control setups of ADNs are often referred to as Active Network Management (ANM) schemes.

According to [34, 78] the International Energy Agency (IEA) lists several reasons for the
growing popularity of DG and the increasing number of ADNs in its 2002 report titled "Dis-
tributed Generation in Liberalised Electricity Markets". These reasons include the fast-paced
advancements of DG technology, the challenges of constructing new transmission grids, the
consumers’ increased demand for a reliable connection, a liberalized electricity market and
the increasing concerns about environmental issues such as climate change. Besides having
many advantages such as cleaner power generation and lower transmission losses, DG also
leaves DSO companies with several challenges. The issue of voltage limit violations is one of
such challenges that is discussed in the next section of this chapter in the form of a detailed
problem statement that serves as the main motivating factor behind this graduation project.

1-2 Problem Statement: Impact of Distributed Generation on Volt-
age Control

According to [80], the presence of DG causes the following problems in distribution grids:
more frequent voltage limit violations (particularly upper limit violations), the possibility
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4 Introduction

of bi-directional power flow, increased short circuit currents (mainly with DG units using
rotating machines such as wind turbines), more difficult network protection (harder to set
protective relays, possible islanding), and possible imbalances due to small single phase DG
units.

This thesis only focuses on the issue of voltage limit violations. The motivation behind this is
the fact that many DSOs, including Stedin, experience voltage problems in their networks due
to the growing number of DG units, mainly solar plants. At the moment, Stedin is conducting
a pilot study in one of its MV distribution networks located in South Holland province, which
focuses on finding a refined control policy that uses the grid’s existing installed control gear
(On-Load Tap Changer (OLTC) and active power curtailment) and is capable of solving
the voltage problems caused by DG. This graduation assignment’s goal is to explore how
model predictive control can be applied to medium-voltage distribution grids, particularly
the section of a Stedin medium-voltage distribution grid featured in the case study, presented
in Chapter 4.

Ensuring the right voltage magnitudes in electric power networks, especially at the customer’s
point of connection is a very important goal of grid control and operation. Too high voltages
can cause problems such as lights burning out or solar plants not being able to supply energy
back to the grid (due to their inverters switching off). Too low voltages could result, for
example, in the failure of electric motors [13]. For this reason, different policies and standards
set limits on the minimum and maximum allowable voltage limits. In the European Union,
the EN50160 standard [17] specifies a tolerance of ±10% around the nominal value of 400V
line-to-line at the low-voltage customer’s connection point. 95% of the 10 min average RMS
voltage values have to lie within these bounds over any measurement period of 1 week. The
Dutch grid code, which is followed by Stedin, specifies additional requirements stating that
besides being compliant with EN50160 all the 10 min average RMS voltage measurements
over any measurement period of 1 week have to lie within the bounds of 0.85 and 1.1 per unit
(i.e. −15% and +10%) at the customer’s point of connection.

This study only focuses on the voltage magnitudes in the medium voltage grid, as the low
voltage customers are only modeled as lumped load and PV generator elements. For the MV
grid’s nodes, more strict limits of 0.975 and 1.025 per unit are considered as the lower and
upper limits respectively that are intended to be kept by the several considered control policies
at all times (within the time resolution of the simulation). The main reason behind these
value choices is the fact that in case stricter limits are kept at higher (medium) voltage levels,
the grid can tolerate more disturbances (e.g. household PV, EV charging, heat pumps) at the
lower voltage levels (in the low-voltage grids in this case). The per unit voltage magnitude
limits will be denoted the following way in this report with Vlow being the lower and Vhigh
being the higher limit respectively:

Vlow = 0.975 pu Vhigh = 1.025 pu (1-1)

1-2-1 Voltage Drop Approximation in a Simple Feeder

To illustrate how the presence of distributed generation affects the voltage profiles in distribu-
tion grids, the receiving end’s voltage magnitude in the commonly used 2-bus feeder example
will be shown here based on [80]. The simplified feeder circuit and its phasor diagram are
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1-2 Problem Statement: Impact of Distributed Generation on Voltage Control 5

shown in Figure 1-3. VS is the per unit voltage phasor at the supply side, and VR is the
receiving end’s per unit voltage phasor. The supply side is assumed to have a constant VS
voltage phasor. This is a realistic assumption in a distribution grid, as the feeder’s starting
point is at the primary substation, where the feeder connects to a very stiff external high-
voltage grid through a transformer, that is equipped with an automatic OLTC. For more
information on OLTCs and Automatic Voltage Control (AVC) relays refer to Subsection 2-
1-2 of Chapter 2 or [40, 80]. The load (receiving) side is assumed to consume P active and
Q reactive power regardless of any other external factor, i.e. a constant power load model
[57, 14] is assumed. The cable between the supply and the load is modeled as a series intercon-
nection of a lumped R resistance and X reactance, and I denotes the per unit current phasor
flowing from the supply to the load. The quantity of interest is the VR voltage magnitude of
the feeder’s voltage drop and its dependence on other quantities.

Supply Load

(a) Simplified Feeder Circuit (b) Phasor Diagram

Figure 1-3: Illustrative Example for Feeder Voltage Drops, Source: [80]

Assuming the δ angle in Figure 1-3b is quite small (which is realistic for distribution grid
feeders), the following approximation of Equation 1-2 can be derived for VR. For the full
derivation refer to [80].

VR ≈ VS − R

VR
P − X

VR
Q (1-2)

Looking at Equation 1-2 it can be seen that the receiving end’s VR voltage magnitude depends
on the P active and Q reactive power consumption: the more power consumed, the smaller
VR becomes. The inaccuracies of the supply side’s local voltage control cause fluctuations
in the VS magnitude which can also be observed at the feeder’s receiving side. The goal of
voltage control is to keep all nodal voltages as close to nominal as possible, so keep both VS
and VR close to nominal (1 pu). Looking at Equation 1-2, the following conventional solutions
to voltage problems can be listed:

• Suppressing the fluctuations of VS with a well-selected OLTC equipped transformer and
AVC relay at the feeder’s supply side (primary substation), also results in a smoother
VR profile. For more information refer to Section 2-1-2 of Chapter 2 or [80, 40].

• Line Drop Compensation (LDC): raising VS during heavy loading (when P and Q are
large), helps keep VR closer to nominal. For more information refer to Section 2-2 of
Chapter 2 or [77].

• Changing the Q reactive power consumption at the receiving end with the help of a
compensator device. This could mitigate VR fluctuations without disturbing the load’s
P active power consumption. For this scheme to be feasible, the feeder cannot have
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6 Introduction

large R/X ratios as it would make the VR voltage less sensitive to changes in Q. For
more information refer to Section 2-2 of Chapter 2 or [78].

• Grid reinforcement, which results in smaller R and X values, and effectively a smaller
difference between VS and VR. This requires the laying of new cables, which is a very
costly procedure and hence should be avoided if possible.

These observations from Equation 1-2 generalize to more complex feeders and distribution
grids the following way: The voltage fluctuations of the supply side, i.e. voltage fluctuations
at the primary substation caused by the stiff external grid’s fluctuation and the inaccuracy of
the local voltage controllers are - to some extent - felt at all nodes of the distribution grid, and
should therefore be suppressed. The larger the R/X ratios of lines in a grid, the less effective
conventional reactive power injection-based voltage control/support schemes become. With
these conclusions in mind, the next subsection illustrates the effect distributed generation has
on grid voltages.

1-2-2 Effect of Distributed Energy Resources

To illustrate the effect of distributed energy resources on voltages in a distribution grid, a
photovoltaic generator and a reactive power-injecting compensator device are added to the
receiving end of the simple feeder presented in the previous subsection. This is shown in
Figure 1-4. The PV plant injects PPV amount of active power and the compensator device
injects Qc amount of reactive power at the discussed feeder’s receiving end. In case the PV
plant’s inverter is also capable of handling reactive power exchange, they could take up the
role of reactive power compensators, and therefore Qc injection is not necessarily handled
by separate devices, but in Figure 1-4 they are shown this way for clarity. Similarly to the
previous case, a load is also connected to the receiving end consuming a Pl amount of active
and Ql amount of reactive power. The stiff external grid connection and the transformer
equipped with an automatic on-load tap changer are also shown in Figure 1-4 as these devices
are responsible for keeping the VS magnitude relatively constant. It has to be noted that the
supply side’s voltage control scheme is only "aware" of this VS magnitude and is unaware of
all other nodal voltages (VR in this case).

Comp.AVC

Figure 1-4: Simplified Feeder Diagram with Distributed Generation, Based on [48, 80]

The active power usage at the receiving end becomes P = Pl − PPV, and a similar expression
can be written for the receiving end’s reactive power usage: Q = Ql − Qc. Plugging these
power expressions into Equation 1-2 results:

András Zöllner Master of Science Thesis



1-2 Problem Statement: Impact of Distributed Generation on Voltage Control 7

VR ≈ VS − R

VR
(Pl − PPV) − X

VR
(Ql − Qc) (1-3)

In grids where cables, in general, have lower R/X ratios (e.g. transmission and overhead
distribution cables), the fluctuations in the VR receiving end’s voltage magnitude caused by the
changes in Pl and Ql loadings and PPV photovoltaic generation can be effectively counteracted
by injecting or absorbing the right amount of Qc reactive power with the compensator device.
However, in underground MV distribution grids typical in Western Europe, the R/X ratios
are too high for these schemes to be feasible. In case the R/X ratio is roughly close to 1,
the amount of reactive power flow necessary to solve voltage issues would have to be in the
same order of magnitude as the feeder’s active power flow resulting in a low power factor and
inefficient energy transport. Furthermore, if R/X >> 1 the voltage magnitudes in the grid
become practically insensitive to reactive power flow.

Equation 1-3 shows that the presence of distributed generation increases the voltage at the
feeder’s receiving end. The same physical principles, i.e. the fact that distributed energy
resources increase voltage magnitudes locally and that voltage magnitudes are mainly de-
termined by active power flow in case R >> X, scales to larger, more complex distribution
networks as well. However, the voltage magnitudes for those networks can usually only be cal-
culated with the help of power system simulation software by numerically solving the so-called
power flow equations [40].

Conventional voltage control with automatic transformer on-load tap changers at the primary
substation relies on a local voltage measurement at the primary substation or compensates
for the feeder’s voltage drop assuming a unidirectional power flow (only consumption at the
receiving end). Figure 1-5 illustrates such a feeder’s voltage profile with two tap-changing
transformers. It can be seen that without distributed generation at the feeder’s end, the
conventional controllers are able to keep the voltage limits during peak load. During off-
peak load, the upper voltage limit is violated both with and without DG. In the case when
no DG is present, the upper limit’s violation only happens close to the transformer, which
could likely be attributed to the fact that the transformer controller’s line drop compensation
[77] assumes that all the load is at the feeder’s end. On the other hand, when distributed
generation is present, the upper voltage violation is present not only close to the transformer
but on the 11 kV section’s whole length. It can also be seen, that thanks to the presence of
distributed generation, the voltage magnitude can not only drop but also increase from the
last substation towards the feeder’s end due to the possibility of bi-directional power flow.

Voltage issues caused by the presence of renewable energy-based DG are further complicated
by the fact that renewable sources are inherently volatile and therefore offer less controllability
and predictability to operators compared to traditional means of power generation. This
stochastic behavior is illustrated by a generation profile of a photovoltaic plant shown in
Figure 1-6. Even though some trends can be seen in this profile, especially on clear days,
sudden changes i.e. power dips due to clouds can happen anytime. Besides being able
to handle reverse power flows, modern active network management schemes also have to
anticipate and/or be resilient against these fluctuations.

As illustrated in this problem statement by the simple feeder example, conventional voltage
controllers struggle to keep voltage limits in the presence of DG so the voltage control schemes
of modern distribution grids need new approaches. The purpose of this graduation project
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8 Introduction

Figure 1-5: Illustration of Voltage Rise due to Distributed Generation, Source: [80]

Figure 1-6: Geneartion Profiles of a Solar Power Plant, Source: [3]

is to investigate Model Predictive Control (MPC) based solutions for the voltage regulation
problems of active distribution grids that incorporate a lot of generation, due to the increasing
widespreadness of renewable energy and have high R/X ratios due to the usage of underground
cables. The final goal is to design a MPC scheme for a section of a Stedin MV distribution
grid, which is expected to solve the problem of voltage limit violations, particularly upper limit
violations. This will be achieved by the coordination of two control resources: the primary
substation transformer’s OLTC and the active power curtailment of larger PV plants. The
MPC’s performance will be compared to simple control schemes that intend to solve the
same problem, more specifically current compounding (CC) and current compounding in
combination with local active power curtailment (CC+APC).

1-3 Formulation of Research Questions

Considering the problem statement the following research questions are investigated in this
thesis:
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1-4 Contributions 9

• How can complex distribution networks (like Stedin’s medium voltage distribution net-
works) be modeled and simplified to be effectively used with MPC-based voltage regu-
lation?

• How effective is a MPC-based voltage control policy in mitigating the voltage distur-
bances caused by load, DG, and external grid voltage variation in an active MV distri-
bution grid?

1-4 Contributions

This MSc project features the following contributions to the state of the art in research on
model predictive voltage regulation in active medium voltage distribution grids:

• Conditional active power curtailment is used in the considered MPC policies. Similarly
to local droop active power curtailment controllers, the active power output of a PV
plant can only be limited in case their local voltage magnitude is above a certain tuneable
threshold. This logic is incorporated into the developed MPC policies with the help of
binary variables and mixed-integer linear (MIL) constraints [9]. This logic ensures that
the otherwise useable energy output of curtailable PV plants is only wasted in cases
when said action is justified, i.e. when said PV plant’s output contributes to overvoltage
issues in the plant’s area. To the author’s best knowledge, this is the first time that
conditional curtailment (based on local voltage) is used in a model predictive voltage
control policy with the help of MIL constraints. For more details, see Section 3-2 of
Chapter 3.

• The benefit of incorporating exact knowledge about the fluctuation of load, generation,
and the external grid’s voltage into the model predictive voltage control policy is tested.
The resulting intersample limit violation phenomena are analyzed, and two solutions are
proposed, namely the consideration of intersample voltage values and the deactivation
of the automatic voltage control relay at the primary substation. The results illustrate
the benefit distribution system operators could get from further research on accurately
forecasting said fluctuations. To the author’s best knowledge, this is the first time an
exact forecast is assumed on all quantities that affect grid voltages. Similar work can
be found in [29], however, that study only considers the incorporation of forecasted
and exact future knowledge on photovoltaic generation profiles and not the changes in
consumption and the external grid’s voltage. For more information on this contribution,
refer to Section 3-4 of Chapter 3.

• A case study is conducted in which the considered controllers are applied to a section
of a Stedin medium voltage underground distribution grid in South Holland province.
This grid section carries the typical features of Western European medium voltage dis-
tribution grids, as it features a large photovoltaic generation capacity and it is composed
of underground cables with large R/X ratios, making nodal voltage magnitudes insen-
sitive to reactive power injections. The model predictive voltage control policies are
simulated in 4 test cases (normal summer day, summer day with the external grid’s
overvoltage, summer day with 2 of 3 large PV plants not operating, normal winter
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day) and their performance is compared to two simple uncoordinated control schemes:
current compounding (CC) and current compounding in combination with local active
power curtailment (CCAPC). The profile data used for the simulations is based on real
measurements of Stedin. The low voltage load and generation profiles were only avail-
able with a temporal resolution of 1 hour, which was increased to 5 minutes using the
Super Resolution General Adversarial Network (SRGAN) found in [100]. Other papers
citing [100] show that this is the first time this interpolation method is used to enhance
the quality of profile data in model predictive voltage control simulations. The studied
grid, profile data, and the results of the conducted case study are presented in Chapter
4.

1-5 Structure of This Thesis

This report is divided into 5 chapters. Chapter 1 introduces the topic by presenting the nec-
essary background information alongside a problem statement. The research questions of this
project alongside the list of contributions in this thesis are also provided. Chapter 2 presents
essential knowledge on power grid modeling alongside the current state-of-the-art research on
voltage control in active medium voltage distribution grids that have a high penetration of dis-
tributed renewable energy sources, with a particular focus on model predictive control-based
methods. Chapter 3 contains a detailed description of the model predictive voltage controllers
that are designed and analyzed in this project. Two alternative methods, namely Current
Compounding (CC) and CC combined with Active Power Curtailment (APC), against which
the designed MPC controllers will be compared; are also presented in this chapter alongside
the metrics that are used for comparison. Chapter 4 starts with presenting the medium
voltage distribution grid section that served as the basis of the case studies. Afterward, a
brief explanation of the Python-PowerFactory co-simulation framework that was created and
used to produce the numerical results of this thesis is given. The different test cases and the
numerical results are also presented in this chapter. An in-depth analysis of the numerical
results is also given in Chapter 4. Chapter 5 concludes the report and gives recommendations
for future research directions.
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Chapter 2

Voltage Regulation in the Presence of
Distributed Generation

This chapter focuses on presenting the state of the art on the topic of voltage regulation
in active distribution networks. To give a solid theoretical background, the chapter’s first
section presents the relevant topics of power grid modeling, namely power flow equations,
tap-changing transformers alongside the dynamic behavior of their control relays, and the
sensitivity-matrix-based model for voltage dynamics. The information shown in the first
section is inherent to conducting a simulation-based case study on power system voltage
control, particularly, model predictive voltage control. The chapter’s second subsection gives
a literature overview of solutions that intend to solve the voltage problems caused by the
high penetration of distributed energy resources. A vast variety of solutions are presented
excluding model predictive control. The chapter’s third section focuses solely on applying
model predictive control to power system voltage regulation. A literature review is presented,
in which the discussed works use this control method. The review is done based on different
aspects that all form the basis of important decisions during the design of a model predictive
voltage control policy. The last (fourth) section concludes the chapter.

2-1 Power Grid Modeling

Many different dynamic phenomena are happening in the electric power grid at vastly different
timescales from incredibly fast (e.g. lightning strikes, electromagnetic transients), to quite
slow (e.g. load variability). Figure 2-1 gives an overview of the different timescales that are
considered in the broad field of power system analysis. It can be seen that they are quite
decoupled, meaning, that it is possible to only focus on the scale relevant to the dynamic
phenomena of interest and neglect anything faster or slower.
This focusing is done using a set of differential-algebraic equations (DAEs) the following way:

ẋ = f (x, y, u) (2-1)
0 = g (x, y, u) (2-2)
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12 Voltage Regulation in the Presence of Distributed Generation

Figure 2-1: Different Time Scales in Power Systems, Source: [70]

where x and y are vectors of relevant state variables and u is the vector of exogenous inputs.
Vector x contains the state variables whose dynamic behavior is modeled with more temporal
accuracy thanks to the help of differential equations. The f vector function describes how
these variables evolve in time. The states in vector y are assumed to be stationary throughout
the considered timespan, and thus their values are determined with the set of algebraic equa-
tions that are given by equating the g vector function to zero. A detailed explanation and
example for the usage of differential-algebraic equation systems as a power system modeling
tool can be found in [93].

By setting ẋ to zero in the DAEs, the system’s equilibrium (steady-state) can be computed.
With only very slowly varying u exogenous inputs, a series of steady-state computations
is sufficient to describe the grid’s response. This type of study is called the quasi-dynamic
simulation (QDS), and is very commonly used e.g. in case of long-term load variability studies
which can cover a timespan of multiple years, with timesteps often in the range of hours. This
type of study is used to examine the progression of the slowest grid dynamics, as QDS can be
solved much faster compared to other more detailed dynamic methods while still delivering
the necessary results. [35] shows an example, where QDS is used to analyze the effect of
distributed generation on an IEEE 13-bus benchmark network.

The simulations conducted in the case study of this MSc project are similar to a QDS in the
sense that they focus on the network’s slow voltage dynamics and assume the power grid is
always in a steady state. They are however different in the sense, that the dynamic behavior
of slow voltage control gear, more specifically the primary substation’s automatic voltage
control relay, are modeled and simulated in detail with the help of differential equations.
This section presents a literature overview on the aspects of power system modeling that
are necessary to conduct the simulations presented in Chapter 4 of this report: the power
flow equations, on-load tap changers alongside their automatic voltage control relays, and the
sensitivity-matrix-based models for slow voltage dynamics.

2-1-1 Power Flow Equations: The Steady State of a Power Grid

The power flow study, also referred to as a load flow study deals with calculating the steady
state of the power system. More specifically, the voltage magnitudes and phase angles of each
node in the studied network, by numerically solving a set of nonlinear equations, the so-called
power flow equations. For these equations to be solved, the studied network’s structure has
to be known in the form of a Y admittance matrix alongside some other information about
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2-1 Power Grid Modeling 13

each node (depending on its type). The power flow equations and their solution using the
Newton-Raphson method is presented in great detail in [40], but the key concepts including
the Newton-Rapshon algorithm are also briefly shown here. It has to be noted, that the power
flow equations discussed in this study are all for balanced three-phase grids.

Power Flow Equations for a Single Node

The power flow of a single node (bus) i in the network can be expressed in the following
so-called mismatch form (assuming there is a total of i = 1, . . . , N buses in the network):

∆Pi = Pgi − Pdi −V 2
i Gii −

N∑
n=1
n̸=i

ViVnYin cos (θin + δn − δi)

︸ ︷︷ ︸
−Pi

= 0 (2-3)

∆Qi = Qgi − Qdi +V 2
i Bii +

N∑
n=1
n ̸=i

ViVnYin sin (θin + δn − δi)

︸ ︷︷ ︸
−Qi

= 0 (2-4)

where ∆Pi and ∆Qi are the (active and reactive) power mismatches of node i which are zero
due to the node’s power balance. Pgi, Qgi are the generated, and Pdi, Qdi are the demanded
active and reactive powers at said bus. The Pgi − Pdi and Qgi − Qdi terms are often referred
to as the node’s scheduled power which is the power that is transmitted from bus i towards
the rest of the network. The terms Pi and Qi are the same scheduled powers expressed as
a function of the network’s Vn = Vn∠δn (n = 1, . . . , N) voltage phasors and admittances
contained in the Y admittance matrix. Yii = Gii + jBii is the ith diagonal element of Y, and
an arbitrary element in the ith row and nth column of Y is denoted Yin = Yin∠θin.

The admittances of individual network components are calculated using the lumped π-models
of different components (lines, buses, transformers, etc.). For more information on the π-
models of lines refer to [41]. For more information on transformer π-models see the next
section of this chapter or [40]. The Y matrix can be constructed knowing the admittances
of components using the following rules in [42]: The Yii diagonal elements are composed by
summing all admittances that are connected between bus i and the (possibly virtual) neutral
line. The Yij = Yji elements are the negative of the admittance that connects bus i to bus
j. The equality implies that matrix Y is symmetric.

System of Power Flow Equations

It can be seen that for each bus in the network, it is possible to write two power flow equations:
one concerning the active (Equation 2-3) and the other concerning the reactive (Equation 2-4)
power flow. The bus type plays a vital role in the load flow study, as it determines whether
both, one or no power flow equations hold true for the bus. Based on this there are the
following three types of nodes:
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14 Voltage Regulation in the Presence of Distributed Generation

• Load bus (PQ bus): Scheduled active and reactive powers (Pgi −Pdi and Qgi −Qdi) are
specified and both Equation 2-3 and Equation 2-4 hold true. The voltage magnitude Vi

and phase angle δi are unknowns.

• Voltage supported bus (PV bus or generator bus): The scheduled active power (Pgi −
Pdi) and the bus voltage magnitude (Vi) are specified, only Equation 2-3 holds true
with the δi phase angle and Qi reactive power injection being unknowns. The amount
of reactive power injection is always equal to the exact amount that ensures the node’s
set voltage magnitude, and it is determined using the expression for Qi in Equation 2-4
once the voltage phasors have been obtained. Buses with large synchronous generators
are typically modeled this way.

• The slack bus (also called the swing bus): The voltage magnitude (Vi) and angle (δi)
are specified. None of the power flow equations hold true, as the scheduled active and
reactive power of this bus are determined based on the losses in the rest of the network
(power coming from this bus compensates for these deficits). The network’s losses and
hence the power deficits are not known in advance, so the scheduled power of this bus
can only be obtained once all bus voltage magnitudes and angles are calculated. In a
typical AC power flow study there can only be one slack bus, and in case of distribution
grids, this is the bus at the primary substation that connects to the external high-voltage
network. The angle of the slack bus voltage phasor is often specified to be 0° and other
voltage phasor angles are referenced to this angle.

It is clear that PQ nodes introduce two unknowns alongside two equations, and PV nodes
introduce one unknown alongside one equation. The slack bus introduces no unknowns and
no equations into the power flow study. For this reason, the system of power flow equations
can be solved.

The Newton-Raphson Algorithm

Distribution networks are typically composed of PQ load buses (which can also have dis-
tributed energy sources connected) and one slack bus, which is connected to the transmis-
sion/subtransmission grid. Power flow equations can be solved with the Newton-Raphson
method [40], which will be briefly presented in the following, for a grid where bus 1 is the
slack bus and the rest 2, . . . , N buses are PQ buses. Knowing this, the vector of unknowns
which has to be determined is:

x =
[

δ2 . . . δN V2 . . . VN

]T
(2-5)

The basis of the Netwon-Raphson method is the first-order Taylor expansion of the power
flow equations in the power mismatch form (given in Equation 2-3 and Equation 2-4), and
the fact that these mismatches are zero in case of power balance. The Taylor expansion takes
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the following form:

∂P2
∂δ2

. . . ∂P2
∂δN

V2
∂P2
∂V2

. . . VN
∂P2
∂VN... J11

...
... J12

...
∂PN
∂δ2

. . . ∂PN
∂δN

V2
∂PN
∂V2

. . . VN
∂PN
∂VN

∂Q2
∂δ2

. . . ∂Q2
∂δN

V2
∂Q2
∂V2

. . . VN
∂Q2
∂VN... J21

...
... J22

...
∂QN
∂δ2

. . . ∂QN
∂δN

V2
∂QN
∂V2

. . . VN
∂QN
∂VN


︸ ︷︷ ︸

J



∆δ2
...

∆δN
∆V2
V2...

∆VN
VN


︸ ︷︷ ︸

C

=



∆P2
...

∆PN

∆Q2
...

∆QN


︸ ︷︷ ︸

M

(2-6)

where J is the (modified) Jacobian matrix, C is the vector of corrections with ∆δi and ∆Vi

being the amounts with which the voltage angles and magnitudes of node i have to be changed
between iterations, and M is the vector of power mismatches that have to converge to zero
over the course of iterations. The partial derivatives with respect to voltage magnitudes in
J are multiplied and the voltage corrections in C are divided by the voltage magnitudes for
numerical robustness [40].

In order to obtain the solutions for the power flow equations, the Newton-Raphson method
performs the following steps iteratively, where k is the iteration counter, and when placed in
the superscript of a quantity it denotes a certain quantity’s value at step k.

1. Come up with a good initial guess for the calculated variables: x0.

2. Start iteration step k (with k = 1 at the first iteration): Calculate the Mk mismatches
using Equation 2-3 and Equation 2-4, then calculate the Jk Jacobian using the voltage
and phase angle values in xk−1 (obtained at the previous iteration).

3. Using Equation 2-6 calculate the Ck correction vector.

4. Calculate the current iteration’s xk solution using Equation 2-7.

5. If all mismatches in Mk are smaller than some pre-specified threshold, then stop the
algorithm and consider xk as the final solution. Else continue from Step 2 with k := k+1.

The update equations for the ith node’s voltage angle and magnitude:

δk
i = δk−1

i + ∆δk
i V k

i = V k−1
i

(
1 + ∆V k

i

V k
i

)
(2-7)

The Newton-Raphson method was shown here for two main reasons: Firstly it is a numerically
robust method that provides fast convergence and is used by many power system analysis
software including DIgSILENT PowerFactory [26]. The other reason this method was shown
in detail, is the fact that the sensitivity matrix-based (quasi-) dynamic model for voltages
is based on the J Jacobian matrix used in this method. While not strictly relevant to this
project, other power flow solvers also exist such as fast decoupled load-flow (FDLF) [98, 40],
the Gauss-Seidel Method [40], or other efficient methods particularly suitable for weakly
meshed systems [95, 61].
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16 Voltage Regulation in the Presence of Distributed Generation

2-1-2 Transformer On-Load Tap Changers and Automatic Voltage Control Re-
lays

Tap changers are mechanisms that give transformers the ability to change their turns ratio.
They are considered to be among the most important means to influence voltage in electric
power grids, particularly distribution grids. The working principle of tap-changers is presented
in this subsection based on [80, 40] with a special focus on On-Load Tap Changer (OLTC)s
and their control devices, the so-called Automatic Voltage Control (AVC) relays.

Working Principle and Modeling

The two types of tap changer mechanisms are shown in Figure 2-2. Both types are usually
fitted to the transformer’s high voltage side, as the current flowing there is lower, resulting
in less wear on the mechanism’s contact points. For this reason, the tap changers in Stedin
grids are all fitted to the higher voltage side of transformers. Off-load tap changers shown
in Figure 2-2a can only be moved when the transformer is de-energized. Their position is
determined at the time of installation and is seldom changed afterward by skilled technicians
only. On-load tap changers (shown in Figure 2-2b) allow the alteration of the turns ratio,
without the interruption of the transformer’s load current, i.e. without interrupting power
delivery. It can be seen that there are two selector switches that move one after the other,
and the circulating current that flows during switching superimposed to the transformer’s
load current is limited thanks to the usage of reactor coils. In other words, the reactor coils
prevent shorting of subsequent taps during switching. Larger transformers of primary (high
to medium voltage) substations are usually equipped with on-load while smaller transformers
of secondary (medium to low voltage) substations are typically only fitted with off-load tap
changers.
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(b) On-Load Tap Changer

Figure 2-2: Illustration for the Working Principle of Tap Changers, Based on [80]

OLTCs have three main drawbacks: the inherent discreteness due to the finite number of
taps, and the slow and maintenance-heavy operation due to them being mechanical devices
actuated by electric motors. To overcome these issues, the development of solid-state tap
changers is a heavily researched topic [7, 32, 66, 104]. These designs use fast semiconductor
switches (e.g. thyristors, IGBTs, etc.) which allow more sophisticated and faster control
actions e.g. modulation, and require less maintenance, but they are not yet common in
commercial settings. OLTCs found on commercial transformers are still electromechanically
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actuated, relatively slow discrete mechanical switches. For this reason they can only change
the transformers’ a ∈ C off-nominal turns ratio in discrete steps:

a = anom + ∆a (n − nnom) (2-8)

where anom ∈ C is the transformer’s nominal turns ratio, ∆a ∈ C is the amount with which
the turns ratio changes between two taps and n, nnom ∈ Z are the selected and nominal tap
positions respectively (denoted by integer numbers). In case the transformer does not do any
phase shifting a, ∆a and anom are real numbers and can be denoted as their absolute values
as a, ∆a and anom respectively.

Tap changing transformers are often modeled as an ideal transformer that has a turns ratio
a : 1 connected in series with the real transformer’s yt short-circuit admittance [40], as it
can be seen in Figure 2-3a. The tap changing transformer in this case is connected between
the nodes with Vj and Vi voltage phasors, and the node with Vx voltage phasor only exists
virtually. In power-flow calculations tap changing transformers are represented with the
transformer’s π-model [40] that is shown in Figure 2-3b.
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Ideal transformer Series admittance
(a) Equivalent Circuit

Non-tap sideTap side

(b) π-model

Figure 2-3: Tap Changer Modeling, Based on: [52]

Based on this π-model, the relationship between the currents and voltages of buses i and j
can be derived, it is given in Equation 2-9. For a more detailed derivation and explanation
[40] can be referred to.

[
Ii

Ij

]
=
[

yt −yt/a
−yt/a∗ yt/ |a|2

] [
Vi

Vj

]
(2-9)

where yt is the transformer’s series admittance and a is the off-nominal turns ratio. a∗

is the conjugate of the off-nominal turn ratio. By looking at the relationship between the
transformer’s current and voltage phasors given in Equation 2-9, it can be seen that a change
in a caused by a tap change, results in a change of the power system’s Y admittance matrix
and hence a change in the power flow equations.

Automatic Voltage Control Relays

The OLTCs of distribution grid transformers are switched by automatic voltage control (AVC)
relays, i.e. control devices whose task is to keep their regulation point’s Vmeas voltage magni-
tude as close to their Vref setpoint as possible. Frequent switchings cause the OLTC’s contact
points to wear out quickly, so almost all AVC relays use a deadband module and an integrator
to avoid them.
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18 Voltage Regulation in the Presence of Distributed Generation

AVC

Figure 2-4: Simple Automatic Voltage Control (AVC) Relay Scheme

A conventional AVC relay connection is shown in Figure 2-4. It can be seen that the regulation
point is the transformer’s low-voltage side so in its simplest form the AVC relay is only capable
of maintaining one local voltage. More advanced schemes exist that make the AVC relay to
some extent "aware" of what is happening in the rest of the grid such as line drop compensation
(LDC) or current compounding (CC). These will be discussed in more detail in Section 2-2
of this chapter.

Dynamic modeling of tap-changing transformers and their automatic voltage control relays is
a non-trivial task. The simplest method only considers the integrator responsible for limiting
excessive switching, and neglects discreteness:

ṅcont = Ki (Vref − Vmeas) (2-10)

where ṅcont is the time derivative of the n tap position’s ncont continuous approximation, and
Ki is the integrative gain of the controller. The sign of Ki depends on whether the tap changer
is on the LV or HV side, and the amount of time necessary for a tap change is dependent on
the absolute value of Ki as well as how big the Vref − Vmeas error signal is. The transformer’s
a off-nominal turns ratio and therefore its voltage alteration is proportional to the selected n
tap position, so the control device will reach equilibrium when the measured voltage error is
zero. Many studies addressing the small-signal stability of the tap-changer controller focus on
this continuous approximation of the tap position along with a simple integrative controller,
such as [60].

More realistic tap changer and AVC relay models incorporate three more important character-
istics: the discrete nature of tap changers, the saturation caused by minimum and maximum
tap positions, and the deadband around the voltage setpoint. The deadband is necessary to
keep the controller at rest in the close vicinity of the equilibrium, as the equilibrium cannot
be reached exactly in practice, due to the discreteness of OLTC mechanisms. This modifies
the simple model given in Equation 2-10 the following way:

ṅcont =
{

Ki (Vref − Vmeas) if nmin < ncont < nmax and |Vref − Vmeas| ≥ Vdb

0 otherwise
(2-11)

n = round (ncont) (2-12)

where nmin and nmax are the minimum and maximum tap positions respectively and the
round() function rounds the ncont continuous position approximation to the nearest integer.
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The AVC relay’s dynamic behavior described by Equation 2-11 and Equation 2-12 can also
be visualized in a block diagram shown in Figure 2-5. This shows that AVC relays can be
modeled as a series interconnection of a deadband module, a saturated integrator, and a
quantizer block. These blocks form the hybrid (switched) dynamic model of OLTCs that
are controlled by AVC relays. Examples of studies that use these more complex models are
[69, 72].

Deadband Saturated Integrator Quantizer

Figure 2-5: Block Diagram of an Automatic Voltage Control (AVC) Relay

In power flow studies and quasi-dynamic simulations, either a fixed tap position or an AVC
relay setpoint can be specified for transformers with OLTCs. In the former case, the trans-
former is handled as if it had a fixed turns ratio corresponding to the given tap selection. In
the latter case, the taps are changed and the power flow equations are re-calculated iteratively
until the AVC relay’s monitored bus voltage lies within the deadband around the specified
setpoint.
The simulations in the case study of this thesis use the hybrid dynamics of AVC relays
characterized in Equation 2-11 and Equation 2-12. The network’s response to the tap change
actions is obtained using fixed tap position power flow calculations. More information can
be found in Section 4-2 of Chapter 4 about the implemented simulation framework and the
simulation of OLTC-grid interactions. It is investigated in this thesis whether model predictive
voltage controllers should account for the discreteness of OLTCs. The AVC relay used by
Stedin is the a-eberle REG-D, more information about it can be found under [2].

2-1-3 Sensitivity Model

The sensitivity matrix-based voltage dynamics model is very commonly used with MPC-
based voltage control; examples can be found in [6, 103, 75, 64, 62, 54, 30, 31]. This model
stems from a Taylor-series expansion of the power flow equations, similar to the one used in
the Newton-Raphson method. The model can characterize the slow voltage dynamics of a
power system provided the changes of the factors that determine power flow solutions (power
injections, OLTC positions, slack bus voltage) are known. It is only capable of telling the
grid’s next equilibrium (quasi-dynamic model) after said quantities have changed and does not
incorporate transients in between. For this reason, the model’s sampling time has to be large
enough to ensure the model’s accuracy, i.e. let grid states converge to their new equilibrium.
The model can be expressed with the following discrete-time linear state equation:

x(k + 1) = x(k) + S∆u(k) + Sd∆w(k) (2-13)

where x(k) is the state vector at time step k containing voltage magnitudes and phase angles of
the measured buses. Contrary to the Newton-Raphson method used for power-flow solutions
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k does not denote the iteration count in this case, but the number of the sampling time
instant, i.e. when the time t = kτ with τ being the discrete time step of the model (sampling
time). ∆u(k) = u(k + 1) − u(k) with u(k) being the vector containing the control inputs
at time step k, namely tap position, active power curtailment, and reactive power injection.
∆w(k) = w(k + 1) − w(k) with w(k) being a vector of the non-controllable disturbances, i.e.
the voltage fluctuation of the external grid (slack bus), changes in the consumption of loads
and power production of non-curtailable distributed generators at time step k. S is called
the power system’s sensitivity matrix towards control actions and Sd is the sensitivity matrix
towards disturbances.

The entries of the S and Sd matrices can be calculated using many methods. A very common
approach is to invert the J̃ Jacobian of the power-flow equations, in an equation that is
similar to Equation 2-6, although the partial derivatives and voltage magnitude changes are
not multiplied here with voltage magnitudes:

x(k + 1) − x(k)︸ ︷︷ ︸
∆x(k)
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(2-14)

where J̃−1 can be partitioned into S and Sd based on what is considered a controllable
variable and what is considered a disturbance. In case the network contains a tap-changing
transformer, the sensitivity to tap positions or to the tap changer controller’s voltage setpoint
can also be calculated (depending on the way the tap-changing transformer is considered in the
network’s power flow study). The slack bus’s voltage magnitude and angle also appear in the
power flow equations and affect their solutions. Consequently, sensitivities to the fluctuation of
these quantities can also be obtained. For more details on power system sensitivity calculation
refer to [5].

Effect of Load Models In heavily loaded power systems, the voltage dependence of certain
loads could affect the calculated power flow solutions and sensitivity values. More advanced
models, e.g. ones shown in [57], characterize a dynamic load behavior while simpler load
models, such as the exponential and ZIP models discussed in [78] only consider the load’s static
voltage dependence. The latter are also sufficient to show the load’s voltage dependence’s
effect on power flow and sensitivity results. This study however will only use simple constant
power loads, which simplification can be supported by the conclusion of [14], as authors of [14]
compared the voltage dependence of different household consumers from 1999 and 2012 and
found that the power usage of modern households is less dependent on the supplied voltage.

Calculation Methods The main drawback of the sensitivity-matrix-based model is the fact
that it is only valid in the close vicinity of the point of linearization, and therefore has to be
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re-calculated frequently. This could increase the computational demand of control schemes
using this model, especially with larger networks. There are several methods in the literature
that reduce this complexity: [98] neglects the J̃12 and J̃21 off-diagonal blocks in the J̃ matrix
and hence the Jacobian inversion becomes an easier task. This however only works in networks
where those blocks are actually negligible, and therefore [98] does not perform exceptionally
well with larger R/X ratios. [75] uses an artificial neural network (ANN) to approximate
sensitivity matrices, which is fast but requires a lot of training data (pre-calculated sensitiv-
ities) beforehand. The enhanced Z-bus method [63, 64] is based on the simplification of the
power system impedance matrix, and according to [63] it is computationally less demanding
compared to power flow Jacobian inversion. [63] also mentions the very simple "perturb and
observe" method, which is relatively time-consuming as it requires the solution of the power
flow equations twice for each quantity to which sensitivities need to be obtained. [59] proposes
and compares three multivariate least squares (MLS) algorithms for the online estimation of
sensitivity matrices. In the case study of this thesis, the built-in calculation tool of DIgSI-
LENT PowerFactory is used through its Python API. This software uses Jacobian inversion
to calculate sensitivities against power injections as stated in [26]. Regarding sensitivities to
transformer tap position, the user can choose whether to carry out the calculations based on
linearization or a perturbation-based method; in this project, the former was chosen. The
sensitivities to the external grid’s (slack bus’s) voltage magnitude fluctuation were calculated
using a simple "perturb and observe" method, as the built-in PowerFactory tool does not
calculate this quantity out of the box. The chosen amount with which the external grid’s
voltage magnitude was perturbed during the calculations of the case study is 0.01 pu.

2-2 Literature Overview on Voltage Regulation Methods in the
Presence of Distributed Generation

Previously two possibilities were shown for influencing voltages in active distribution grids:
on-load tap changers of distribution transformers in Subsection 2-1-2 and the active and
reactive power injection of Distributed Generation (DG) units or compensator devices in the
problem statement of Chapter 1. These means of voltage manipulation act as the control
inputs (actuation possibilities) for many control schemes that intend to regulate the voltages
in the grid in case a large share of distributed generation is present. Examples of said control
schemes and policies found in the literature will be briefly presented in this section.

Line Drop Compensation Simple AVC relays shown previously in Figure 2-4 only control
tap changers based on a local voltage measurement and are unaware of other nodal voltages
that could be vastly different due to the presence of DG. For this reason, simple schemes focus
on making AVC relays aware of the primary substation’s whole supplied network’s voltage
profiles. One such scheme is called line drop compensation (LDC) [77] which is visualized in
Figure 2-6. By setting the correct R and X parameters, this scheme gives the opportunity
to move the regulation point towards the end of long feeders by subtracting an estimated
voltage drop from the AVC relay’s local Vmeas voltage measurement. It can be seen, that the
LDC scheme requires a local current measurement and therefore the installation of a current
transformer at the primary substation. A big drawback of these schemes is that they could
result in suboptimal performance when the distribution transformer supplies more feeders at
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once (in almost all distribution networks) and the setting of the R and X tuning parameters is
also not self-explanatory with these complex networks. Other issues could also stem from the
fact that older LDC schemes cannot account for the reversal of power flow due to excessive
generation in the supplied feeder.

Figure 2-6: Illustration of Line Drop Compensation (LDC), Source: [77]

Current Compounding Another scheme for making the AVC relay aware of voltages in the
network besides the primary substation’s local measurement is called Current Compound-
ing (CC). This scheme can also be found in the literature under different names, however,
PowerFactory (the simulation software of choice in this project) calls it this [26], so for this
reason this study uses the same name. Similarly to LDC this method also requires a local
current measurement, and having this obtained, the calculation of (usually active) power de-
livery through the primary substation’s transformer (Pprim,supp). The CC scheme adjusts the
Vset voltage setpoint of the AVC relay based on the Pprim,supp supplied active power: If a lot
of power is being consumed Vset is increased and if power is flowing back to the HV grid (a lot
of PV generation) Vset is decreased. This scheme is quite easy to implement, proves to work
well with multiple feeders, and is relatively effective against the voltage problems caused by
distributed generation. For this reason, this is one of the control schemes against which Model
Predictive Control (MPC) will be compared in this study. For more details on the design and
the tuning of the CC scheme that was used in this project, refer to Section 3-5-1 of Chapter
3. One of the biggest drawbacks of CC is that the Vset (Pprim,supp) function, i.e. the voltage
setpoint’s dependence on active power delivery has to be specifically tuned to the grid CC is
applied to. To the author’s best knowledge, no systematic method exists for the shaping of
said function, and the tuning can only be done with trial and error using many simulations.
An example of CC can be found in the literature under [53], where the authors use it at
a (medium voltage) primary substation in order to lower voltage fluctuations at secondary
substations and hence increase the DG hosting capacity of their low-voltage network.

Simple Local Power Injection Methods After the presentation of two simple local OLTC
based control schemes, simple local power injection schemes are shown. [78] mentions local
active and reactive power injection-based methods that can be used in the presence of DG.
Three schemes rely on the reactive power injection capabilities of distributed energy resources:
Constant power factor schemes modify the generator’s reactive power injection based on said
unit’s active power production. The second scheme modifies the DG unit’s power factor based
on active power output. The third method is the injection of reactive power based on the
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unit’s local voltage measurement. All three of these schemes provide local voltage support
at the connection point of the DG unit but are ineffective in grids with high R/X ratios as
it was also shown in Section 1-2 of Chapter 1. As the nodal voltages of grids with mainly
resistive lines are practically only sensitive to active power flow, the only effective local power
injection method presented in [78] is the Active Power Curtailment (APC) of DG units based
on their local voltage measurement. This scheme seems to be effective against overvoltage
issues, however, it comes at the cost of losing valuable energy. As the combination of CC and
these local APC schemes is one of the alternative control methods used for comparison in this
study, more details of APC, particularly the local APC designed in this project are given in
Section 3-5-2 of Chapter 3. [101] discusses APC, particularly its implementation in household
photovoltaic (PV) plants and their impact on low-voltage grids in more detail. Different
active power curtailment rules are implemented for households that are located further from
the substation. This modification of all installed household PV inverters would require a
substantial investment and is therefore quite unrealistic. The method presented in [37] uses
the combination of active and reactive power injection to regulate voltages. The reactive
power injection is simply dependent on local voltage measurements (piecewise linearly). The
active power injection however is more complex and uses Kalman filter-based solar forecasts
to avoid unnecessary curtailments in case the simple reactive power injection is sufficient to
keep voltage limits.

Other OLTC-based Control Methods [92] is an overview paper that lists OLTC-based
voltage control techniques and, alongside some conventional methods, lists 4 control schemes
that work in the presence of DG units: SuperTAPP n + relay, artificial neural networks,
fuzzy logic, and state estimation based voltage control relay. The SuperTAPP n + relay
method estimates the current output of DG units by current measurements of feeders with
DG and a ratio of load-share between feeders with and without DG. This way the voltage
increases at the DG units’ locations are determined, and the setpoint of the AVC relay is
modified accordingly. Artificial Neural Networks (ANNs) [88] can be used to control tap
changers and regulate voltages in the presence of DG units, however, these require many
power-flow solutions to train the ANN and excessive testing to ensure its performance under
all circumstances. Fuzzy logic control presented in [89] uses a rule base to calculate the
tap changer controller’s setpoint. These rules are similar to natural language and reflect an
experienced operator’s physical intuition and way of thinking. According to [92] these fuzzy
controllers do not have to be re-adjusted in case new DG units are installed on the network.
State estimation-based AVC relay [51] uses knowledge about the network structure and a few
measurements to obtain all bus voltages in the system. The tap changer voltage setpoint is
adjusted accordingly having this knowledge of the whole network’s state.

Overview of Volt-Var Control Schemes [76] gives an overview of voltage and reactive power
(Volt-VAr) control in distribution grids. Both traditional and modern approaches are dis-
cussed. The presented traditional methods in [76] are the following: The first and most
basic scheme is local tap changer control of transformers with or without line drop compen-
sation which performs poorly with a lot of DG. A Supervisory Control and Data Acquisition
(SCADA) based approach that uses measurements from the network (i.e. remote voltages)
and a rule base to make decisions but suffers from limitations in case the feeder is reconfig-
ured. The integrated or model-based approach is able to adapt to the changes in the network
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configuration. This approach uses a dynamic model of the network and an optimization solver
to determine a set of optimal control actions. Heuristics-based adaptive control algorithms do
not use a model of the grid, only measurements such as voltages and power injections. The
control actions are based on the changes in the monitored quantities and previous control
actions, and this control scheme is successfully able to adapt to changes in the grid struc-
ture as well as the generation of renewable energy sources. The advanced Volt-VAr control
schemes in [76] are smart inverters with voltage support/control capabilities (similar to the
local methods in [78]), smart inverters with energy storage, distributed secondary side voltage
regulation devices and the usage of data coming from advanced metering infrastructure.

Additional Overview Papers Additional overview papers on the topic of distribution grid
voltage control are [48, 46, 30]. Control methods in [48] are grouped based on whether
they operate in a centralized or distributed manner. Centralized approaches are claimed to
require extensive communication infrastructure and hence they are said to come at a higher
cost. On the other hand, these methods offer better systemwide results compared to their
distributed counterparts. The categories of centralized control schemes considered in [48] are:
the distribution management system (DMS) schemes, coordination control for distribution
system components, and intelligent (neural network, fuzzy, genetic algorithm, etc.) methods.
Distributed schemes listed in [48] are based on active and reactive power injection, some
use OLTCs, and some of them apply intelligent methods based on local measurements. It is
claimed that local controllers are seldom able to solve the voltage limit violations in the whole
distribution grid. [46] develops a system of metrics to assess different distribution grid voltage
control methods. This system is based on many technical and market-adopting aspects. The
paper assesses two local DG controllers, a hierarchical coordination controller for DGs and
tap changers, and two fault-tolerant hierarchical voltage controllers. [30] categorizes voltage
controllers according to multiple "levels". The first level is whether the controller is local or
coordinated, and it is stated that the problems of a modern active distribution grid increase
the demand for coordinated approaches. The second most important categorization aspect
of the paper is whether the control scheme is centralized, distributed or decentralized. The
control algorithms mentioned in [30] are model predictive control, consensus-based distributed
control, droop control and its derivatives, tie-line bias control, containment-based control,
sensitivity analysis-based techniques, game theoretic control, volt-var optimization, average
current sharing, cooperative control, PI / state-feedback / H2 / H∞ controllers, SMC-based
current loop control, multi-layer control techniques, fuzzy control and state estimator based
control techniques.

A Novel Voltage Control Scheme for the CIGRÉ MV Benchmark Grid [78] presents a
novel voltage controller for the CIGRÉ MV [10] benchmark grid. This scheme uses OLTCs
and intelligent nodes with battery storage. The tap-changer controller monitors all nodal
voltages in the transformer’s supplied area and determines how a tap-change would influence
each nodal voltage’s deviation from the reference. If the minimum or maximum measured
voltage violates the set limits for more than 40 seconds, a corrective tap change action is
possible regarding the minimum and maximum tap position, and the corrective selection
would not result in the other voltage limit’s violation, the change is executed. In case the
voltage profiles cannot solely be controlled by the tap changer, the intelligent nodes’ help
(active power injection or absorption) is requested. The control scheme presented in [78]
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introduces two important concepts: the controller considers (predicts based on a model) how
one tap change would affect each nodal voltage in the network, however, it is assumed that
each nodal voltage would change by the same amount. This could be refined by using a more
detailed model for the effect of tap changes (e.g. sensitivity model), and by looking multiple
timesteps ahead in the future in a receding horizon manner instead of the used one-step-ahead
prediction. The other important concept is that certain types of control actions, i.e. tap
changes, are more desired compared to the intelligent node’s power injections. These aspects
and the considered improvements to [78] alongside the model-based approaches presented in
[76] would lead to a model predictive voltage control scheme for the distribution grid, which
is the main focus of this MSc project. Model predictive control with a particular focus on
its application to distribution grid voltage regulation will be discussed in detail in the next
section of this chapter.

2-3 Application of Model Predictive Control for Voltage Regula-
tion in Active Medium Voltage Distribution Grids

Model Predictive Control (MPC) is an optimal control method that first appeared in the
1960s. Back then MPC policies took a long time to compute (they require the online solution
of optimization problems) which meant that they could only be applied to "slow" dynamical
systems. MPC has the ability to minimize operational costs and maintain operational con-
straints. These three factors made MPC first only popular in the process industry [81] as
large chemical reactor plants have relatively slow dynamics (e.g. consider their large ther-
mal time constants), are very costly to operate, and could be relatively safety critical and
therefore subject to many operational constraints. As the amount of embeddable computing
power increased, MPC gained more use and interest in a vast variety of fields such as aviation
[21], the automotive industry [15], or power electronics [86], where system dynamics are much
faster. This section gives a brief literature overview on the application of MPC to the problem
of voltage regulation in active medium-voltage distribution grids. Due to lack of space, the
section only focuses on application, and the detailed theoretical foundation of MPC can be
found for example under [82, 83] or for a brief summary Chapter 3 could be referred.

System States The definition of the controlled system’s state variables, inputs and outputs
is usually one of the first steps of every model-based control design procedure. Since the
controller’s goal is to regulate the magnitudes of nodal voltages, these quantities definitely
have to be in the set of state variables. Depending on the controlled network, other variables
such as the state of charge for a battery [6, 62, 54] or the position of an OLTC [64, 108, 54]
could also be needed to accurately describe the system’s state. Complete knowledge of a power
grid’s state could be achieved by using a state estimator (observer) algorithm [43] and/or a
complex sensor and communication network. Since power system state estimation is a very
broad and complex field on its own, this study and all MPC papers surveyed here assume an
accurate full state measurement, i.e. exact knowledge of all the nodal voltages in the network.
With larger grids, dimension reduction of the prediction model, and the resulting reduction
of the controller’s computational complexity might be a necessity. To tackle this, the MPC
policies in [103, 6] only monitor certain strategically selected bus voltages in the network, and
[62] represents low-voltage areas with simple lumped models. In this MSc project, all nodal
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voltages of the studied grid will be monitored and the low-voltage areas will be represented
with the MV-Load elements of PowerFactory as this study only deals with the nodal voltage
magnitudes in the medium voltage network.

Inputs Control actions, i.e. the different means of influencing voltages in the grid, de-
pend heavily on the considered network. Almost all distribution grids contain transformers
equipped with on-load tap-changers, so either the selected tap position [64, 108, 54] or the
setpoint [6, 103, 33, 75, 30, 31] of the lower-level tap-changer controller (AVC relay) can be a
control input for the MPC-based voltage control policy. The consideration of the tap changer’s
discreteness is an important decision from an MPC designer’s point of view, as integer n tap
positions could complicate the control policy’s optimization problem. Other control inputs
are mostly based on the active- and reactive power injection of distributed energy resources.
The produced active power of these resources can be curtailed [64, 54, 75, 30, 31], however
this results in wasting energy that could have been used otherwise, so this, in general, should
be avoided and only used if well justified. Limiting the active power export of DG units also
means that the operators of such resources lose potential revenue, and the DSO is obliged
to pay compensation in exchange, making curtailment an expensive control action in quite
the literal sense. Battery-based systems are capable of both injecting and consuming active
power [6, 62, 54], with the big advantage, that a large share of excess energy can be reused as
opposed to curtailment. This action however still results in losses due to battery chargers’ and
inverters’ efficiency being lower than 1. To this day, Dutch grid operators, including Stedin,
are legally forbidden from installing battery systems in order to prevent their interference
with the energy market. For this reason, battery systems are not considered in this study.
The reactive power injection of a distributed energy resource or compensator device can also
be a control input if the said source is able to produce/consume reactive power. This can
happen in two ways: either the reactive power injection is determined directly by the MPC-
based grid controller [6, 103, 108, 54, 75], or the local reactive power injection law is modified
by a higher-level model predictive controller [64, 33, 31]. Reactive power flows can also be
influenced by connecting/disconnecting capacitor banks [36, 8]. The last resort concerning
voltage control inputs is called load-shedding [109, 36, 8, 107]. This refers to the practice
used in case of very low voltages and involves temporarily shutting off certain customers, to
ensure the necessary voltage levels in the grid. In general, load shedding should only be used
as a last resort and voltage problems should be solved differently if possible. The installation
of distributed energy resources, in general, increases bus voltages, so the installation of these
sources could reduce the necessity for load-shedding. Capacitor bank switchings and load
shedding are both discrete control actions and similarly to OLTCs the consideration of their
discreteness in MPC policies are important design decisions.

Prediction Models MPC works best with linear or linearized system models, as the cost
function minimization problem can only be convex this way (the system dynamics is specified
with the help of linear equality constraints, and in a convex problem equality constraints can
only be linear). For this reason, many studies in the literature [6, 103, 75, 64, 62, 54, 30, 31]
use the sensitivity-matrix-based quasi-dynamic model of power systems which is introduced
in Subsection 2-1-3 of this chapter. As discussed there, several methods exist for obtaining the
network’s sensitivity matrices. These sensitivities have to be recalculated frequently which
increases the computational cost of MPC. Although a lot less common, some MPC-based
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works characterize power system voltage dynamics with different models: [102] uses sparse
identification of nonlinear dynamics (SINDY) to formulate a nonlinear model of the voltage
dynamics. [33] uses an impulse response model, which even though being linear requires
experiments to identify contrary to the sensitivity-based model which can be derived by
using only the underlying physical laws of the power system. [36] approximates the nonlinear
grid dynamics with a piecewise affine function. In this MSc project, the sensitivity model
will be used, with the sensitivity matrices recalculated at every sampling time instant of the
MPC policies.

Constraints and Relaxation The constraints in case of distribution grid voltage control can
come from many physical limitations. As far as control inputs are concerned, tap-changers
have minimum and maximum positions, and the active and reactive power injections of DG
units can also be subject to limitations. The rate with which these inputs are allowed to change
between two time steps can also be limited. These limitations all result in linear inequality
constraints in the optimization problem. One really important and critical constraint of the
voltage control task is the upper and lower constraint on the monitored bus voltages. In
extreme cases, it might be physically impossible to drive all the monitored grid voltages
within the specified lower and upper values, which from an optimization point of view means
that the cost function minimization problem becomes infeasible. This issue can be solved by
voltage limit relaxation (also called soft voltage constraints) used in [103, 33, 30, 31, 8]. The
εlow and εhigh non-negative decision variables, the so-called slack variables are added to the
cost function minimization problem and instead of the Vlow lower and Vhigh higher voltage
limits, the nodal voltages are subjected to the Vlow − εlow lower and Vhigh + εhigh upper limits.
To avoid unjustified limit violations, high slack variable values are "punished" by adding the
wlowεlow and whighεhigh terms to the cost function, where wlow and whigh are both non-negative
tuneable weights that basically express how much of a problem a limit violation is. In order
to avoid extending the limits for the whole prediction horizon in case the limits cannot be
kept, each future time step has its own lower and upper slack variable in the relaxed voltage
constraints of the MPC policies that were designed in this study.

Direct MPC vs. Cascade Structure An important aspect of applying MPC for distribution
grid voltage regulation is whether it will be the sole controller responsible for regulating nodal
voltages or whether it only provides coordinating reference signals for low-level controllers in
a cascade structure. The work under [6] implements a cascade structure where the high-level
MPC coordinates the low-level controllers of tap-changers (AVC relays) and a battery en-
ergy storage system (BESS). All low-level controller dynamics are considered in the MPC
policy, including the storage capabilities of the BESS. [103] also uses a cascade structure,
but only the tap-changer controller’s dynamics are known by the MPC policy, the DG power
injections are directly modified by the MPC (the low-level controllers of the DG units are
neither modeled nor considered). The MPC developed in [64] adjusts the tap positions di-
rectly, and modifies the low-level local Q(V ) reactive power injection curve of the distributed
generators. The model predictive policies in [30] and [31] adjust the voltage setpoint of the
tap changer’s low-level voltage control relay and directly adjust the active power curtailment
of DG units. The controller in [31] also controls the voltage setpoint of a distributed static
synchronous compensator (DSTATCOM), which indirectly corresponds to the DSTATCOM’s
reactive power injection.
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Centralized vs. Distributed Implementation It has to be decided whether the MPC policy
will be calculated at a central control station or using an interconnected cluster of distributed
computational resources. The centralized approach provides faster convergence for optimiza-
tion algorithms and better controller performance, however, a disruption at the control center
or in a communication link could bring the whole system down. The distributed approach
is usually more resilient against disruptions in communication equipment and it is usually
capable of handling larger systems. On the other hand, it usually provides less optimal
performances and comes with extra design considerations. This project only focuses on cen-
tralized MPC implementations. For more information on distributed MPC refer to [84]. An
example that implements a distributed MPC scheme for grid voltage control can be found
under [73].

Rejecting Disturbances An important requirement for voltage controllers is that they should
reject disturbances that affect nodal voltages, namely: voltage fluctuations caused by the
variation of consumption, generation, and the external high-voltage grid connection’s volt-
age fluctuations. Unmodeled system dynamics can also be thought of as disturbances that
cause the real system to behave slightly differently compared to its model, so by increasing the
controller’s disturbance rejection capabilities, the resilience against these unmodeled phenom-
ena could also improve. Simple MPC already has some inherent robustness against distur-
bances and inaccuracies [85], however if said robustness proves insufficient, the Robust Model
Predictive Control (RMPC) [18, 68, 85] and Stochastic Model Predictive Control (SMPC)
[49, 85] frameworks can be used. RMPC design requires knowledge about the minimum and
maximum possible disturbance, and SMPC views disturbances as a (usually independent,
identically distributed) random process. In the literature, examples can be found for ap-
plying both methods to distribution grid voltage control problems. Examples of RMPC are
[64, 62]. [64] uses a robust constrained model predictive control approach, and the study
contains comparisons with classical MPC, which show the superiority of RMPC. In [62] Tube
MPC [68] is applied which is one of the most common RMPC methods. SMPC examples
for distribution grid voltage control can be found under [54, 108]. [54] applies SMPC to an
IEEE 33-bus and 123-bus network, and comparisons with deterministic MPC show the better
performance of SMPC. The authors of [108] create a double-layer (cascade) stochastic MPC
implementation. The high-level MPC, running with a 1-hour sampling interval operates the
mechanical control devices (e.g. tap-changer) and works towards minimizing their wear and
tear. The low-level MPC is responsible for controlling the DG inverters and works towards
minimizing active power losses with a sampling time of 5 minutes. [108] achieves improved
results in an IEEE 33-bus network compared to traditional and stochastic control methods.
MPC schemes designed for disturbance rejection usually result in suboptimal performance
when the system operates close to its nominal dynamics, i.e. with low disturbances. For this
reason, complex RMPC and SMPC schemes are not considered in this study, only the idea of
simple hand-tuned voltage constraint tightening was tried as an attempt to improve voltage
limit violations.

MLD Models and Hybrid MPC Mixed Logical Dynamical (MLD) systems were introduced
by Bemporad and Morari in 1999, in their paper titled "Control of systems integrating logic,
dynamics and constraints" [9]. According to this paper, the MLD framework is able to
model "linear hybrid systems, finite state machines, some classes of discrete event systems,
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constrained linear systems, and nonlinear systems which can be approximated by piecewise
linear functions", and is used to formulate MPC policies for said systems. Examples, that use
the MLD framework in grid voltage MPC are [109, 36, 8, 107, 64]. [109] develops a trajectory
sensitivity-based model predictive voltage control method that considers the discreteness (and
the resulting hybrid dynamics) of OLTCs and load-shedding. [36] approximates the nonlinear
dynamics of an example power system with the help of Piecewise Affine (PWA) functions
and constructs an MLD model of the controlled power system. Additionally, the hybrid dy-
namics resulting from the OLTC, the switching of capacitor banks and load-shedding are
also considered. [8] proposes an MLD model-based emergency voltage control scheme for a
12-bus transmission network with the following discrete inputs: load-shedding, OLTC, and
capacitor banks. The controller works towards keeping the monitored bus voltages between
the relaxed bounds using minimal control actions. The system is modeled in the MLD frame-
work, incorporating a dynamic load model and a static model for synchronous generators.
The power-flow equations are linearized around the nominal point of operation, and the sat-
uration of the excitation systems in generators is considered resulting in a piecewise affine
description of the system. The controller is tested during simulated trippings of transmis-
sion lines. [107] considers the presence of controlled loads (e.g. cold storage in cities, like
air-conditioned buildings) in active distribution grids, through an MLD-based hybrid system
model as loads can only be controlled in discrete steps. The combination of distributed gener-
ation and load control is studied, [107] focuses on the temperature fluctuations of cold storage
loads instead of the voltages in active distribution grids. [64] uses the MLD framework to
form robust voltage constraints for an MPC scheme. The uncertainty band around a curtail-
able PV plant’s power production shrinks to zero in case the set power limit is lower than
the minimum possible generation. Otherwise, the uncertainty band is characterized by said
minimum value and the adjustable upper limit. This control action dependent uncertainty
band is described using the MLD framework and is incorporated into an RMPC scheme. In
this MSc project, the MLD framework will be used to describe and incorporate conditional
active power curtailment logic into the designed MPC voltage controllers.

2-4 Conclusions

This chapter surveyed the state of the art in active distribution grid voltage regulation, and
necessary knowledge to conduct simulation-based case studies in said field. To give a solid
foundation, the first section gave an overview of power grid modeling’s most relevant aspects:
the power flow equations, on-load tap changers, automatic voltage control relay dynamics,
and the sensitivity model which (due to its linearity) is very widely used as a prediction model
in MPC based voltage control studies including this one. The second section gave an overview
of voltage regulation methods in the presence of distributed generation, excluding MPC so-
lutions as those are explained in more detail in a dedicated section, namely the third section
of this chapter. The third section discussed the field of model predictive grid voltage con-
trol according to several different aspects, that form the basis of important design decisions.
The discussed aspects are the states of the prediction model and their reconstruction/mea-
surement, control inputs coordinated by MPC, different prediction models, constraints and
their relaxation, direct vs. cascade structures, disturbance rejection, and the consideration
of hybrid dynamics using the MLD framework. All topics are introduced and discussed with
supporting work that can be found in the literature.
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Chapter 3

Model Predictive Voltage Controller
Designs for Active Medium Voltage

Distribution Grids

This chapter presents the different Model Predictive Control (MPC) designs for active medium-
voltage distribution grids that are considered in this study. The first section starts by giving a
short explanation of classical model predictive control for discrete-time linear systems, which
serves as the theoretical foundation for the four variations of MPC-based voltage control poli-
cies presented afterward. The section then continues by formulating a simple classical MPC-
based control policy for grid voltage regulation, that coordinates the control inputs of the
primary substation transformer’s On-Load Tap Changer (OLTC) and the active power cur-
tailment of large photovoltaic (PV) plants. The quadratic cost function used, the constraints
(soft nodal voltage and hard control action limits), and the linear, sensitivity matrix-based
prediction model are shown, with emphasis on the aspects that make this MPC-based distri-
bution grid voltage control policy different from a general MPC scheme used for an arbitrary
discrete-time linear time-invariant system. After the formulation of a simple MPC policy, the
idea of conditional PV curtailment and its incorporation into the MPC policy using Mixed
Integer Linear (MIL) constraints is explained in the second section. This is one of the contri-
butions of this thesis. The third section then presents two approaches to decrease the severity
of voltage limit violations: a simple and pragmatic hand-tuned voltage limit tightening and
the deadband tightening of the Automatic Voltage Control (AVC) relay responsible for con-
trolling the OLTC of the primary substation’s transformer. This is followed, in the fourth
section, by the introduction of an MPC policy that knows all load, generation, and external
grid voltage profiles ahead throughout the prediction horizon. This idea is the second con-
tribution of this thesis, as full exact knowledge on all these profiles hasn’t been assumed in
previous works, to the author’s best knowledge. The intersample limit violation problems of
this approach are tackled with the incorporation of midpoint voltage dynamics, formulated
using MIL constraints. The resulting control policy has the potential to show the best pos-
sible performance achievable with MPC-based voltage control and the potential benefit of
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accurate profile forecasting. The fifth section of this chapter focuses on the comparison and
fair assessment of the designed control policies, by presenting two simple control schemes:
current compounding (CC) and its combination with local active power curtailment (APC).
The performance of the shown MPC policies will be compared to each other and to these
simpler methods. To be able to make fair comparisons, a set of objective metrics is selected
and presented in detail in this chapter’s sixth section. The seventh (last) section concludes
the chapter.

3-1 Classical Model Predictive Control

The basic principles of classical MPC will be presented here based on [82, 83]. After the basic
concepts, the classical MPC-based optimization problem and closed-loop control policy are
formulated for voltage regulation in active distribution grids.

Classical MPC is an optimal control policy for discrete-time linear time-invariant systems,
with their input to state dynamic model given in the following form:

x(k + 1) = Ax(k) + Bu(k) (3-1)

with x(k) being the vector of state variables, and u(k) being the vector of inputs at time step
k. A and B are the so-called system and input matrices respectively.

A series of control actions (over the course of the prediction horizon) at sampling time step
k is obtained by solving the following optimization problem of cost function minimization:

min
∑Np−1

i=1

(
||x(k + i) − xref ||2Qx

+ ||u(k + i)||2Ru

)
︸ ︷︷ ︸

g(k+i)

+ ||x(k + Np) − xref ||2Px︸ ︷︷ ︸
Jf(k+Np)

subject to x(k + i + 1) = Ax(k + i) + Bu(k + i) ∀i ∈ {0, . . . , Np − 1}
x(k + i) ∈ X ∀i ∈ {1, . . . , Np − 1}

x (k + Np) ∈ Xf

u(k + i) ∈ U ∀i ∈ {0, . . . , Np − 1}
u(k + i) = u (k + Nc) ∀i ∈ {Nc + 1, . . . , Np − 1} (3-2)

The minimized cost function punishes the system states’ deviation from their reference values
and the usage of control actions over the prediction horizon. This is done by adding the square
of weighted norm terms, for which short notations are used in order to save some space. This
short notation, for example in the case of state errors expands to ||x(k + i) − xref ||2Qx

=
(x(k + i) − xref)T Qx (x(k + i) − xref). In order for the optimization problem to be convex,
the Qx, Ru, and Px matrices have to be positive semi-definite. g(k + i) is the so-called
stage cost term, and the Jf(k + Np) is the so-called final cost term. It can be seen that the
system’s dynamic model used for state prediction is specified in the form of (linear) equality
constraints. X is the set of allowed system states and U is the set of allowed control inputs,
which have to be convex sets to ensure the convexity of the optimization problem. Xf ⊂ X is
the final state set. The x(k + Np) ∈ Xf final state constraint is used to ensure the recursive
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Figure 3-1: Illustration of the Basic MPC Scheme’s Open-Loop Solution, Source: [74]

feasibility of the optimization problem, necessary for the stability of MPC. The last line of
the optimization problem is the so-called control horizon constraint, which does not allow
control inputs to change towards the prediction horizon’s end, resulting in smoother control
input signals.
The solution of the optimization problem given in Equation 3-2, is called the MPC policy’s
open-loop solution at timestep k, visualized in Figure 3-1 The y predicted output and r
setpoint shown in said figure correspond to x and xref state and reference respectively. It
can be seen that in order to minimize the cost function, the system state(s) converge to the
reference over the course of the prediction horizon, without the excessive usage of control
actions.
The closed-loop operation of MPC begins by measuring the controlled system’s x(k) state at
time step k. After this, the optimization problem of cost function minimization is solved and
the open-loop solution, i.e. a sequence of optimal inputs is obtained. The first element of
the open-loop solution’s calculated input sequence is applied to the system, and the digital
controller then waits until the next time step, i.e. k+1. At timestep k+1 the x(k+1) evolved
system state is measured and the cost function minimization of Equation 3-2 is re-solved with
k := k + 1. This means that the prediction horizon has shifted from time steps k, . . . , k + Np
to k + 1, . . . , k + Np + 1, i.e. one step ahead into the future. This is called a receding horizon.
The MSc project focuses on implementing model predictive voltage controllers for Stedin
medium voltage active distribution grids. The simplest MPC controller considered in this
study will have the characteristics, introduced in the following paragraphs of this section.

Control Inputs The control inputs coordinated by the MPC scheme will be the n tap posi-
tions of the primary substation transformer’s OLTC and the Pall vector of allowed maximum
active power levels for curtailable PV plants. The low-level AVC relay will remain in operation
at the primary substation. To keep this control device "at rest" between the high-level MPC
scheme’s sampling time steps, the AVC relay’s Vset voltage setpoint will be set to the moni-
tored bus’s 1-step ahead predicted voltage magnitude: Vset(k) := Vmeas(k + 1|k). Each input
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of the control system is subjected to certain operational constraints, that will be described
alongside other constraints of the designed MPC policy.

Cost Function The cost function is designed with the following control goals in mind: keep-
ing voltage magnitudes as close to the nominal 1 per unit as possible while avoiding frequent
switching of the OLTC and active power curtailment of solar plants. To put these require-
ments in a mathematical form, a quadratic cost function is used, that punishes weighted
norm squares of the V voltage magnitude vector’s deviation from the Vref vector of reference
voltage magnitudes ||V − Vref ||2QV

, the square weighted norm of tap changes ||∆n||2Rn
, and

the square weighted norm of PV curtailments ||Pcur||2RcPV
throughout the prediction horizon.

The QV , Rn, and RcPV weight matrices are tuning parameters of the MPC policy and should
be positive semi-definite to keep the resulting cost function convex. Two additional terms of
the policy are the terms punishing voltage limit violations, wlowεlow and whighεhigh, with the
wlow and whigh weights being non-negative tuning parameters. These limit violation terms
will be described in more detail in the paragraph that introduces constraints. The resulting
cost function is quadratic.

Constraints The system’s control inputs are subject to hard constraints, meaning that these
can never be violated. Tap positions have to lie within the specified nmin and nmax values
and they are only allowed to change by certain amounts, denoted ∆nmin and ∆nmax between
adjacent time steps. The curtailments of PV plants have to lie between zero and the Pposs(k)
maximum power value resulting from solar irradiance at timestep k. Nodal voltages are
subjected to soft voltage limits, to ensure the feasibility of the cost function minimization
problem, during times, when the previously stated hard control input constraints, that stem
from physical limitations, are unable to bring system voltages between the specified limits.
This means that the limits can be expanded by introducing the εlow and εhigh non-negative
decision variables, the so-called slack variables. The V (k + i) vector of voltage magnitudes
will be subjected to the following voltage limits at each time step of the prediction horizon:
(Vlow − εlow(k + i)) 1 ≤ V (k + i) ≤ (Vhigh + εhigh(k + i)) 1, with 1 being a vector of ones with
the same dimension as the number of monitored buses in the studied grid. Each time step
has two non-negative slack variables, that could extend the voltage limits in the lower and
upper directions respectively. To only extend the limits, if necessary, high values of these
slack variables are punished by adding the wlowεlow(k + i) and whighεhigh(k + i) terms to the
cost function. The wlow and whigh weights have to be chosen high enough, such that the
controller only violates these soft limits in case of emergency. Limit constraints on control
inputs as well as nodal voltages are linear inequality constraints, from an optimization point
of view.

Prediction Model As stated in the previous chapter of this report, the sensitivity model
of power grids is the most common prediction model used in model predictive grid voltage
control schemes. This can be attributed to the fact that this is a linear model, that ensures
linear equality constraints in the resulting optimization problems. The model is capable of
describing the outcome of different control actions with reasonable accuracy, and to increase
accuracy, the matrices will be re-calculated at each sampling time step of the designed MPC
policies before the cost function minimization is performed. For the scheme presented in this
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section, the nodal voltage magnitudes’ sensitivity to tap changes at the primary substation
and to changes in the active power injections of curtailable PV plants are needed. These
matrices are denoted Sn and SPcpV in the following respectively.

The presented ideas result in the following optimization problem that has to be solved at each
sampling instant of the controller (after calculating the Sn and SPcPV sensitivity matrices to
tap changes and active power injections respectively):

min
∑Np

i=1 ||V (k + i) − Vref ||2QV
+ ||∆n(k + i − 1)||2Rn

+ ||Pcur(k + i)||2RcPV
+

+wlowεlow(k + i) + whighεhigh(k + i)
s. t. V (k + i + 1) = V (k + i) + Sn∆n(k + i) + SPcPV∆PcPV(k + i) ∀i ∈ {0, . . . , Np − 1}

(Vlow − εlow(k + i)) 1 ≤ V (k + i) ≤ (Vhigh + εhigh(k + i)) 1 ∀i ∈ {1, . . . , Np}
PcPV,j(k + i) = Pposs,j(k) − Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

0 ≤ εlow(k + i), εhigh(k + i) ∀i ∈ {1, . . . , Np}
nmin ≤ n(k + i) ≤ nmax ∀i ∈ {1, . . . , Np}

∆nmin ≤ ∆n(k + i) ≤ ∆nmax ∀i ∈ {0, . . . , Np − 1}
0 ≤ Pcur,j(k + i) ≤ Pposs,j(k) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV (3-3)

where Np is the length of the prediction horizon in sampling steps and QV , Rn, RcPV, wlow,
whigh are the tuneable weights of the cost function. V is the vector of monitored bus voltages,
and Vref is the vector of desired bus voltages (1 per unit for all). n is the vector of the
selected tap positions and Pcur is the vector of active power curtailments. The letter ∆ in
front of a variable always refers to the change of said quantity, e.g. ∆n(k) = n(k + 1) − n(k).
εlow(k + i) and εhigh(k + i) are the non-negative, scalar slack variables corresponding to the
lower and upper voltage limit violations of the future time steps respectively. IcPV is a set
that contains the indices of the curtailable PV plants. Pposs,j , PcPV,j , Pcur,j are the jth

curtailable PV plant’ possible active power (according to its generation profile), exported
power (regarding generation profile and set limit), power loss due to curtailment respectively.
The possible power production of these plants is not a decision variable, but a quantity that
has to be known before solving the cost function minimization. The n tap positions and
their ∆n changes can only happen in certain fixed steps due to the quantized nature of
tap changer mechanisms. This issue will be addressed either by considering these decision
variables integers or by considering them real and rounding them after the solution of the
optimization problem.

The classification of the optimization problem depends on whether the discreteness of tap
positions is considered. In case the n(k + i) ∀i ∈ {1, . . . , Np} tap positions are considered
as continuous decision variables, and the calculated solution is rounded off to the nearest
integer once the cost function minimization is finished, the optimization problem given in
Equation 3-3 becomes a simple Quadratic Programming (QP) problem, due to the quadratic
cost function and linear equality and inequality constraints. QP problems are one of the sim-
plest convex optimization problems and therefore could be solved relatively fast. The main
drawback of this approach is the inaccurate representation of the tap changer’s behavior. In
the other case, the n(k + i) decision variables are integers, i.e. when the physical behavior
of tap changers is represented in the optimization problem more accurately, the problem in
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Equation 3-2 becomes a Mixed Integer Quadratic Programming (MIQP) problem. This re-
sults in better performance of the controller in exchange for more computational demand.
From a computational point of view, MIQP problems are NP-hard, non-convex problems,
and therefore take longer to solve. Integer sets are inherently non-convex, and therefore even
after finding a local optimum solution, one cannot be sure, that it is also the global optimum.
However, in case the continuous relaxation of the mixed-integer optimization problem is con-
vex (like in this case), the chances of the mixed-integer optimization algorithm’s convergence
to the globally optimal solution are better.
It can be seen that no future knowledge is incorporated into the optimization problem about
the fluctuation of the slack bus’s voltage, curtailable PV plants, and the consumption and
generation of low voltage areas. When predicting the effect of larger curtailable PV plants
on monitored nodal voltages, it is assumed that their possible active power production stays
constant during the entire prediction horizon and is equal to their Pposs(k) production at time
step k of the MPC policy.
When comparing the optimization problem formulated for grid voltage MPC (given in Equa-
tion 3-2) with the general classical MPC scheme’s minimization problem given in Equation 3-2,
it can be observed, that grid voltage MPC lacks three main features: a final cost, a final state
constraint, and the control horizon constraint. Control horizon constraints are often omitted
in practical MPC implementations to keep the optimization problem’s tuning, implementa-
tion, and solution somewhat simpler. The final state cost and constraint were chosen to be
omitted, as all MPC-based voltage control studies found in the literature do so. The reason
behind this was not explicitly given in any of the surveyed papers, however, the author of this
MSc thesis has some ideas as to why it is done this way: Firstly, regulating all voltages to
exactly 1 per unit is usually not realistically possible, so the primary goal of voltage control
is more to keep the monitored voltages between set limits, and ensuring the flattest possible
voltage profiles are not so strictly important once those limits are kept. Secondly, the sen-
sitivity model, resembling the state equation of a discrete-time linear time-invariant system,
is only an approximation of slow grid voltage dynamics, which in reality is characterized by
randomly varying load, generation, and external grid voltage profile data, and the fact that
power flow equations (a set of nonlinear algebraic equations) hold at all time steps. So, the
controlled system, in reality, works differently, than the discrete-time linear or linearized sys-
tems to which conventional MPC is applied. Lastly, a reason for omitting a separate final
cost and final state constraint term could be simply the ease of design it brings, as this way
there are fewer parameters to tune and fewer constraints to keep, making the MPC design
simpler.
The closed loop operation at sampling time step k of this MPC-based voltage control policy
begins by obtaining the state of the controlled power grid. Nodal voltage magnitudes, the
position of the tap changer, possible and allowed power productions of curtailable PV plants,
and the additional information necessary for sensitivity calculations (e.g. power exchange
through the transformers of secondary substations) are measured, and transmitted to a cen-
tralized controller. Once the grid’s state is known the Sn and SPcPV sensitivity matrices are
calculated, based on state measurements and knowledge about the grid’s physical structure.
Then the problem of cost function minimization given in Equation 3-3 is solved. After solving
the optimization problem, the calculated control actions are applied, namely the newly calcu-
lated tap position is changed to n(k + 1|k) (the next time step’s predicted quantity based on
current knowledge, i.e. the solutions of the cost function minimization, will be denoted this
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Figure 3-2: Flowchart of the Grid Voltage MPC’s Closed Loop Operation

way in the following). Pall power limits for the curtailable PV plants are set to PcPV(k + 1|k).
The setpoint of the AVC relay at the primary substation is set to be Vmeas(k + 1|k), and its
inner integrator’s state is reset to zero, to keep the relay at rest until the next sampling time
of the MPC policy. Once the MPC’s calculated inputs have been applied to the system, the
controller waits until the policy’s next (k + 1) sampling time step, and the whole process is
repeated, with updated grid state measurements, re-calculated sensitivity values, and with
the prediction horizon shifted 1-step ahead into the future. In other words, the designed MPC
policy is operated in a receding horizon, closed-loop manner. This operation algorithm is also
visualized in Figure 3-2.

While selecting the Ts,MPC sampling time for this MPC policy, one has to pay attention to
having it large enough, to have enough time to solve the cost function minimization and let the
grid state settle between the controller’s actions. In the case study, the chosen sampling time
for this MPC policy will be above the sampling time of the profiles with the highest temporal
resolution, to show the effect of intersample disturbances and thus make the simulations more
realistic.

The tuning of the MPC policy, i.e. the selection of the sampling time, different weight
parameters, and limits is not a self-explanatory process. In this study, it was done iteratively
relying on physical intuition and many simulations. The parameter values selected to be used
are presented in Section C-1 of Appendix C. There is also a more detailed explanation of the
iterative tuning process alongside a detailed interpretation of the different tuning parameters
in said appendix.
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3-2 Conditional Curtailment with Mixed-Integer Linear Constraints

Conditional active power curtailment is a common approach used in local voltage controllers
of PV plants [78, 101], as this ensures that active power output (i.e. energy export) is only
limited when said expensive action is justifiable. The condition on which it depends whether
power can be limited is usually based on the PV plant’s connection point’s voltage magnitude,
more specifically curtailment is only allowed in case the local VcPV,j voltage of the jth plant
is above a Vcrit threshold.

The same logic can be incorporated into an MPC policy’s optimization problem by using
binary variables and MIL constraints [9]. To this MSc project’s author’s best knowledge, this
is the first time this conditional curtailment logic is used this way in an MPC-based voltage
control policy to avoid unnecessary curtailment and thus save otherwise usable energy. This
idea is the first contribution of this MSc project, also listed in the introductory chapter of this
report. Firstly the bcur,j(k + i) binary variables have to be defined for each j ∈ IcPV PV plant
and for each i = 1, . . . , Np time step of the prediction horizon. The value of these binary
variables is 1 if and only if said PV plant’s local voltage is above a tuneable Vcrit threshold
voltage at time step k + i:

bcur,j(k + i) =
{

1 if VcPV,j(k + i) ≥ Vcrit

0 if otherwise
(3-4)

This logic can be converted to the following set of MIL constraints based on the rules in
[9], and assuming that all nodal voltages lie between the minimum and maximum value of 0
pu and 2 pu respectively. The assumption on voltage bounds is needed as the following MIL
constraints require bounded state variables, and these chosen values would be quite unrealistic
to occur from a physical point of view.

Vcrit − VcPV,j(k + i) ≤ Vcrit (1 − bcur,j(k + i)) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

Vcrit − VcPV,j(k + i) ≥ ε + (−2 − ε) bcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV (3-5)

where ε is the machine precision (smallest number that is possible to be stored on the computer
used for solving the optimization problem), necessary for the numerical formulation of strict
inequalities. Now that we have a binary variable, that can indicate if the local VPV,j voltage
magnitude at the jth PV plant’s connection point is above a tuneable Vcrit threshold, we have
to ensure that the Pcur,j(k + i) decision variables in the MPC policy’s optimization can only
be non zero in case the bcur,j(k+i) values are 1. In case bcur,j(k+i) is 0, then its corresponding
Pcur,j(k + i) curtailment value will also have to be equal to 0. This can be done by modifying
the bounds of the Pcur,j(k + i) decision variables to the following MIL constraints:

0 ≤ Pcur,j(k + i) ≤ Pposs,j(k)bcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV (3-6)

which is linear because Pposs,j(k) is not a decision variable of the cost function minimization
problem, but a quantity that is known before solving said optimization problem.

András Zöllner Master of Science Thesis



3-2 Conditional Curtailment with Mixed-Integer Linear Constraints 39

The derivation of MIL constraints describing logic is in general not a straightforward process.
Still, it could be easily verified, that the inequalities given in Equation 3-5 and Equation 3-
6 indeed describe the desired logic. For more information about MIL constraints and the
framework of Mixed Logical Dynamical (MLD) systems [9] should be referred to.

The addition of the MIL constraints modifies the optimization problem of the MPC policy in
the following way:

min
∑Np

i=1 ||V (k + i) − Vref ||2QV
+ ||∆n(k + i − 1)||2Rn

+ ||Pcur(k + i)||2R′
cPV

+
+wlowεlow(k + i) + whighεhigh(k + i)

s. t. V (k + i + 1) = V (k + i) + Sn∆n(k + i) + SPcPV∆PcPV(k + i) ∀i ∈ {0, . . . , Np − 1}
(Vlow − εlow(k + i)) 1 ≤ V (k + i) ≤ (Vhigh + εhigh(k + i)) 1 ∀i ∈ {1, . . . , Np}

PcPV,j(k + i) = Pposs,j(k) − Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

0 ≤ εlow(k + i), εhigh(k + i) ∀i ∈ {1, . . . , Np}
nmin ≤ n(k + i) ≤ nmax ∀i ∈ {1, . . . , Np}

∆nmin ≤ ∆n(k + i) ≤ ∆nmax ∀i ∈ {0, . . . , Np − 1}
Vcrit − VcPV,j(k + i) ≤ Vcrit (1 − bcur,j(k + i)) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

Vcrit − VcPV,j(k + i) ≥ ε + (−2 − ε) bcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

0 ≤ Pcur,j(k + i) ≤ Pposs,j(k)bcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV (3-7)

It can be seen, that this is a MIQP problem regardless of whether the discreteness of the
OLTC mechanism is considered or not, due to the newly introduced binary variables. For
this reason, it can be stated, that this way of avoiding energy waste comes at an increased
computational cost.

With this conditional curtailment logic, the Pall,j allowed maximum power exports are ad-
justed differently after the optimization problem is solved. PcPV,j(k + 1|k) is the set limit for
curtailable plant j in case bcur,j(k + 1|k) is 1. Otherwise, the set limit is the Pnom,j nominal
power of plant j.

Conditional curtailment allows the modifications of the tuned parameter values given in Ta-
ble C-1, more specifically the RcPV weight matrix in the cost term on PV curtailments is
changed to R′

cPV. The originally tuned curtailment cost could be reduced (e.g. cut in half),
as this way during the justified (one could say emergency) conditions, the controller will limit
PV plants more strictly, eliminating voltage disturbances more effectively, without wasting
significantly more energy in the long run. This shows that with conditional curtailment it
is easier to come up with a "one size fits all" tuning for the MPC policy, i.e. one that per-
forms well both during winter and summer days as well as in case of emergencies. On the
other hand, tuning gets complicated by the fact that the Vcrit critical voltage - above which
PV curtailment will be allowed - will also have to be chosen. Similarly to the simple MPC
scheme, these parameters were also tuned iteratively during the case study with the help of
simulations, and their values are given in Section C-2 of Appendix C. Besides the extra tuning
parameters and the modifications of curtailment weights, this policy can be applied with the
same Ts,MPC sampling time and other parameters that were chosen for the simple MPC policy
described in the previous section.
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3-3 Constraint and Automatic Voltage Control Relay Deadband
Tightening

While simple MPC has some inherent robustness against exogenous disturbances, there are
methods to increase the resilience of MPC schemes against said unwanted phenomena. The
most common approaches are the Robust Model Predictive Control (RMPC) and Stochastic
Model Predictive Control (SMPC) frameworks. These methods, however, require extra design
considerations and usually also have a higher computational demand. For this reason, this
study does not deal with such solutions, instead, this section presents, two simple and prag-
matic approaches as a way to increase resilience against disturbances and ease the severity of
voltage limit violations. These two ideas are a simple voltage constraint tightening scheme
and the deadband tightening of the primary substation’s AVC relay.

3-3-1 Voltage Constraint Tightening

Constraint tightening is a common approach to increase the robustness of MPC against state
limit violations caused by unknown exogenous disturbances. In the simplest case, it is assumed
that an unknown bounded additive disturbance acts on the system states at all time steps of
the prediction horizon, making the predicted system’s states more and more uncertain, the
further the MPC policy looks into the future. This means, that the state constraints, that
are towards the end of the prediction horizon have to be tightened more, compared to the
ones acting on the states closer in time to the present system state. More advanced robust
MPC schemes optimize feedback policies instead of simple inputs throughout the control
horizon, which reduces the uncertainty of state predictions. For more information on these
advanced MPC schemes [85] should be referred. All these approaches are considered quite
conservative and come with extra design considerations and higher computational costs. For
these reasons, in this thesis, a simpler, pragmatic approach is used, where the Vlow and Vhigh
limits are modified to be V ′

low and V ′
high respectively, for all time steps of the prediction horizon

ahead, the following way:

V ′
low = Vlow + Vtighten V ′

high = Vhigh − Vtighten (3-8)

where Vtighten is the amount with which both lower and upper limits are shrunk, throughout
the whole prediction horizon. In addition to voltage constraint tightening, the weights on
voltage limit violations were increased to w′

low and w′
high, as tightening too soft limits would

practically not affect the controller’s performance at all. The chosen values for these pa-
rameters used in the case study were hand-tuned iteratively using many simulations and are
given in Section C-3 of Appendix C. The used sampling time can be the same Ts,MPC and the
other tuning parameters can be also the same as the ones used with the previously presented
conditional curtailment MPC.

3-3-2 AVC Relay Deadband Tightening

Another idea to reduce voltage limit violations in the controlled grid is to tighten the Vdb
deadband of the AVC relay fitted to the primary substation’s transformer to be V ′

db. This
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approach however only protects from disturbances that are felt at said relay’s monitored bus,
e.g. disturbances coming from the external high voltage grid connection’s voltage fluctuations.
Localized voltage issues by e.g. the ones caused by distributed generator units located far
from the primary substation cannot be reduced this way. The deadband cannot be tightened
arbitrarily small, since too small values could lead to "tap hunting", a phenomenon when the
AVC relay gets stuck periodically switching between two adjacent tap positions. To avoid
this, the V ′

db deadband has to be larger than half of the voltage with which the AVC relay’s
Vmeas measured voltage changes after a corrective tap change action. The chosen V ′

db used in
the case study is given in Section C-4 of Appendix C. Besides this modified parameter, the
same tuning parameters can be used as with a conditional curtailment MPC presented in the
previous section.

3-4 Incorporation of Future Knowledge

Previously it was discussed how the MPC’s robustness can increase against voltage limit
violations with the tightening of voltage constraints. In this section, a different approach will
be explored, namely the idea to incorporate exact knowledge about future disturbances, that
affect voltages. The incorporation of exact future knowledge and the tackling of resulting
intersample phenomena through modeling midpoint voltages is the second contribution of
this MSc thesis, which was also listed in Chapter 1 of this report.

The ∆Vdist(k+i) voltage disturbances (changes in voltage magnitudes) resulting from changes
in the load and generation profiles of low-voltage customers and the external high voltage
grid’s voltage magnitude profile, between time step k + i and k + i + 1 of the MPC policy,
could be expressed with the following linear sensitivity matrix-based expression:

∆Vdist(k + i) = SPLV∆PLV(k + i) + Ssl∆Vsl(k + i) ∀i ∈ {0, . . . , Np − 1} (3-9)

where SPLV and Ssl are the voltage magnitudes’ sensitivity matrices to the power injections
of low-voltage customers and the external grid’s (slack bus’s) voltage magnitude fluctuations
respectively. ∆PLV(k+i) = PLV,gen(k+i+1)−PLV,con(k+i+1)−PLV,gen(k+i)+PLV,con(k+i)
is the vector of changes in the low voltage customers’ active power injection with PLV,gen
containing the generated and PLV,con the consumed active power of said customers. ∆Vsl(k +
i) = Vsl(k + i + 1) − Vsl(k + i) is the change in the external grid’s voltage magnitude. The
effect of the low-voltage customers’ reactive power injection is neglected, as the grid’s voltage
magnitudes are relatively insensitive to reactive power flow with high R/X ratios. In addition,
the small household PV plants generate power at a unity power factor and households consume
at a power factor close to 1. The latter statement holds, as most modern household appliances
are required to be fitted with power factor correction. For this reason, the power factor of
low-voltage customers is relatively close to unity.

The MPC-based voltage control scheme’s prediction model is therefore modified the following
way:

V (k+i+1) = V (k+i)+Sn∆n(k+i)+SPcPV∆PcPV(k+i)+∆Vdist(k+i) ∀i ∈ {0, . . . , Np − 1}
(3-10)
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where contrary to the previously presented MPC schemes, the ∆PcPV(k + i) vector of curtail-
able PV power changes also has to incorporate future knowledge. More specifically, knowledge
will be assumed on how the Pposs,j(k+i) possibly injectable power of plant j changes through-
out the prediction horizon. The PcPV(k+ i) injected power of curtailable PV plant j therefore
takes the following form:

PcPV,j(k + i) = Pposs,j(k + i) − Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV (3-11)

where the Pcur,j(k+i) curtailments i steps ahead the prediction horizon are continuous decision
variables of the resulting optimization problem.

Knowledge of large disturbances could result in unwanted intersample phenomena, as the
calculated control actions take effect at the beginning of the sampling time interval while the
change in disturbances only happens at the end of the said time interval. For this reason, the
MPC policy could cause intersample voltage limit violations, which were addressed by the
introduction of the Vmid(k + i) midpoint voltages (that could be observed between time step
k + i and k + i + 1) and their subjection to the same voltage limit constraints as the V (k + i)
monitored voltage magnitude vector.

In Equation 3-10 the Sn∆n(k + i) effect of tap change action could be felt right at the
beginning of time interval k + i, and the ∆Vdist(k + i) change in low-voltage customer and
external grid disturbances only takes effect at the end of interval k+i (right before the voltage
measurements of interval k + i + 1 are taken). Whether the change in curtailable PV plants
curtailment is felt at the beginning of the interval depends on both the changes in the Pposs,j
possible injectable power and the modification of the Pall,j allowed power level for plant j;
∀j ∈ IcPV. This is illustrated in Figure 3-3. In the following equation for Vmid(k + i + 1)
midpoint voltages, the vector that contains the changes in the power injections of curtailable
PV plants will be denoted ∆PcPV,mid(k + i):

Vmid(k+i) = V (k+i)+Sn∆n(k+i)+SPcPV∆PcPV,mid(k+i) ∀i ∈ {0, . . . , Np − 1} (3-12)

time
steps

Figure 3-3: PcPV,mid,j(k) Midpoint Power Injection of Curtailable PV Plant j
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∆PcPV,mid,j(k + i) can be expressed the following way, using Figure 3-3:

∆Pmid,j(k + i) = min (Pposs,j(k + i), PcPV,j(k + i + 1))︸ ︷︷ ︸
Pmid,j(k+i)

−PcPV,j(k + i) (3-13)

∆PcPV,mid,j(k+i) =
{

PcPV,j(k + i + 1) − PcPV,j(k + i) if PcPV,j(k + i + 1) ≤ Pposs,j(k + i)
Pposs,j(k + i) − PcPV,j(k + i) if PcPV,j(k + i + 1) > Pposs,j(k + i)

(3-14)

∆PcPV,mid,j(k + i) =
{

∆PcPV,j(k + i) if PcPV,j(k + i + 1) ≤ Pposs,j(k + i)
Pcur,j(k + i) if PcPV,j(k + i + 1) > Pposs,j(k + i)

(3-15)

To implement this logic, the bmid,j(k + i) binary variables are introduced, which are 1 if and
only if PcPV,j(k + i + 1) ≤ Pposs,j(k + i) ∀j ∈ IcPV. Knowing that min PcPV,j(k + i + 1) ≤
Pposs,j(k + i) = −Pnom,j and max PcPV,j(k + i + 1) ≤ Pposs,j(k + i) = Pnom,j with Pnom,j being
the nominal (maximum) power of curtailable PV plant j, ∀j ∈ IcPV. Using [9], this can be
done with the following MIL constraints (assuming the biggest difference between a plant j’s
curtailed and possible power export is its Pnom,j nominal power):

PcPV,j(k + i + 1) − Pposs,j(k + i) ≤ Pnom,j (1 − bmid,j(k + i)) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

PcPV,j(k + i + 1) − Pposs,j(k + i) ≥ ε + (−Pnom,j − ε) bmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

(3-16)

The midpoint change in power injection becomes:

∆PcPV,mid,j(k + i) = bmid,j(k + i)∆PcPV,j(k + i) + (1 − bmid,j(k + i)) Pcur,j(k + i) (3-17)

Introducing the zcPV,j(k + i) and zcur,j(k + i) auxiliary decision variables:

∆PcPV,mid,j(k + i) = bmid,j(k + i)∆PcPV,j(k + i)︸ ︷︷ ︸
zcPV,j(k+i)

+Pcur,j(k + i) − bmid,j(k + i)Pcur,j(k + i)︸ ︷︷ ︸
zcur,j(k+i)

(3-18)
Using [9], MIL constraints can be derived that ensure the values of these auxiliary variables,
i.e. the binary-continuous multiplication.
For zcPV,j(k + i) = bmid,j(k + i)∆PcPV,j(k + i), knowing that min ∆PcPV,j(k + i) = −Pnom,j

and max ∆PcPV,j(k + i) = Pnom,j :

zcPV,j(k + i) ≤ Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≥ −Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≤ ∆PcPV,j(k + i) + Pnom,j − Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≥ ∆PcPV,j(k + i) − Pnom,j + Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

(3-19)
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For zcur,j(k + i), knowing that min Pcur,j(k + i) = 0 and max Pcur,j(k + i) = Pnom,j

zcur,j(k + i) ≤ Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≥ 0 ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≤ Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≥ Pcur,j(k + i) − Pnom,j + Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

(3-20)

The MPC policy’s optimization problem that incorporates exact knowledge about the future
profiles (disturbances), the midpoint voltage dynamics with the necessary MIL constraints,
and conditional curtailment logic is given in Equation 3-21.

min
∑Np

i=1 ||V (k + i) − Vref ||2QV
+ ||∆n(k + i − 1)||2Rn

+ ||Pcur(k + i)||2R′
cPV

+
+w′

lowεlow(k + i) + w′
highεhigh(k + i)

s. t. V (k + i + 1) = V (k + i) + Sn∆n(k + i) + SPcPV∆PcPV(k + i) +
+∆Vdist(k + i) ∀i ∈ {0, . . . , Np − 1}

Vmid(k + i) = V (k + i) + Sn∆n(k + i) + SPcPV∆PcPV,mid(k + i) ∀i ∈ {0, . . . , Np − 1}
(Vlow − εlow(k + i)) 1 ≤ V (k + i), Vmid(k + i − 1) ≤ (Vhigh + εhigh(k + i)) 1 ∀i ∈ {1, . . . , Np}

PcPV,j(k + i) = Pposs,j(k + i) − Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

0 ≤ εlow(k + i), εhigh(k + i) ∀i ∈ {1, . . . , Np}
nmin ≤ n(k + i) ≤ nmax ∀i ∈ {1, . . . , Np}

∆nmin ≤ ∆n(k + i) ≤ ∆nmax ∀i ∈ {0, . . . , Np − 1}
Vcrit − VcPV,j(k + i) ≤ Vcrit (1 − bcur,j(k + i)) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

Vcrit − VcPV,j(k + i) ≥ ε + (−2 − ε) bcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

0 ≤ Pcur,j(k + i) ≤ Pposs,j(k + i)bcur,j(k) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

∆PcPV,mid,j(k + i) = zcPV,j(k + i) + Pcur,j(k + i) − zcur,j(k + i)
PcPV,j(k + i + 1) − Pposs,j(k + i) ≤ Pnom,j (1 − bmid,j(k + i)) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

PcPV,j(k + i + 1) − Pposs,j(k + i) ≥ ε + (−Pnom,j − ε) bmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≤ Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≥ −Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≤ ∆PcPV,j(k + i) + Pnom,j − Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcPV,j(k + i) ≥ ∆PcPV,j(k + i) − Pnom,j + Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≤ Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≥ 0 ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≤ Pcur,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

zcur,j(k + i) ≥ Pcur,j(k + i) − Pnom,j + Pnom,jbmid,j(k + i) ∀i ∈ {1, . . . , Np} ∀j ∈ IcPV

(3-21)
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Similarly to the optimization problem in Equation 3-7, that introduced conditional curtail-
ment, this is also an MIQP problem, regardless of whether the discreteness of tap positions
is considered or not. Besides the binary variables of the conditional curtailment logic, the
midpoint voltage prediction model requires the usage of extra binary and continuous decision
variables, which makes solving the optimization problem harder (longer computation times)
than the previously presented ones. The ∆Vdist(k + i) voltage disturbance terms have to be
calculated before solving the cost function minimization. As it was shown in Equation 3-
9, this requires the calculation of the SPLV and Ssl sensitivity matrices beside knowing the
future values of ∆PLV(k + i) and ∆Vsl(k + i) ∀i ∈ {0, . . . , Np − 1}. These extra sensitivity
calculations also add to the increased computational demand of this policy.

Besides modeling the midpoint dynamics, there is still a chance for unwanted intersample
phenomena caused by the AVC relay. The reason behind this is the fact that the relay’s
Vset setpoint is adjusted to be Vmeas(k + 1|k) prediction at time step k which already contains
knowledge about future disturbances that haven’t happened yet. This could cause mismatches
between the relay’s setpoint and measured value, causing tap changes, which could lead to
limit violations when the disturbances right before time step k + 1 take effect. To counteract
this, the AVC relay is deactivated whilst testing this MPC policy with future knowledge.
This is a reason why this policy should operate with a higher sampling time than the other
MPC-based voltage control policies presented previously.

Knowing how loading, generation, and external grid voltage change over the course of the
considered prediction horizon could seem slightly unrealistic and impractical at first. How-
ever, the simulations that are conducted using this control policy, show the best possible
performance one could get with an MPC-based voltage controller. To further embrace this
direction, this policy’s Ts,idMPC sampling time will be chosen the same as the sampling time
of the profile with the highest temporal resolution in the simulations of the case study. This
way, the control policy will be able to react to disturbances right as they take effect, in ad-
dition to knowing them in advance. In case said ideal results are not satisfactory, as maybe
a much simpler or cheaper control scheme could produce similar or only slightly worse re-
sults, the value behind this idea is the insight it provides to distribution system operators
(Stedin in this case) that there is no benefit to be gained from the further investigation of
MPC in their medium-voltage grids. In case the ideal MPC policy with future knowledge
and midpoint dynamics gives convincing results, i.e. considerably better performance when
compared with other MPC schemes or simpler controllers, the added insight of this idea is
the fact that the distribution system operator should research forecasting methods for the
quantities on which future knowledge was assumed. Examples of such works in the literature
are: [29, 37, 106, 20, 39, 56].

3-5 Other Control Schemes For Comparison

In order to assess, the MPC-based voltage control schemes, presented in the previous section,
a comparative study needs to be conducted. In addition to being compared to each other,
the MPC schemes will be compared, with two different control schemes. Since MPC is quite
demanding, from a computational and infrastructural point of view, two simple schemes were
selected, namely current compounding, and current compounding with local active power
curtailment. These are simple localized control schemes, that are considerably easier to
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implement in contrast to MPC. In case MPC does not perform considerably better than
these schemes, it is not worth implementing.

3-5-1 Current Compounding

This control scheme modifies the behavior of the AVC relay at its controlled grid’s primary
substation. With this simple method, in addition to the voltage at the primary substation’s
medium voltage busbar, the transformer’s supplied (load) current is also measured, hence
the name Current Compounding (CC). Using the voltage and current measurements of the
substation, the power supplied by the transformer can be calculated and the Vset setpoint of
the AVC relay can be compensated accordingly. The AVC setpoint is adjusted based on the
Pprim,supp active power supplied by the primary distribution transformer (flowing from the
external high-voltage grid towards the supplied medium-voltage grid). When a lot of power is
flowing back to the high-voltage grid through the transformer, the voltage setpoint is lowered
to compensate for the voltage rise in the MV grid. In the other case, when a lot of power
is being supplied from the high-voltage grid through the transformer, the voltage setpoint is
raised to compensate for the voltage drops.

As already mentioned in Section 2-2 of Chapter 2, the CC scheme needs to be tuned exactly
to the grid it is applied to, as each different distribution grid comes with unique customers
that have their unique load and generation profiles, and different grid parameters (e.g. cable
parameters) result in different nodal voltages even with the same consumption and generation
values. The shaping of the Vset (Pprim,supp) function is a non-trivial task, and to the author’s
best knowledge, no uniformly accepted systematic method exists in the literature to do this.
In this MSc project, a "stairstep" function will be used, formulated by equally dividing 5
voltage setpoints between the minimum and maximum active power values supplied by the
transformer. This function is shown in Figure 3-4. This even distribution of setpoints is
straightforward to tune and was chosen for easier reproducibility. It could happen that a
different setpoint adjustment function better tailored to the specific controlled grid could
result in slightly better performance. It also has to be noted, that the chosen setpoints
should be at least Vdb away from the minimum and maximum voltage limits (where Vdb is
the deadband of the AVC relay) to ensure that the relay always acts in case its Vmeas local
measurement violates said limits.

The CC-based adjustment of the Vset setpoint is implemented with the same sampling time
as the MPC policies without future knowledge to ensure fair comparability: Ts,CC = Ts,MPC.
Similarly to the ideal MPC, the sampling time of this policy was also lowered but contrary
to MPC-based schemes, the performance of CC is not so heavily dependent on the chosen
sampling time.

At the time of writing this thesis, Stedin is using a similar control policy to mitigate voltage
violation problems in the large distribution grid from which the grid segment simulated in
the case study was taken. Initial tests have shown promising results with this method, that
is why this controller and its combination with active power curtailment are selected to be
compared with MPC-based schemes. The exact tuning of this policy that was used in the
case study is given in Section C-6-1 of Appendix C.
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Figure 3-4: Illustration of the Current Compounding Voltage Control Scheme

3-5-2 Current Compounding with Active Power Curtailment

The MPC policies in this study use two control actions: the OLTC of the primary substation’s
transformer and the active power curtailment of PV plants. The CC scheme presented in
the previous section only uses the primary substation transformer’s OLTC (indirectly, by
adjusting the setpoint of its AVC relay), so in order to also compare MPC with a control
method that uses the same actions, the large curtailable PV plants are fitted with local
Active Power Curtailment (APC) controllers. These work alongside the previously shown CC
scheme.

The Pall,j active power limit of the jth curtailable PV plant is adjusted based on its local
VcPV,j voltage magnitude measurement. Below a certain Vcrit,j voltage, the plant is allowed
to export its Pmax,j maximum possible active power, which is equal to its Pnom,j nominal
power. Above the Vmax,j the PV plant is not allowed to export any power at all. If the locally
measured VcPV,j voltage is in between Vcrit,j and Vmax,j , the active power limit decreases
linearly as the VcPV,j voltage magnitude gets higher. Knowing this the Pall,r,j allowed power
export reference for the jth power plant can be expressed the following way (also illustrated
in the first block of Figure 3-5):

Pall,r,j =


Pmax,j if VcPV,j < Vcrit,j

Pmax,j

(
1 − VcPV,j−Vcrit,j

Vmax,j−Vcrit,j

)
if Vcrit,j ≤ VcPV,j < Vmax,j

0 if Vmax,j ≤ VcPV,j

(3-22)

During the initial simulations of this policy, it was found that it is quite prone to chattering,
i.e. the curtailment policy was constantly overcorrecting its actions at the previous sampling
time step. In order to get rid of this behavior, an integrator was added to the system, to slow
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down, the response of curtailable PV plants to new power limit settings. The addition of said
integrator, and the block diagram of the resulting APC scheme is shown in Figure 3-5.

Figure 3-5: Block Diagram of the Local Active Power Curtailment Controller

It can be seen that the local APC controller first takes a measurement of the jth curtailable PV
plant’s voltage magnitude, then selects a Pall,r,j reference power level based on the piecewise
linear function described in Equation 3-22. The PV plants Pall,j allowed power level then
converges to this reference value, while the grid also responds to the action of active power
curtailment. Equilibrium is reached, until due to changes in the jth PV plant’s production or
some other external factor, the VcPV,j voltage changes, and the APC scheme has to respond
again.
The CC scheme used alongside the local APC controllers could result in uncoordinated be-
havior, and it could happen that the controllers start "fighting" with each other. The reason
behind this is the fact, that the local APC controllers interfere with the grid’s active power
flow and consequently modify the Pprim,supp power that is supplied through the transformer
of the primary substations. This way, the APC controllers, indirectly have an effect on the
behavior of the CC scheme. The OLTC actions, which are governed by CC modify all voltage
magnitudes in the grid to some extent, including VcPV,j so CC could also have an effect on the
behavior of local APC. In order to avoid any unwanted phenomena caused by the interaction
of CC and local APC controllers, the schemes have to be implemented with considerably
different sampling times: CC acts slower as it has an effect on all nodal voltages, while the
local APC’s effect on the nodal voltages is more localized, and for this reason, this scheme
was chosen to operate faster. In addition to different sampling times, the stairstep function
of the CC policy needs to be "crude enough", i.e. only a few setpoints should be used and
active power ranges for different setpoints should be sufficiently large, such that smaller quick
changes in the transformer’s active power delivery are less likely to cause changes in the AVC
relay’s setpoint. The tuning parameters for the APC controllers in the case study are given
in Section C-6-2 of Appendix C.

3-6 Selection of Metrics

In order to make a fair comparison between the different voltage controllers, objective metrics
are needed that show different aspects of the controllers’ performance. The selected metrics,
their short description, and calculation method are presented in this section. More specifically,
the root mean square error (RMSE) of monitored nodal voltages, the total area of voltage
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limit violations, the relative amount of curtailed PV energy, and the total number of tap
changes over the course of the simulated time interval. In addition, for MPC based schemes,
the CPU time necessary for computation will also be analyzed.

RMSE of Monitored Nodal Voltages

The VRMSE(t) root mean square error (RMSE) at time t is calculated for all the monitored
nodal voltages in the grid, and can be expressed the following way:

VRMSE(t) =
√

1
Nmon

(V (t) − Vref)T (V (t) − Vref) (3-23)

where Nmon is the number of monitored buses, V (t) is the vector of monitored nodal voltage
magnitudes at time t, and Vref is a vector with the reference voltage magnitudes, which in
this case contains Nmon 1 entries. The average of this metric is calculated for the t ∈ [0, tsim]
simulated time interval the following way (with tsim being the length of the simulated interval):

VRMSE =
√

1
tsimNmon

∫ tsim

0
(V (t) − Vref)T (V (t) − Vref) dt (3-24)

In practice (in case of a numerical simulation), the integral above has to be approximated
numerically. VRMSE is a metric that shows how different monitored nodal voltages deviate
from their nominal value, in the entire grid over the course of the simulated time interval.
The lower this metric, the better, as low VRMSE values indicate flat voltage profiles close to
the nominal value for the majority of the nodes. The ideal value for this metric would be 0,
however achieving that goal is highly unlikely in reality, so the goal during the simulated test
cases is to have this number as low as possible. Similarly to nodal voltages, VRMSE(t) and
VRMSE are measured in per unit (pu).

Total Area of Voltage Limit Violations

The total area of voltage limit violation is a metric that indicates how seriously the Vlow and
Vhigh limits are violated. The total Aviol,low area of violation for the Vlow voltage limit during
the studied [0, tsim] time interval is the following:

Aviol,low =
∑

i∈Imon

∫ tsim

0
max (Vlow − Vi(t), 0) dt (3-25)

where Imon is a set that contains all the indices of the monitored buses, and Vi(t) is the
voltage magnitude of the monitored bus indexed i. The max function in the integral ensures
that the Aviol,low metric is only incremented if (one or more) voltage magnitude is below the
limit, and the incrementation is proportional to the amount and length of violation. The
total Aviol,high area of the Vhigh upper limit’s violation can be expressed similarly:
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Aviol,high =
∑

i∈Imon

∫ tsim

0
max (Vi(t) − Vhigh, 0) dt (3-26)

The Aviol area of total limit violation is the sum of the Aviol,low and Aviol,high areas:

Aviol = Aviol,low + Aviol,high (3-27)

This metric incorporates the three problematic aspects of limit violation, as it is proportional
to how large violations are, how long they last, and how spread out the problem is (i.e. how
many nodes are affected). The ideal value for Aviol and its lower and upper components is
0, as that means that no voltage limits were violated during the studied time interval. For
this reason, keeping Aviol as low as possible is also an important goal of the voltage control
designs of this study. Aviol,low, Aviol,high and Aviol are all measured in per unit times seconds
(pu · s) in the conducted simulations. Similarly to other metrics, the necessary integrals were
computed with numerical approximation.

PV curtailment

The energy produced by PV plants is quite valuable as distribution system operator companies
(including Stedin) are required to pay compensation for the energy they forbid Distributed
Generation (DG) unit operators from exporting. This makes PV curtailment an expensive
control input, and there should be a metric to indicate how much PV energy is lost by each
control scheme due to this action. One of such metrics, is the Ecur,j amount of energy lost
due to curtailment at PV plant j during the studied [0, tsim] time interval:

Ecur,j =
∫ tsim

0
max (Pposs,j(t) − Pall,j(t), 0) dt (3-28)

where Pposs,j(t) is the possible, and Pall,j(t) is the allowed power export of PV plant j at time
t respectively. The maximum function is necessary, as power is only lost due to curtailment
when the possible export is higher than the set upper limit. The Ecur total loss due to PV
curtailment will take the following form (summing curtailment losses for all curtailable PV
plants):

Ecur =
∑

j∈IcPV

∫ tsim

0
max (Pposs,j(t) − Pall,j(t), 0) dt (3-29)

where IcPV is a set that contains the indices of curtailable PV plants. These losses during
the studied time interval are measured in megawatt hours (MWh). For simulated quantities,
the integrals are approximated numerically. The lower these losses the better.

The previously shown curtailment loss quantities only focus on the absolute amount of PV
energy lost. This might be misleading as produced energy is worth more on the market
during days when generation is low (e.g. in the winter) and less during days when there is a
lot of distributed generation (e.g. on sunny summer days). To indicate this, the relative PV
curtailment will be used as a metric to indicate how much power is wasted by the controller.
This pcur,j relative curtailment for curtailable PV plant j during the studied [0, tsim] time
interval is:
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pcur,j = Ecur,j
Eposs,j

· 100 =
∫ tsim

0 max (Pposs,j(t) − Pall,j(t), 0) dt∫ tsim
0 Pposs,j(t)dt

· 100 (3-30)

it can be seen that it is a fraction of the energy lost due to curtailment and the possible energy
production. This quantity can be aggregated ∀j ∈ IcPV plants the following way, resulting
in the pcur relative curtailment for the whole studied network during the whole studied time
interval:

pcur =
∑

j∈IcPV
Ecur,j∑

j∈IcPV
Eposs,j

· 100 =
∑

j∈IcPV

∫ tsim
0 max (Pposs,j(t) − Pall,j(t), 0) dt∑

j∈IcPV

∫ tsim
0 Pposs,j(t)dt

· 100 (3-31)

pcur,j and pcur will be given as percentages, and the integrals necessary for their calculations
will be obtained numerically. Ideally, these metrics should be kept as low as possible.

Tap Changes During the Studied Time Interval

Besides evaluating the usage of PV curtailment another metric will be used that quantifies
the usage of the other control action, more specifically the OLTC of the primary substation’s
transformer. The metric to indicate this will be Ntc which will show how many taps the OLTC
has moved in total during the studied (simulated) [0, tsim] time interval. Ntc is expressed the
following way:

Ntc =
Nsim−1∑

l=0
|∆n(l)| (3-32)

where Nsim = floor (tsim/τsim) is the number of time steps in the numerical simulation
conducted for studying the [0, tsim] time interval. τsim is the (fixed) time step of this nu-
merical simulation and the l running index iterates over these steps during summation.
∆n(l) = n(l + 1) − n(l) is the change in tap position at time step l. Ntc will be measured in
taps.

A high Ntc value indicates a heavy usage of the OLTC. Many switchings lead to faster
degradation of the whole mechanism, especially the contact points. For this reason, Ntc should
be kept low if possible. On the other hand, the OLTC’s wear and tear is less of a problem
than voltage limit violations, high fluctuations, or excessive PV curtailment. Knowing this,
it can be stated, that Ntc is somewhat of a less important metric, compared to the ones listed
above; and a slightly higher Ntc could be tolerated when it results in lower VRMSE, Aviol and
pcur values.

Computation Time

MPC in general has a high computational demand, due to the necessity of solving an opti-
mization problem at each sampling time step of the controller. With MPC-based grid voltage
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control, the sensitivity computation also takes some time, and therefore increases the compu-
tational cost of the control policy. To quantify, the computational demand, the Tsens(k) CPU
time necessary for sensitivity calculation at time step k and the Topt(k) CPU time necessary
for solving the optimization problem at time step k will be measured during the simulations.
The total TMPC(k) computation time is the sum of these two quantities:

TMPC(k) = Tsens(k) + Topt(k) (3-33)

This computation time is only measured in case of MPC-based policies, and for the other two
control schemes used for comparison, it will be considered negligibly small. In order to be
implementable, the TMPC time needs to be smaller than the control policy’s sampling time.
In case a good performance is desired, TMPC(k) values should be as small as possible, since
the policy’s computation time introduces a delay in the control loop, which when too large,
could negatively affect performance. When comparing controllers, the TMPC,max maximum of
MPC computation times will be used:

TMPC,max = max
k

TMPC(k) (3-34)

3-7 Conclusions

The content of this chapter was divided into two main parts: firstly the different MPC poli-
cies used in this MSc project were shown, and secondly, the chapter presented alternative
controllers with which MPC policies will compared alongside the objective metrics which will
be used for comparison. The first section began by giving a short explanation of MPC in
general, and after that formulated a simple MPC-based voltage control policy. Then the idea
of conditional PV curtailment was introduced in the second section which is one of the con-
tributions of this work. Afterward, in Section 3, two pragmatic approaches were given, that
could potentially lessen the severity of voltage limit violations: voltage limit and AVC relay
deadband tightening. The idea of including exact knowledge on load, generation, and slack
voltage profiles into the MPC policy was presented in this chapter’s fourth section. This idea
is the second contribution of this MSc project. In order to solve intersample limit violations,
commonly happening with this approach, midpoint voltage limits were incorporated into the
MPC policy, where the midpoint voltage dynamics were formulated using MIL constraints.
The fifth section of this chapter presented two alternative control schemes: current compound-
ing and current compounding in combination with local active power curtailment for large
PV plants. These controllers are considerably simpler to implement and come at a negligible
computational cost as opposed to MPC, so comparing their performance in a comparative
study will give valuable insight for Stedin whether the usage of an MPC-based voltage control
policy is worth considering in their medium voltage distribution grids. In order to make a
fair and objective comparison, the sixth section of this chapter introduced certain metrics,
that quantify the performance of different controllers. The smoothness of voltage profiles will
be quantified by the root mean square error (RMSE) of nodal voltages, and the severity of
voltage limit violations will be measured by the total voltage limit violation area. The usage
(and possible over usage) of control actions will be quantified by relative PV curtailment and
the total number of tap changes. The computational cost of MPC policies is quantified by
the CPU time necessary for their computations.
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Chapter 4

Case Study and Simulation Results

This chapter focuses on presenting the case study that was conducted as part of this MSc
project. The first three sections focus on the building blocks of said study, namely the studied
grid, the simulation framework created to examine slow voltage dynamics, the profile data
used, and the four constructed test cases. Sections 4 to 7 present numerical results for different
controllers, and the eighth section compares the performance of three different controllers: an
uncoordinated scheme (current compounding with local active power curtailment) and two
Model Predictive Control (MPC) schemes (realistic and ideal). The ninth section summarizes
and concludes the chapter.

4-1 Studied Grid

In the literature, many different benchmark grids exist, each constructed for different fields of
research on power grid operation, dynamics, and control. These grids - while often based on
real grids - have artificially constructed structures and parameters that have been adjusted,
such that the network is best at reproducing certain phenomena of interest. Examples of such
benchmark grids are: The CIGRÉ benchmark grids [10, 87] constructed to study the effect of
distributed generation in European and North American networks. The IEEE grids, which are
mainly medium voltage grids [94] originally constructed to test power flow solution software,
but nowadays also commonly used in distributed generation and renewable energy research.
Other, less widespread benchmark grids are: SimBench [71], the European Representative
Networks [67], and ATLANTIDE [79] which all are based on European grids. [91] gives an
overview of benchmark grids, also including other regions, e.g. Australia (Ausgrid) or the
USA (PNNL, EPRI Feeders).

This case study, however, does not use a benchmark grid. Instead, the voltage controller
designs, presented in Chapter 3, will be tested on a section of a Stedin medium voltage grid,
in order to specifically demonstrate, how the considered control policies act in the company’s
network. The reason only a smaller section of the grid is considered is the fact that the actual
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Figure 4-1: Single Line Diagram of the Studied Grid

grid is quite large (315 medium voltage nodes), which would make the initial debugging,
tuning, and evaluation of control policies much harder and more complex.

The single-line diagram of the studied grid is shown in Figure 4-1. It is a balanced three-phase
grid with a nominal frequency of 50 Hz. All generators and consumers are assumed to be
balanced, and the grid frequency is assumed to be nominal during all simulations. It can
be seen that 19 secondary substations connect to the primary substation in a radial pattern,
which reflects the real meshed network’s radial operation. The primary substation features
two high-voltage (50 kV line-to-line) and two medium-voltage (13 kV line-to-line) buses. The
50 kV buses are connected to an external high-voltage transmission grid. This station is fitted
with two transformers, out of which only one supplies power at a time, the other is kept on
a hot standby with its primary energized, as the diagram’s breaker configuration shows. In
case the actively used transformer fails, the other could take over right away, however, these
situations are not considered in this study. Both transformers are equipped with On-Load
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Tap Changer (OLTC) mechanisms which are controlled with the same Automatic Voltage
Control (AVC) relay, that intends to keep the voltage magnitude of B0076 (Vmeas) as close
to its Vset setpoint as possible. The secondary substations feature connections to low-voltage
customers, which have a lumped representation consisting of a transformer with an off-load
tap changer, and lumped load and photovoltaic (PV) elements, which can be modeled as
single medium-voltage load (MV-load) elements in simulation software for simplicity. These
represent the consumers and household solar generation, connected at the low-voltage, more
specifically 400 V line-to-line voltage level. The low-voltage nominal consumption values lie
in a range of 0.086 to 0.576 MW and nominal household generation values are between 0
and 0.1 MW. These low-voltage connections are assumed to be entirely uncontrollable, the
household PV plants all feed in at a unity power factor, and the households consume at a
fixed power factor (close to unity) according to the corresponding generation and load profiles.
Three secondary substations, with B2061, B0114, and B7333 also feature connections to larger
curtailable PV plants, named cPV1, cPV2, and cPV3 respectively. These all have a nominal
power of 0.7 MW and feed directly into the medium voltage grid at a unity power factor.
Originally the selected grid section did not contain such plants, but other parts of the large grid
did, so these were added here to better illustrate problems caused by the presence of excessive
solar generation. The nominal power of these plants was selected such that their presence still
does not cause any cable overloads, i.e. all cable loadings stayed below 60% during normal
operation, as they should according to company policies. At the time of writing this thesis,
Stedin does not have centralized remote control capability over these large PV plants but
plans to install it in the near future. The buses are interconnected with underground cables,
that have high R/X ratios, making nodal voltage magnitudes insensitive to reactive power
flow. All 19 of medium-voltage buses will be monitored during the voltage control studies.
The voltage of the 50 kV buses is excluded from the set of monitored voltages, as they cannot
be influenced from this grid section, due to the stiffness of the external high voltage grid.
The control actions to influence voltage in this studied grid are the switching of the OLTC
on TR1, the adjustment of Vset and the curtailment of cPV1, cPV2, and cPV3. Details of the
studied grid, including nominal voltages, nominal powers, power factors, transformer, cable,
and external grid data can all be found in Appendix A of this report.

4-2 Simulation Framework Used

The case study conducted in this MSc project is based on numerical simulations. In order to
obtain results, i.e. test the proposed controllers’ effect on the studied grid’s slow voltage dy-
namics, a co-simulation framework was created using Python and DIgSILENT PowerFactory.
This section first gives a brief description of the necessary software tools, namely DIgSILENT
PowerFactory, Python, and the Pyomo package. After the necessary software is described,
their interconnection, data exchange, and the working principle of the main simulation script
are presented here.

DIgSILENT PowerFactory (in the following "PowerFactory") is an all-purpose power system
simulation and analysis software that is widely used in both research and industrial projects.
This is a commercial software developed by DIgSILENT GmbH. in Gomaringen Germany,
and is currently used in 170+ countries all around the world [28]. PowerFactory is popular
in simulation-based model predictive voltage control studies [64, 6, 78, 38] as the software of-
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fers a wide range of different time-domain simulation tools (electromagnetic transients, RMS
simulations, quasi-dynamic simulations) and interfaces towards other software. Power Fac-
tory features its own dynamic modeling framework [23] and a scripting language called the
DIgSILENT Programming Language (DPL) [24, 22]. Besides time domain simulations Pow-
erFactory also offers other functions such as short circuit and optimal power flow calculation,
economic dispatch, contingency analysis, etc. Many interfaces exist towards other software
[58, 97], however the most important of these is the application programming interface (API)
to the Python programming language [90, 25, 27, 22]. This API makes changing grid pa-
rameters, starting calculations, and retrieving their results very easy, which are all necessary
for the MPC-based voltage control simulations. The features of PowerFactory which will be
utilized in this study are, power-flow equation solution using the Newton-Raphson method,
sensitivity matrix calculation, and the software’s Python API.
Python is a general-purpose programming language, which is used to construct the main sim-
ulation script. This handles all other software, namely PowerFactory, and the optimization
solvers necessary to perform the cost function minimization of the MPC policies. Pyomo [1] is
an open-source optimization modeling package for Python, with well-documented usage in the
academic literature under [47, 16]. Many projects that need optimization problem modeling
in energy/power engineering use Pyomo, examples according to the package’s website [1] are:
the Dispa-SET model [55], the Open Energy Modelling Framework [50], the Minpower toolkit
[44], PowerGAMA [99], etc. Pyomo in itself only acts as a solver-agnostic interface between
Python and low-level optimization solvers (e.g. GLPK, Ipopt, Gurobi, Baron, etc.), which
have to be installed separately. The MPC policies in this study require the solution of Mixed
Integer Quadratic Programming (MIQP) problems, for which Pyomo’s mixed-integer nonlin-
ear decomposition toolbox, MindtPy [11] will be used. This toolbox is able to decompose
Mixed Integer Nonlinear Programming (MINLP) problem into Mixed Integer Linear Pro-
gramming (MILP) and Nonlinear Programming (NLP) subproblems, which are solved by the
low-level solvers GLPK [65] and Ipopt [105] respectively. The Quadratic Programming (QP)
problems are solved using Ipopt only.
In order to simulate the studied grid’s slow voltage dynamics, the simulation model has to
capture the network’s reaction to changes in load and generation profiles, the external grid
connection’s voltage fluctuation, and the dynamic behavior of the slowest voltage control
device in the network: the AVC relay of TR1. The simulation is similar to a quasi-dynamic
simulation in the sense that the grid is always assumed to be at a steady state, and its
response to control actions (OLTC switching and PV curtailment) and changes in profile data
are calculated by solving the (three phase balanced) power flow equations. The simulation
is different from a quasi-dynamic study in the sense, that the dynamic behavior of the AVC
relay is captured with the help of the differential equations previously given in Equation 2-11
and Equation 2-12 in Chapter 2. This way, the simulations capture slow voltage dynamics
more accurately compared to a simple quasi-dynamic study, without the necessity to model
and capture faster phenomena (e.g. electromagnetic transients, or the relatively fast dynamic
response of inverters) which would not add extra insight but would increase the computational
demands of the simulation.
The designed co-simulation framework is based on the interaction of different software tools.
The data exchange between PowerFactory and Python is visualized in Figure 4-2, and it can be
seen, that data is exchanged between the programs with the help of the DIgSILENT Python
API. PowerFactory is responsible for storing the structure of the studied grid, and it also
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Figure 4-2: Illustration of the PowerFactory-Python Co-Simulation Framework

acts as a calculation engine responsible for solving the power flow equations and calculating
sensitivity matrices. The Python scripts are responsible for handling (load, generation, slack
bus voltage magnitude) profile data, they simulate the inner dynamics of the AVC relay, and
they perform the cost function minimization. This last task requires the solution of a MIQP
problem, which is formulated in Pyomo, decomposed with Mindtyp, and solved using two
low-level solvers: GLPK and Ipopt. As far as the exchanged data is concerned, the Python
scripts send profile data and the set tap positions to PowerFactory. The power injection of
curtailable PV plants is sent to PowerFactory based on their possible generation profile and
the allowed maximum power set by controllers. The results of power flow calculations, and
the obtained sensitivity matrices are sent back to the Python scripts. The data transfer is
always initiated by the simulation’s main Python script, as well as power flow and sensitivity
calculations.

The whole simulation framework is governed by one main Python script, for which a flowchart
is shown in Figure 4-3. The program simulates the studied grid’s behavior with a fixed time
step of 1 second. At the beginning of each time step, the script checks whether profile data has
changed or a controller has adjusted something at the previous step. If yes, the re-calculation
of the power flow equations is requested from PowerFactory. Once this is done, the relevant
signals of the current time step are stored, and if in use, the AVC relay’s state is advanced
(with the help of numerically integrating, the corresponding differential equations using the
Forward Euler method with the fixed 1 second time step). If the AVC relay triggered a tap
change after its state update, the new tap position is sent to PowerFactory, and the Control
Event flag is set, to initiate a power-flow re-calculation at the next time step. If the current
simulation time step is a sampling time of a voltage control policy (MPC-based, Current
Compounding (CC), or CC with Active Power Curtailment (APC)), then the relevant control
actions are calculated. For CC and the CCAPC, schemes the actions can be calculated
right away knowing the previously stored grid state signals. In case of MPC-based policies,
PowerFactory is firstly requested to calculate the relevant sensitivity matrices in the current
grid state. After that, the cost function minimization is done with the help of Pyomo. In
case a high-level voltage control scheme has acted on the grid, the Control Event flag is set,
to trigger a power-flow re-calculation at the beginning of the next time step. The simulation
script then moves on to the next simulated time step. The set Control Event flag is cleared in
the next time step after solving the power flow equations and updating the relevant signals.
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Figure 4-3: Flowchart of the Simulation’s Main Python Script

The simulations were conducted using PowerFactory version 2022 SP1 (x64), Python 3.10.9,
Pyomo 6.5.0, GLPK 5.0, and Ipopt 3.11.1. The scripts were run on a standard Stedin company
laptop with a 1.90 GHz Intel Core i5 CPU and 16GB of RAM.

4-3 Profile Data and Test Cases

This section presents how the load, generation, and external grid voltage magnitude profile
data was obtained for the simulations and what type of test cases were constructed from
it. Firstly it is shown, how profiles available with low (hourly) temporal resolution were
interpolated using a method found in the literature. Then, the four test cases are presented,
in which the performance of different voltage controllers is evaluated and compared.
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4-3-1 Enhancing Profile Data with Super Resolution General Adversarial Net-
works

Load and PV generation profiles of low-voltage customers were only available in the form
of hourly samples. To make the simulated test cases more realistic, the temporal resolution
of this data had to be increased. Many works in the literature only use simple linear or
spline interpolation to perform this task [4], however, this study will use a more sophisticated
method found under [100]. The authors of [100] use a Super Resolution General Adversarial
Network (SRGAN) to increase the temporal resolution of load and generation profiles to 5
minutes. The sampling time of the input data can either be 1 hour or 30, minutes, which
makes this method very suitable for this study, as the low-resolution data, in this case, is also
available with 1 hour sampling time.

SRGAN is a machine learning tool in which two neural networks are used: the generator
is a network used for increasing the resolution (interpolation) of low-resolution data, and
the discriminator is a network that tells whether a data set is originally a high resolution
or was interpolated. The authors of [100] trained their SRGAN PV and load data collected
from 2925 Australian households during the whole year of 2017. They implemented their
SRGAN framework in Python 3.6.10 using TensorFlow 1.9.0 and Keras 2.2.4. The trained
models were freely published with encouragement for usage in further research works. For
this reason, the trained generators found in this publication were used in this MSc project to
increase the temporal resolution of low voltage PV and load profiles. Test results with Stedin
measurements are visualized in Figure 4-4.
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Figure 4-4: Testing the SRGAN Profile Interpolation on Normalized Stedin Measurements

Figure 4-4 shows the results of the SRGAN interpolation method of [100] applied to hourly
PV and load profiles of low-voltage Stedin customers. The hourly measurements are shown
with red dots and the interpolated data is visualized with blue lines. Both profiles were
captured during different summer days. The generator of the SRGAN only takes normalized
measurements, so before interpolation, the profile data was divided with the nominal (maxi-
mum) values of said profiles. This normalized data is shown in the figure, and to be used in
the simulation, the interpolated profiles have to be multiplied by the nominal powers again. It
can be seen, that the interpolated data matches with the red points quite well, and produces
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realistic intersample fluctuations. The reason for the red dots not exactly matching the blue
lines is the fact that the SRGAN-based interpolation method treats incoming profile data as
hourly averages, not as measurements captured at the exact data point. To the best knowl-
edge of this MSc project’s author, this is the first time the work in [100] is applied in order to
increase the temporal resolution of profile data in an MPC-based voltage control study. The
case study presented in this chapter alongside the added novelty of this interpolation method
is the third contribution of this MSc project, as it was also listed in Chapter 1 of this report.

4-3-2 The Test Cases

This study simulated all considered voltage control policies in 4 test cases. Each test case is a
different 24-hour time interval, in which the controllers are subjected to different operational
conditions. The test cases are listed in the following:

• Summer: A typical summer day with extensive solar generation and light loading (low
consumption), especially in the hours around noon. The grid is likely to experience
overvoltage problems, and power flow reversals (supplying back to the high-voltage
external grid). Due to a lot of production, PV energy is not that expensive, therefore
curtailment of solar plants is acceptable to some reasonable extent.

• Winter: A typical winter day with low solar generation and heavier loading. Remote
regions of the grid are more likely to experience undervoltage events. Only a small
amount of PV energy is produced during a short period of the day, and these small active
power injections actually help with keeping smooth voltage profiles in the network. PV
energy is worth a lot at the market due to scarcity, so active power curtailment of PV
plants should be avoided if possible.

• Summer Slovervolt: The same profile data is used as with the Summer test case,
except for the external grid’s voltage magnitudes. Voltages at all time points in this
profile were increased by 0.03 pu, causing overvoltage events, which cause the primary
substation transformer’s OLTC mechanism to hit its limit position. During these times,
the only control action against overvoltage events is the curtailment of PV plants, which
means that mitigation of said events is a harder challenge for the controllers.

• Summer Cpvout: The same profile data is used as with the Summer test case, except
for curtailable PV plants cPV1 and cPV2. In this test case, these plants don’t export
any power at all, due to e.g. maintenance. This test case shows how the CC and CC
with APC schemes might get confused as the voltage setpoint adjustment and therefore
indirectly TR1’s OLTC position were tuned to the power flows of normal operation.

It can be seen that the Summer and Winter test cases correspond to normal operation, and
Summer Slovervolt and Summer Cpvout correspond to unusual operation of the grid. The
summer and winter profile data is based on real Stedin measurements: As detailed in the
previous subsection the generation and load profiles of low-voltage customers were available
with hourly resolution and interpolated to a 5 minute sampling time. The voltage profiles
of the external high-voltage grid connection’s voltage magnitude were available with a 1
minute sampling time. For the three curtailable PV plants, the profiles were created based
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on measurements collected at a large PV park that connects to the Stedin grids. This data
was also available with 1 minute temporal resolution. Different summer and winter days were
selected for the cPV plants, and the data was scaled to match the appropriate nominal power
levels. This means, that the profile data used in the simulations has either 1 minute or 5
minute temporal resolution. The detailed plots of the summer and winter day profiles used
are given in Appendix B of this report.

4-4 Base Cases and Uncoordinated Controller Results

In the so-called base cases, no high-level voltage control scheme acted on the studied grid,
only the AVC relay that switched the primary substation transformer’s OLTC, using only
the local voltage magnitude measurement of Bus 0076. The metrics for the four simulated
base cases are shown in Table 4-1. As expected, the pcur relative curtailment values are all
zero as this control action is not used in this case, and the Ntc total tap change numbers are
similar, because at bus 0076 of the primary substation, the only strongly felt disturbance is
the fluctuation of the external grid’s voltage.

Table 4-1: Calculated Metrics for the Base Cases (Simple AVC Relay Only)

Test Case VRMSE
pu

Aviol
pu · s

pcur
%

Ntc
taps

Summer 0.013379 537.586 0.000 26
Winter 0.009001 3.061 0.000 23

Summer Slovervolt 0.013316 515.569 0.000 26
Summer Cpvout 0.009054 20.827 0.000 26

By observing the metrics, it can be seen that the Summer and Summer Slovervolt test cases
feature larger voltage limit violation areas. These are mainly overvoltage violations caused
by excessive PV generation. The nodal voltage profiles for the Summer test case shown in
Figure 4-5, also confirm this fact. It can be seen that the remotely positioned buses’ voltage
magnitudes become considerably higher during hours when solar generation is at its peak.
Only the primary substation’s medium voltage buses stay closer to nominal (yellow line of
bus 0076 on Figure 4-5 also overlapping a similar blue line of bus 0796) as these are regulated
by the AVC relay. Since the Summer and Summer Slovervolt test cases both result in less
flat voltage profiles for the majority of the studied grid’s nodes, these will have the highest
VRMSE values. The solid red line way above the upper voltage limit is the voltage profile
of bus 2266, i.e. the location of the external 50 kV connection. This line overlaps the very
similar profile of bus 2283, the network’s other 50kV bus. The voltage magnitude of these
two high voltage buses is uncontrollable due to the large stiffness of the external grid, i.e.
only the network’s medium voltage buses are controlled, and consequently, only these buses’
voltages are included in the VRMSE and Aviol metrics.

By observing the results for the Winter and the Summer Cpvout test cases in Table 4-1, it can
be seen, that in case less PV power is injected into the grid, the voltage RMSE and violation
area values improve. This confirms the fact that the large installed PV capacity is responsible
for voltage issues. By observing the voltage profiles for the Winter test case shown in Figure 4-
6, it can be seen that the voltages are smoothest and closest to nominal in the time range
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Figure 4-5: Simulated Voltage Profiles for the Base Summer Day Test Case (Simple AVC Relay
Only)

between 10 and 14 hours, i.e. during the times when solar plants were able to export some
energy, but way below their nominal power, due to bad weather conditions. This illustrates
that the presence of Distributed Generation (DG) could actually help with improving voltage
profiles to some extent. Besides the high price of PV energy due to scarcity during the winter,
this improvement in voltage profiles is also a strong reason to avoid curtailment during the
Winter test case if possible. Contrary to the Summer profiles, it can be seen in the graph that
the regulated bus 0076’s voltage is higher than the rest of the medium-voltage buses in the
network, which is due to the high loading, and the resulting voltage drops. The limit violations
during the winter day are low limit violations, caused by high loading and fluctuations of the
external grid’s voltage.

It has to be noted that the external grid’s voltage profile is above nominal for the entire
winter and summer day, as it can be seen in Figure 4-5 and Figure 4-6. This is likely caused
by the large wind park which connects to the high-voltage grid very close to the medium-
voltage grid’s external connection point. Wind power production does not have a strong daily
fluctuation trend like PV, and is able to raise voltages locally, also during the night and other
times when there is little sunshine (e.g. winter days).

In order to mitigate overvoltage issues during excessive generation, and improve voltage drops
during heavy loads, CC and its combination with local APC for PV plants was implemented.
The CC scheme operates at the primary substation with a Ts,CC = 4 minutes and the local
APCs with Ts,APC = 10 s sampling times. Other tuning parameters are given in Appendix C.
Similarly to the base cases, the performance metrics of the MPC schemes can also be compared
with these results. The calculated metrics for CC and CCAPC are given in Table 4-2.

Compared to the base cases, the VRMSE and Aviol metrics improve with both control schemes
for all four test cases, when compared with the base results. This indicates that these two
control schemes resulted in flatter voltage profiles and fewer limit violations, even with a large
PV power injection during the Summer and Summer Slovervolt test cases. It has to be noted
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Figure 4-6: Simulated Voltage Profiles for the Base Winter Day Test Case (Simple AVC Relay
Only)

Table 4-2: Calculated Metrics for Current Compounding (CC) and its Combination with Local
Active Power Curtailment (CCAPC)

Test Case CC CCAPC
VRMSE

pu
Aviol
pu · s

pcur
%

Ntc
taps

VRMSE
pu

Aviol
pu · s

pcur
%

Ntc
taps

Summer 0.007438 1.118 0.000 25 0.007180 0.467 2.009 25
Winter 0.005684 0.480 0.000 30 0.005684 0.480 0.000 30
Summer

Slovervolt 0.008000 2.463 0.000 21 0.007690 0.249 2.871 23

Summer
Cpvout 0.007065 0.439 0.000 25 0.006978 0.007 5.596 23

that neither control scheme was capable of completely eliminating limit violations, in any
of the test cases. When comparing CC and CCAPC results, it can be seen that the VRMSE
and Aviol results improved with the introduction of local APC controllers in 3 of the 4 test
cases. These three test cases are the ones based on Summer profiles, where overvoltage issues
dominated. Active power curtailment is only effective against overvoltage issues, moreover,
this local controller type only gets activated when a PV plant’s local voltage magnitude is
above the Vcrit threshold. During the Winter test case, this did not happen for any of the
curtailable PV plants, so no PV curtailment was used at all, which is also indicated by the
zero pcur metrics for both CC and CCAPC. So, PV production is not limited with any of the
two control schemes during the Winter, which is the desired behavior, due to the high price
of PV energy on these days.

The highest relative curtailment value was observed during the Summer Cpvout test case,
which could be explained by the fact that only cPV3 is operational during this time. Out of
the three curtailable PV plants, this one is located in the weakest part of the grid, so this has
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to be curtailed hardest. Even during the regular summer day, a relative curtailment of 5.646
% was needed at cPV3 (and other plants brought the total pcur value down), which is similar
to the Summer Slovervolt results. This means that switching off two large PV plants did
not confuse the CC scheme at the primary substation, thanks to the crudeness of the chosen
stairstep Vset (Pprim,supp) function. This is further confirmed by the fact, that the number of
tap changes is the same (25) for Summer and Summer Cpvout for CC and very similar (25
and 23 respectively) when local AVC is used as well.

The behavior of the CC scheme’s setpoint adjustment as a function of time and active power
delivery is given in Figure 4-7 for the Summer test case. It can be seen that the actual points
correspond to the originally tuned stairstep function of Figure 3-4, the occasional outliers are
due to the fact that the Pprim,supp active power supplied through TR1 changes faster than the
4 minute sampling time of the CC policy.
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Figure 4-7: AVC Relay Setpoints in the Summer Test Case using CC

The active power curtailments of the three curtailable PV plants are visualized in Figure 4-8
during the Summer Slovervolt test case. It can be seen, that the different plants are curtailed
differently, depending on how large their local voltage issue is. As cPV3 is located at the
grid’s weakest location, this plant has to be curtailed more drastically compared to others.
Figure 4-8 also shows that the local APC schemes are able to operate without any chatters
(quick overcorrections), thanks to the presence of the integrator, visualized in the block
diagram of Figure 3-5.

To sum up, the CC and CCAPC schemes are both able to improve voltage profiles in all 4
test cases when compared to base data. The introduction of APC alongside a CC scheme is
able to further improve voltage RMSE and limit violation metrics in the test cases based on
summer data. In the Winter case, APC controllers do not affect performance as curtailment
is avoided during these days, as desired. Neither CC nor its combination with local APC was
able to completely eliminate voltage limit violations in any of the simulated test cases.
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Figure 4-8: Curtailment of PV Plants in the Summer Slovervolt Test Case using CCAPC

4-5 Results with Simple MPC: Justification of Integer Taps and
Conditional Curtailment

The simple MPC policy does not know anything ahead of future disturbances and does not use
conditional curtailment. The Ts,MPC sampling time of the simple and conditional curtailment
policy is selected to be 4 minutes in order to only coincide with every fourth change of both
the 1 minute and 5 minute sampling time profiles in the simulations, thus making them more
realistic due to the presence of intersample phenomena. The rest of the tuning parameters
used in the simulations for this policy are given in Appendix C.
The results with this simple MPC policy, both using integer and continuous tap positions
are given in Table 4-3. By observing these results it can be stated, that the continuous tap
position representation results in lower maximum computation times in all four test cases,
due to only having to solve a QP problem instead of a MIQP problem, at each sampling time
instant of the simple MPC policy. On the other hand, the largest computation time of 2.125
seconds in the Winter test case with integer taps is still way below the 4 minute sampling
time of the control policy. By looking at the Ntc total number of tap changes, it can be
seen, that the integer tap representation results in more tap changes for all four test cases.
This phenomenon could be explained by the fact that the optimal continuous tap positions
are values that get rounded back to the original tap value, which effectively results in not
enough tap changes being carried out. With the integer tap positions, the optimizer is aware
of this discreteness and selects the right position. This is also illustrated in Figure 4-9 for the
Summer Slovervolt test case, which figure also shows that the upper limit of TR1’s OLTC is
hit due to the external grid’s overvoltage. The simple MPC scheme with integer tap positions
results in better VRMSE metrics when compared with its continuous tap position counterpart,
in all four test cases.
In addition to worse VRMSE values, the continuous tap position approximation only makes
sense with the simple MPC, as only that scheme gives the opportunity to simplify the opti-
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Table 4-3: Calculated Metrics for Simple MPC with Integer and Continuous Taps

Test Case Simple MPC Integer Taps Simple MPC Continuous Taps
VRMSE

pu
Aviol
pu · s

pcur
%

Ntc
taps

TMPC,max
s

VRMSE
pu

Aviol
pu · s

pcur
%

Ntc
taps

TMPC,max
s

Summer 0.005385 6.661 2.318 54 1.906 0.005759 19.028 1.821 34 0.609
Winter 0.004199 0.300 8.890 51 2.125 0.004635 0.181 7.478 38 0.578
Summer

Slovervolt 0.006070 2.469 3.332 42 2.031 0.006326 10.610 2.948 26 0.734

Summer
Cpvout 0.004500 0.148 2.453 48 2.094 0.005020 0.117 2.102 34 0.453
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Figure 4-9: OLTC Positions of TR1 in the Summer Slovervolt Test Case using Simple MPC with
Integer and Continuous Tap Positions

mization problem to be a QP. The other MPC policies in this study require the solution of
MIQP problems regardless of tap position variables, due to the presence of binary variables
(necessary for the curtailment logic and intersample dynamic modeling). As the usage of
integer tap variables does not place the optimization problem into a simpler class with the
more complex MPC schemes, all MPC results shown in the following will be obtained with
integer tap positions, unless stated otherwise.

The results in Table 4-3 show high relative PV curtailments for the Winter test case (8.890
% with integer taps), which is not desired, as this would result in a lot of wasted energy,
and a lot of compensation to be paid on Stedin’s behalf to the PV plant operators. The
reason behind these excessive losses is the intersample behavior of the simple MPC scheme,
illustrated in Figure 4-10. It can be seen, that at each sampling time instant of the MPC
scheme (shown with black vertical dashed lines), the controller calculates a maximum allowed
power level for the PV plant that is relatively close to the possible production. The possible
production of the plant increases between two sampling instances, so the realized losses are
larger than intended.

To deal with the issue of intersample losses, conditional active power curtailment is used, as
described in Section 3-2 of Chapter 3. Table 4-4 shows the relative curtailment values and
upper limit violation areas, for four controllers: simple MPC with its regular cost function
weights, simple MPC with double cost on curtailment, conditional curtailment MPC with the
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Figure 4-10: Illustration of Intersample Curtailment Losses with Simple MPC in the Winter Test
Case

regular RcPV weight matrix used in the curtailment cost, and conditional curtailment MPC
with a halved curtailment cost.

Table 4-4: Simple MPC vs. Conditional Curtailment

Test Case
Simple MPC Simple MPC Conditional

Curtailment
Conditional
Curtailment

RcPV 2RcPV RcPV 0.5RcPV
pcur
%

Aviol,high
pu · s

pcur
%

Aviol,high
pu · s

pcur
%

Aviol,high
pu · s

pcur
%

Aviol,high
pu · s

Summer 2.318 0.000 1.665 0.000 0.044 0.000 0.045 0.000
Winter 8.890 0.300 7.180 0.300 0.000 0.300 0.000 0.300
Summer

Slovervolt 3.332 0.515 2.134 0.857 0.787 0.555 1.416 0.349

Summer
Cpvout 2.453 0.000 1.807 0.000 0.086 0.000 0.105 0.000

The results in Table 4-4 show that doubling the curtailment’s cost in simple MPC barely
helps with decreasing the relative curtailment losses during the Winter test case (from 8.890
% to 7.180 %) as most energy is wasted between sampling times of the controller. Moreover
doubling curtailment costs makes the simple MPC less "brave", when the usage of curtailment
would be justified, e.g. during the Summer Slovervolt case. This is confirmed by the increased
Aviol,high upper limit violation area. With the usage of conditional curtailment, i.e. only
allowing curtailment of a PV plant when its local voltage is above a threshold, it can be
seen that the relative curtailment values improve in all 4 test cases when compared with the
simple MPC. The losses with conditional curtailment are so low, that they allow cutting
the cost on curtailment in half, making the control policy more brave in situations when the
usage of said control action is justified. By looking at the conditional curtailment results
with half curtailment cost, it can be seen, that it resulted in better upper limit violation
values (with zero values during Summer and Summer Cpvout) and lower relative curtailment
(with a zero value during Winter) when compared with the simple MPC. For this reason, the
MPC policies whose results will be shown in the following all have the conditional curtailment
logic incorporated and use the modified R′

cPV = 0.5RcPV weight matrix in the cost term that
punishes active power limitation losses.

Master of Science Thesis András Zöllner



68 Case Study and Simulation Results

4-6 Results with Constraint and Automatic Voltage Control Relay
Deadband Tightening
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Figure 4-11: Voltage Limit Violations at Buses 0076 and 0796 during the Summer Test Case
using Conditional Curtailment MPC

The results with conditional curtailment MPC still have some limit violations, e.g. a large
lower limit violation area during the Summer test case (Table 4-4 only showed the higher
limit violation area to be zero). By looking at the voltage profiles in Figure 4-11, it can be
seen that these violations happen at the primary substation’s medium voltage buses, mostly
between sampling times of the MPC policy. MPC drives these buses’ voltage magnitudes close
to the lower limit and the disturbances (low voltage consumption, generation and external
grid voltage fluctuation) the control scheme is unaware of, cause the violations. Even though
these primary substation buses do not directly connect customers, the pragmatic approach
of tightening the voltage limits by Vtighten = 0.005 pu and the tightening of AVC relay’s
deadband to V ′

db = 0.006 pu were tried to improve limit violations. The weights on voltage
limit violations were increased to w′

low = w′
high = 50 €/pu with the tightened voltage limits.

These ideas are explained in more detail in Section 3-3 of Chapter 3, and the tuning parameter
selection for this case study is shown in Appendix C of this report. The results are summarized
in Table 4-5.

According to Table 4-5, voltage limit tightening on its own managed to improve the limit
violation areas for the Summer and Summer Slovervolt test cases. On the other hand, the
limit tightening also results in worse voltage RMSE values for all but the winter test case.
When only the AVC relay’s deadband is tightened, the VRMSE metrics become better due to
the AVC relay being able to perform some justified tap changes earlier that are supposed to
happen between the sampling time instants of the MPC policy. The limit violation areas do
not improve, as the deadband could not be made tight enough such that the AVC relay is
able to react to the disturbances that caused the limit violations at the primary substation’s
medium-voltage buses. When limit and deadband tightening is applied at the same time,
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Table 4-5: MPC Results with Voltage Constraint (Ctighten) and AVC Relay Deadband
(Dbtighten) Tightening, and their Combination (Cdbtighten)

Test Case
No Tightening Ctighten Dbtighten Cdbtighten
VRMSE

pu
Aviol
pu · s

VRMSE
pu

Aviol
pu · s

VRMSE
pu

Aviol
pu · s

VRMSE
pu

Aviol
pu · s

Summer 0.005489 7.058 0.006005 0.866 0.005430 7.266 0.005874 0.744
Winter 0.004186 0.300 0.004186 0.300 0.004121 0.300 0.004121 0.300
Summer

Slovervolt 0.006095 2.304 0.006262 0.475 0.006052 2.304 0.006197 0.338

Summer
Cpvout 0.004534 0.148 0.004556 0.148 0.004460 0.352 0.004482 0.352

the VRMSE results are between the values that could be obtained when the two ideas were
applied separately. This combination also resulted in the best Aviol values for the Summer
and Summer Slvoervolt test cases, and the second best Aviol value in the Summer Slovervolt
test case. For the Winter test case, the limit violation area remained unaffected by all ideas
tried here.

4-7 Results with the Incorporation of Ideal Future Knowledge

The previous two subsections focused on the achievable results and possible improvements
for realistically implementable MPC policies. The results presented in this section on the
other hand will focus on the best possible results that are achievable with MPC-based voltage
control. The first step towards these ideal results is to increase the sampling time of the
simulated MPC policy to Ts,idMPC = 1 minute from the original Ts,MPC = 4 minutes, as the
sampling time of the highest resolution profile data is also 1 minute. This way, the MPC
policy is able to react to the changes of disturbances almost as soon as they happen (after the
1 second time step of the simulation). The results with decreased sampling time conditional
curtailment MPC policy (with no future knowledge yet) are given in Table 4-6.

Table 4-6: Conditional Curtailment MPC Results with 1 min Sampling Time and No Future
Knowledge

Test Case VRMSE
pu

Aviol
pu · s

pcur
%

Ntc
taps

TMPC,max
s

Summer 0.005219 0.091 0.057 86 2.125
Winter 0.003831 0.014 0.000 61 2.625

Summer Slovervolt 0.005875 0.025 1.532 48 3.125
Summer Cpvout 0.004147 0.005 0.094 68 2.375

It can be seen that the MPC is able to achieve much lower limit violation areas and very good
voltage RMSE values, once the control policy’s sampling time is decreased. The curtailment of
PV plants is also very low, however, the number of tap changes is much higher compared to any
previously shown results, as the MPC tries to use the OLTC to counteract every disturbance,
even if they only cause problems for brief time periods. The maximum computation times
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of the policy are way below the controller’s 1 minute sampling time, even in the Summer
Slovervolt case, which resulted in the highest value of 3.125 seconds.
It has to be noted that, for a fair comparison, increasing the sampling time of the CC controller
to 1 min in the CCAPC was also tried, however, it did not have a serious effect on the metrics
of the scheme. The metrics actually got slightly worse due to some uncoordinated behavior
of the CC and APC schemes, which happened as the two control scheme’s sampling times
were closer to each other, and the CC scheme was more sensitive to quick disturbances.
In order to further improve the metrics of the MPC policy which had the ideally fast sam-
pling times, the MPC policy was made aware of the future fluctuations in generation and
consumption in low voltage areas, as well as future changes in the external grid’s voltage. In
order to incorporate these future disturbances into the predicted voltages, the studied grid’s
voltage magnitude sensitivities to power injections from low-voltage customers and to the
external grid’s voltage changes also have to be calculated before solving the cost function
minimization. Surprisingly the first results were worse than the ones in Table 4-6, especially
in terms of total voltage limit violation areas. This could be attributed to three main reasons:

• "Intersample Ignorance": The phenomenon which was named here "intersample
ignorance" is caused by the fact that the control actions take effect at the beginning
of the MPC policy’s sampling time interval, while the ∆Vdist(k) change in disturbances
only takes effect at the end of said interval (right before sampling time instant k + 1).
In case the controller knows that large disturbances are about to take effect, it chooses
actions to counteract them, which might cause limit violations before said disturbance
takes effect. An example of a captured intersample ignorance phenomenon is illustrated
in Figure 4-12 with annotations for easier understanding. To counteract the effect of
this phenomenon, the midpoint (intersample) voltages are also modeled and subjected
to voltage limits in the MPC policy’s optimization problem. The accurate midpoint
voltages are modeled with the help of Mixed Integer Linear (MIL) constraints and the
introduction of extra continuous and binary decision variables into the problem. For
more details see Section 3-4 of Chapter 3.

• "AVC Confusion": The phenomenon named here "AVC confusion" is basically an
unwanted intersample tap change, that causes very brief limit violations, as illustrated
in Figure 4-13. The cause of the unwanted tap change is a wrong Vset adjustment,
as this setpoint is always set to the 1-step ahead predicted Vmeas voltage to keep the
relay at rest. With the incorporation of future knowledge, the predicted Vmeas value
already contains the ∆Vdist(k) disturbance, which hasn’t taken its effect at the time of
the relay’s setpoint adjustment. This causes a mismatch between the relay’s setpoint
and measured voltage, which eventually leads to the undesired tap change. To mitigate
this phenomenon, the AVC relay will be deactivated, and the MPC with its increased
sampling time will be the sole controller responsible for voltages in the studied grid.

• Slightly Weak Voltage Limits: This reason was only responsible for some very
minor limit violations. To eliminate this problem, the increased violation weights of
w′

low = w′
high = 50 €/pu were used, similarly to the case of voltage limit tightening.

This leads to an MPC policy with integer taps, conditional curtailment, 1 minute sampling
time, knowledge of future disturbances, incorporated midpoint voltage dynamics and deacti-
vated AVC relay, which resulted in the metrics shown in Table 4-7. The tuning parameters of
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Figure 4-12: Illustration of the "Intersample Ignorance" Phenomenon, Captured during the
Summer Test Case

said policy used in this case study are given in Appendix C. In terms of voltage limit violation
areas, these are the best results in any of the test cases, more specifically the control policy
was able to completely eliminate limit violations, except for the Summer Slovervolt case. The
VRMSE values are low in all four test cases, and the curtailment and tap change metrics are
both acceptable. It can be seen that the incorporation of future knowledge reduced the num-
ber of tap changes, compared to the MPC with 1 minute sampling time that did not have
knowledge of the future. As far as computation times are concerned, this policy resulted in
the highest values so far, which could likely be attributed to the fact that extra continuous
and binary decision variables had to be introduced to model midpoint voltages, which made
the problem of cost function minimization larger. The longest computation time of 4.703
seconds was measured during the Summer test case; this value is still way below the 1 minute
sampling time of the MPC policy.

Table 4-7: Conditional Curtailment MPC with 1 minute Sampling Time, Future Profiles, Incor-
porated Midpoint Dynamics, and Deactivated AVC Relay

Test Case VRMSE
pu

Aviol
pu · s

pcur
%

Ntc
taps

TMPC,max
s

Summer 0.005421 0.000 0.375 50 4.703
Winter 0.003963 0.000 0.000 47 4.016
Summer

Slovervolt 0.005984 0.159 1.452 40 4.281

Summer
Cpvout 0.004307 0.000 0.165 42 4.422
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MPC �me step k MPC �me step k+1
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Figure 4-13: Illustration of the "AVC Confusion" Phenomenon, Captured during the Summer
Test Case

This ideal assumption of knowing future disturbances over the course of the prediction horizon
and incorporating them into the MPC policy also gives the opportunity to test the accuracy of
the sensitivity matrix based prediction model for the grid’s slow voltage dynamics. The 1 time
step ahead prediction error (RMSE) was calculated for the monitored voltage magnitudes at
each sampling time step of the MPC in all 4 test cases. Results are shown in Figure 4-14. For
easier interpretation, the RMSE for the whole simulated interval was also calculated in all
cases, Summer: 0.000299 pu, Winter: 0.000344 pu, Summer Slovervolt: 0.000420 pu, Summer
Cpvout: 0.000298 pu. It can be seen that these results are all at least an order of magnitude
lower than the best achievable VRMSE values shown in Table 4-7. Figure 4-14 shows that even
the largest voltage prediction RMSE values, which are slightly above 0.004 and only happen
occasionally are lower than most VRMSE values achieved by the controllers. This proves that
the sensitivity matrix based model is a good choice for voltage prediction in MPC-based grid
voltage control schemes.
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Figure 4-14: 1-step Ahead Voltage Prediction RMSE Values of the Sensitivity Model

4-8 Comparison of Uncoordinated and Model Predictive Control
Schemes

In order to better show the differences between the uncoordinated (CCAPC) and the MPC
schemes, the metrics of the following 3 controller’s results will be compared in this section:

• CCAPC: Current compounding applied at the primary substation with a 4 minutes
sampling time. The three curtailable PV plants are fitted with local active power
curtailment controllers, all operating with a sampling time of 10 seconds.

• Realistic MPC: MPC policy that uses conditional curtailment and tightened voltage
constraints (half curtailment weights, 5-fold increase in voltage limit violation weights).
The policy is implemented with a sampling time of 4 minutes. As its name suggests, the
implementation of this policy would realistically be possible in the studied grid section,
as it does not rely on ideal knowledge of future disturbances.

• Ideal MPC: MPC policy, that uses conditional curtailment (with the halved R′
cPV

weight matrix), is aware of future disturbances over the course of the prediction hori-
zon, models and limits midpoint voltages, uses voltage limit violation weights with a 5
fold increase. This policy is implemented with a sampling time of 1 minute, and the
primary substation’s AVC relay was turned off to avoid the previously described "AVC
confusions". As its name suggests, this policy shows what are the best achievable results
with an MPC policy, and the implementation of this controller in its current form, is
not realistic due to its dependence on future information.

In the following, the three compared control policies are referred to as CCAPC, Realistic
MPC, and Ideal MPC in this section.
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Figure 4-15: Comparison of Voltage RMSE Values as a Function of Time

Table 4-8: Comparison of Total Voltage RMSE (VRMSE) Values

Test Case CCAPC Realistic MPC Ideal MPC
Summer 0.007180 pu 0.006005 pu 0.005421 pu
Winter 0.005684 pu 0.004186 pu 0.003963 pu

Summer Slovervolt 0.008000 pu 0.006262 pu 0.005984 pu
Summer Cpvout 0.007065 pu 0.004556 pu 0.004307 pu

The voltage RMSE values of each control policy for each test case are shown in Figure 4-15
as a function of time. It can be seen that the CCAPC scheme gives the highest and the
Ideal MPC the lowest values in all four test cases, and the Realistic MPC gives values in
between. The total VRMSE values calculated for the whole simulated time interval are given
in Table 4-8, and these results show the same trend as the graphs. By further observing
Figure 4-15, it can be seen that except for the Winter Case, the VRMSE values reach their
highest values around noon, due to the large solar production. The Winter case gives the
lowest RMSE results around the same time, as in that case the PV generation helps improve
voltage profiles. In the early morning (between 5:00 and 8:00) and evening (after 20:00) it can
be seen that the CCAPC results are higher in the Summer, Summer Slovervolt and Summer
Cpvout cases. Similar results can be seen for the Winter case at e.g. 15 and 20 hours. This
mismatch between the CCAPC and MPC results could be explained by the crude tuning of
the CC policy’s stairstep function, especially for the cases when there is large consumption
in the studied grid.

The Aviol total limit violation areas can be compared by looking at Figure 4-16. The Ideal
MPC policy clearly excels in this field, as it was completely eliminates limit violations, except
for the Summer Slovervolt test case, where it still managed to produce the best results. The
Realistic MPC has the worst performance from this aspect in 3 of the 4 test cases with the
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Figure 4-16: Comparison of Total Voltage Limit Violation Areas

exception being Winter. The reason behind CCAPC outperforming the Realistic MPC is
the intersample limit violations which still could not be totally eliminated with the tightened
voltage constraints (only reduced).

As far as control actions are concerned the comparison between the pcur relative PV curtail-
ments are shown in Figure 4-17, and the Ntc total number of tap changes can be compared
in Figure 4-18. It can be seen, that no control policy limits PV export during the Winter
test case, which is beneficial. In the other three test cases, the CCAPC always wasted more
power than the two MPC schemes. During the curtailable PV outages, the MPC schemes
were able to adapt to the situation, while the CCAPC just increased curtailment locally (at
cPV3), hence the largest value of 5.596 %. Both MPC schemes use very little curtailment
in these cases. In the Summer and Summer Slovervolt Cases, the Ideal MPC achieves less
curtailment compared to the Realistic MPC. This could be attributed to smaller sampling
times and knowledge of future disturbances. As far as tap changes are concerned, the MPC
policies use the OLTC more (sometimes twice as much) than CCAPC in all test cases, as it
can be seen in Figure 4-18. The reasons behind this are the crudeness of the CC controller’s
stairstep function and the cheapness of tap change actions in MPC policies. The incorpora-
tion of future knowledge seems to cut down on Ntc values, as shown by the values achieved
with ideal MPC. While more tap switchings lead to the faster wear of the OLTC on TR1,
this is forgivable, because ensuring smooth, limit violation free voltage profiles and avoiding
unnecessary curtailments are more important control goals. Knowing this, it can be stated,
that out of the three controllers compared here, the Ideal MPC seems to deliver the best
performance.

Table 4-9 shows the maximum computation times for the two MPC policies. It can be seen,
that the Ideal MPC policy takes longer to compute, due to the extra (binary and continuous)
decision variables, that make the cost function minimization problem larger. It has to be
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Figure 4-17: Comparison of Relative PV Curtailment Values

noted though that even the highest computation time of 4.703 seconds is way below the
1 minute sampling time of the Ideal MPC policy. So, in case good predictions of future
disturbances would somehow be available, the Ideal MPC policy would be implementable for
the studied grid section from a computational point of view. As this is the best-performing
controller out of the 3 compared, research in the field of load, generation and voltage profile
forecasting might be beneficial for grid operators (Stedin in this case). Further research could
also be conducted, on how this policy scales to larger grids, as these controllers here were
only designed for a small section of the actual medium voltage distribution grid of Stedin.

Table 4-9: Comparison of Maximum MPC Computation Times (TMPC,max)

Test Case Realistic MPC Ideal MPC
Summer 2.094 s 4.703 s
Winter 1.875 s 4.016 s

Summer Slovervolt 3.094 s 4.281 s
Summer Cpvout 2.172 s 4.422 s

The CCAPC scheme’s computational times are not shown in Table 4-9 as these values are
negligibly small when compared with MPC policies. For this reason, they were not measured
during the simulations. Besides the advantage in computational demand, the CCAPC scheme
also comes at a much lower infrastructural cost, as - contrary to centralized MPC - there is
no need for the installation an extensive communication network in the electric grid.

Having the compared metrics of the three controlled schemes it can be clearly seen, that only
the ideal MPC is able to deliver a performance that is objectively better than CCAPC re-
garding the VRMSE, Aviol and pcur performance metrics. The realistically implementable MPC
(without disturbance predictions) is not able to perform better than the simple uncoordinated
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Figure 4-18: Comparison of Tap Changes

CCAPC policy regarding said performance metrics and also results in the most number of
tap changes in all 4 test cases. This means that an MPC-based voltage control scheme should
only be considered for the studied grid section, in case accurate forecasts are available for the
disturbance quantities. Even in that case, the computational demands, extra tap changes,
and infrastructural costs of deploying said policy should be assessed in more detail.

4-9 Conclusions

This chapter focused on presenting the case study that was conducted as part of the MSc
project. The first three sections presented the building blocks that were necessary to conduct
the simulations of the studied control policies. The rest of the chapter focused on the results
achieved by the different voltage controllers that were considered in this MSc project.

The first section gave a very brief overview of academic benchmark grids, and stated, that this
study uses a small section of an actual medium voltage Stedin distribution grid, in order to
specifically demonstrate how the control policies would act in the company’s networks. Then
the most important characteristics of the studied grid were presented, including its structure,
means to influence voltages, and sources of disturbances.

The second section showed the Python-Powerfactory co-simulation framework in which the
simulations of this study were conducted. This simulation framework is based on the coop-
eration of a grid model stored in PowerFactory and several Python scripts and was created
to better focus on the grid’s slow voltage dynamics. The data exchange between different
software, and the working principle of the simulation’s main Python script were explained in
detail.

The third section focused on the profile data collected for the simulations and the test cases
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that were constructed using them. The profile data was based on real-life measurements.
The generation and load profiles of customers in low voltage areas were only available with
an hourly resolution and were interpolated to 5 minutes using a SRGAN-based method found
in the literature. The four constructed test cases were: a typical summer day (Summer), a
typical winter day (Winter), the typical summer day with overvoltage at the external grid
connection (Summer Slovervolt), and the typical summer day with 2 out of 3 large curtailable
PV plants out of operation (Summer Cpvout).

From the fourth to the eighth section of this chapter, the simulations’ numerical results are
presented. The fourth section contains results for the base cases (when only the central sub-
station’s AVC relay acted based on one voltage measurement) and the results for the CC and
CCAPC controllers. These results were needed as the designed MPC policies need to be com-
pared against a baseline and alternative control methods. The fifth section showed the results
with simple MPC and justified the usage of integer variables in the optimization problem for
tap positions, as they resulted in better performance and an acceptable increase in computa-
tional demand. The section also showed conditional PV curtailment results, more specifically
how it helped with avoiding unnecessary energy waste, especially during the Winter test case.
For this reason, integer tap positions and conditional curtailment were applied by default in
any subsequent control policies shown. The sixth section shows the results of two ideas, that
were tried to lessen the problem of intersample limit violations: the tightening of voltage con-
straints and the tightening of the AVC relay’s deadband. The voltage limit tightening seemed
to work better. The seventh section showed how ideal MPC performance could be achieved,
firstly by increasing the sampling time and secondly by incorporating knowledge about future
disturbances into the MPC policy. To avoid undesired intersample phenomena, intersample
voltages had to be modeled and subjected to limits, and the AVC relay of TR1 had to be
activated. The eight section compared CCAPC to a realistically implementable and an ideal
MPC policy. Several metrics were visualized and compared. The MPC policies had better
performance in terms of voltage smoothness, voltage limit violations, and relative PV curtail-
ment. The ideal MPC demonstrated the potential gains, one could get from investing more
research into forecasting algorithms on generation, load and voltage profiles. The CCAPC
scheme used fewer tap changes, and it also came with the benefit of less computational and
infrastructural costs.
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Chapter 5

Conclusions

This chapter concludes the report, presents the most important aspects of this MSc project,
and provides ideas for improving the given work during future research. The first section gives
a short summary of the project. In the second section, the findings of this thesis are listed
and the research questions, formulated in the first chapter’s problem statement are answered.
The last section lists possible directions for future research.

5-1 Summary

This project investigated the application of Model Predictive Control (MPC) to the problem
of voltage regulation in active medium voltage distribution grids. The relevance of the topic
could be backed by the increasing installed photovoltaic (PV) and other renewable generation
capacity, which due to their smaller scale and localized nature is usually connected to dis-
tribution grids. The increased generation capacity in distribution grids causes more voltage
problems with conventional voltage control schemes, so research on new control approaches
is necessary. Voltage control is more challenging in electric networks that have lines with
high R/X ratios, as nodal voltages mainly depend on active power flows and reactive power
injection is ineffective in counteracting voltage disturbances. Underground cable networks,
typical in Western European electricity distribution networks, usually have high R/X ratios.
The installed PV and other renewable capacity shows a growing tendency in the Nether-
lands, including the networks of Stedin, a Dutch Distribution System Operator (DSO), who
supported this project.

The following voltage control schemes were studied in the project: In order to compare MPC
with simpler (easier to implement) schemes, Current Compounding (CC) and its combination
with local Active Power Curtailment (APC) were simulated. These controllers were selected
as at the time of writing this thesis, Stedin is having success using a CC policy and plans
to increase the controllability of large PV plants. The planned model predictive control
policies all used a quadratic cost function, with linear equality and inequality constraints. The
inequality constraints came from the hard physical limitations of control actions, and the soft
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limits of voltage magnitudes. Soft voltage magnitude limits were used to ensure the feasibility
of the cost function minimization problem at all times. The linear equality constraints came
from using the sensitivity matrix-based model for grid voltage prediction. This required
the calculation of sensitivity matrices at every sampling time step of the MPC policy. The
question whether the discreteness of On-Load Tap Changer (OLTC) mechanisms should be
considered in the MPC policy (in the form of integer decision variables) was investigated. The
application of a conditional curtailment logic (similar to local APC controllers) was tested
in MPC policies, in order to avoid unnecessary wasting of valuable energy. This logic was
described and incorporated in the MPC’s optimization problem with the help of Mixed Integer
Linear (MIL) constraints, which to the author’s best knowledge was being done for the first
time and therefore is one of the contributions of this MSc project. Two simple, realistically
implementable, ideas were tested to improve the intersample voltage limit violation problems
of MPC: voltage limit tightening and Automatic Voltage Control (AVC) relay deadband
tightening. The idea of incorporating knowledge on all future disturbances was also tested,
which to the author’s best knowledge is also something that was being done for the first time,
therefore this idea is also a contribution of this thesis. Unwanted intersample phenomena were
observed with this approach, and two necessary measures were introduced to counteract these:
the incorporation of midpoint voltage magnitudes and the deactivation of the AVC relay. This
direction showed the importance of research on profile forecasting algorithms. Finally, the
performance of three control schemes was compared: the easy-to-implement, uncoordinated
CCAPC, a more realistically implementable MPC and an MPC operating in ideal conditions
(with access to accurate forecasts).

The results of this project were produced with the help of numerical simulations. A section of
a real Stedin medium-voltage grid was selected and after some slight modifications (addition
of extra PV plants), the performance of different voltage control schemes was compared. The
studied grid carried the typical characteristics of a Dutch medium voltage distribution grid, as
it was an underground cable network with relatively large R/X ratios. The means to influence
voltage magnitudes were: the primary substation transformer’s OLTC and the active power
limitation of large PV plants. The simulations were conducted with the help of DIgSILENT
Power Factory, a commercial power system modeling software, and Python, a general-purpose
programming language. PowerFactory and the written Python scripts exchanged data using
the DIgSILENT Python API. The created simulation framework made the simulation of slow
grid voltage dynamics possible. The profile data used in the simulations were based on real
Stedin measurements, which were available with either 1 minute or 1 hour sampling times. The
profile data with the 1 hour sampling time was interpolated to 5 minute sampling time with
the help of a Super Resolution General Adversarial Network (SRGAN) based interpolation
model, found in the literature under [100]. To the author’s best knowledge, this is the first
time this interpolation method was used in order to increase the accuracy of profile data in
a model predictive voltage control study. The numerical simulation based case study with
the added novelty of the SRGAN-based interpolation is the third contribution of this MSc
project.

5-2 Overview of Findings and Answers to the Research Questions

In the author’s opinion, the most important findings of this MSc project were the following:
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• The consideration of integer tap positions is necessary during the cost function mini-
mization of the MPC policies, as it results in significantly better performance (when
compared with a continuous approximation), even though the computational costs grow
when using integer optimization.

• A conditional curtailment logic can be incorporated into MPC-based voltage control
strategies, which is similar to the conditional curtailment logic of local APC controllers.
Curtailment of a PV plant is only allowed if its local voltage magnitude is above a
tuneable critical value. The formulation of this logic in the MPC policy’s minimization
problem can be done with the introduction of extra binary decision variables and MIL
constraints. This logic helps avoid unjustifiable PV curtailment, and therefore it helps
with saving energy.

• The benefits of incorporating knowledge on future disturbances into MPC policies, and
hence the importance of research on forecasting these quantities were shown. Two
important intersample phenomena were observed, that caused unwanted voltage limit
violations. The problem of the MPC policy being unaware of intersample voltages
("intersample ignorance") can be solved with the modeling and limitation of midpoint
(intersample) voltage magnitudes, which can be done with the help of binary variables
and MIL constraints. Unwanted tap changes could occur due to the wrong setpoint
adjustment of the AVC relay ("AVC confusion"). To eliminate this phenomenon, the
AVC relay can be deactivated, when ideal future knowledge MPC policies are used, as
the sampling time of said policies is lower anyway.

In Chapter 1, two research questions were formulated, for which the following answers can
be given, based on the results and findings of the work presented in the previous chapters of
this report:

• How can complex distribution networks (like Stedin’s medium voltage dis-
tribution networks) be modeled and simplified to be effectively used with
MPC-based voltage regulation?

This question has already been mostly answered by the literature survey as most studies
found on the topic of model predictive grid voltage regulation used the grid’s sensitivity
model to predict future voltages of the network [6, 103, 75, 64, 62, 54, 30, 31]. For
this reason, the MPC policies that were considered in this MSc project also used the
sensitivity matrix-based model. This establishes a linear relationship between the net-
work’s nodal voltage magnitudes and the changes in control actions and disturbances.
The popularity of the model likely lies behind the fact that this linear relationship looks
similar to the state equation of a discrete-time linear system, for which it is easiest to
create model predictive controllers. Due to the model’s linearity, the prediction model
only adds linear equality constraints to the MPC’s cost function minimization, and
hence does not spoil said optimization problem’s convexity. The model’s parameters,
the grid’s sensitivity matrices, come from the linearization of the power flow equations.
Due to the nonlinear nature of said equations, the sensitivity model is only accurate
in the close vicinity of the current point of operation. For this reason, the sensitivity
matrices were re-calculated at every sampling time step of the MPC policy, using the
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built-in tools of PowerFactory (the simulation software of choice). MPC scheme that
did not incorporate future knowledge needed access to the voltage magnitudes’ sensitiv-
ity matrices to TR1’s tap changes, and to the active power injection of curtailable PV
plants. It was also shown with simulations, that in order to get a good performance with
MPC, the discreteness of the primary substation transformer’s OLTC should be consid-
ered in the cost function minimization problem, making it an Mixed Integer Quadratic
Programming (MIQP) problem from an optimization point of view. The usage of in-
teger variables in optimization problems comes with extra computational demands as
opposed to the continuous approximation approach. When knowledge of future distur-
bance profiles was also assumed, the monitored voltage magnitudes’ sensitivities to the
external grid’s voltage fluctuations and to the power injection of low-voltage customers
were also required. These calculations add to the MPC polices’ computational demands.
In the future other sensitivity calculation methods (e.g. the enhanced Z-bus [64]), and
their effect on the controller’s performance and computational cost could be explored.
The inclusion of ideal future knowledge in the MPC policy allowed the testing of the
sensitivity matrix-based grid model’s prediction capabilities. The average root mean
square errors of the 1-step ahead predicted voltages were at least an order of magnitude
lower than the average voltage RMSE values achieved with the best control scheme (the
Ideal MPC). Even the occasional peak prediction errors, were lower or comparable to
the the voltage RMSE values of said controller.

• How effective is a MPC-based voltage control policy in mitigating the volt-
age disturbances caused by load, DG, and external grid voltage variation in
an active MV distribution grid?

The answer to this question lies in the comparative results of the CCAPC, Realistic
MPC, and Ideal MPC schemes, presented in Section section 4-8 of Chapter 4. By
looking at the VRMSE voltage root mean square error results, it can be seen, that the
Ideal MPC scheme resulted in the smallest (best) values followed, by the results of the
Realistic MPC, and finally CCAPC. This means that the two MPC schemes are able
to produce smoother voltage profiles, i.e. more nodal voltages are closer to the nominal
value of 1 pu, for longer times. As far as the Aviol total voltage limit violation areas
are concerned, only the Ideal MPC scheme seems to deliver better results than the
uncoordinated CCAPC scheme, which means that the inclusion of future disturbance
profiles is needed to perform better than a simpler scheme: The Ideal MPC scheme
was able to completely eliminate all limit violations in 3 of the 4 test cases, and also
result the smallest total limit violation area in the Summer Slovervolt test case, when
no control scheme was able to completely eliminate overvoltages. This happened due
to TR1’s OLTC hitting its upper limit, i.e. due to the loss of important control action.
As far as the Realistic MPC’s limit violations are concerned, they were the highest
values in 3 of the 4 test cases, and the second highest in the fourth (Winter) case,
even though the voltage limits were tightened in order to decrease limit violations with
this scheme. All in all, the results show that only the ideal MPC scheme is truly
more effective than CCAPC against the effects of the disturbances (loading, distributed
generation, and external grid voltage variation) in the studied grid. This means that
the implementation of an MPC-based voltage control scheme should only be considered
for the studied grid, in case accurate short-term forecasts are possible to be obtained
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for the mentioned disturbance quantities. On the other hand, the studied grid was able
to accept PV power with less severe voltage limit violations using both CCAPC and
MPC-based schemes, compared to the base (simple AVC relay only) test cases. This
means that the application of either voltage control scheme helped improve the grid’s
PV hosting capacity, and therefore they could both be considerable alternatives to grid
reinforcement.

5-3 Future Research Directions

Considering the work and results shown in this report, the following directions could be
considered for future research:

• Gathering profile data with higher temporal resolution and doing more simulations
using them. This way, more accurate insight could be gained into the performance of
the studied control policies, and the drawn conclusions would be based on simulations
that reflect the dynamic performance of the real grid. Having profile data with higher
temporal resolution for the low-voltage customers’ generation and low profiles would
eliminate the need to use the SRGAN interpolation method. Extra profile data would
also allow the construction of more diverse test cases, as the currently studied four test
cases were only based on the profiles of two days (one recorded during the winter and
one recorded during the summer).

• Creating a more detailed dynamic model and higher accuracy simulations (e.g. RMS
or EMT simulations) for the studied grid. This would give further insight whether the
simplifications used in the constructed simulation framework are valid or not.

• Exploration of the grid’s storage capabilities, and their incorporation into the MPC
policy, as it would provide a better control action alternative to PV curtailment when
dealing with overvoltages. The energy which would be lost with regular PV curtailment,
could be injected into the grid later when it would no longer contribute to overvoltage
events. At the time of writing this thesis, Dutch DSO companies are forbidden from
installing battery energy storage systems into their grids, and have restricted control
abilities over the connected batteries, as these actions would interfere with the energy
market. For this reason, alternative storage capabilities such as smart electric vehicle
charging stations, and the heat storage of buildings with controlled heat pumps could
be considered. Starting points for this direction could for example be [107, 6, 62, 54].

• Studying the reactive power capabilities of distributed generation units. Even though
the grid’s nodal voltages have very little sensitivity to reactive power flows, the studied
grid’s reactive power import could be minimized with the coordination of the reactive
power injection capabilities of distributed generation units, such as PV plants. This
would improve the DSO’s power factor, and make the company a better customer for
the Transmission System Operator (TSO) that provides external high voltage grid con-
nections.

• Measuring, predicting, and limiting currents that flow in the cables. Currently, the stud-
ied grid’s installed PV capacity does not necessitate active overload control, however,
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if MPC policies were able to account for this, the installed PV (and other distributed
generation) capacity could be increased, making the grid less dependent power import
from the external grid.

• Studying the short-term generation, load, and external grid voltage profile forecasting
models/algorithms. The simulations have clearly shown the benefits of incorporating
future knowledge on these quantities into the MPC policy. In those cases, however, exact
knowledge was assumed on said disturbance profiles over the course of the prediction
horizon. It would be interesting to see, how well the MPC policy would perform with
realistically obtainable forecasts on said disturbance quantities. Starting points could
for example be [29, 37, 106, 20, 39, 56].

• Exploring the usage of a commercial solver, such as Gurobi [45] for the cost function
minimization problem. Right now, the cost function minimization problems are handed
by the Mindtpy toolbox in Python, which decomposes the problem into Mixed Integer
Linear Programming (MILP) and Nonlinear Programming (NLP) subproblems which
are solved iteratively one after another. The decompositions and subsequent solver calls
for the MILP and NLP subproblems are handled in Python which makes the whole
process slow. With the usage of a fast commercial solver capable of handling the MIQP
problems as they are, it is suspected that lower computation times could be achieved
for the MPC policies.

• Exploring the usage of different sensitivity computation algorithms, such as the en-
hanced Z-bus method, that promise faster sensitivity computations. Starting points
could for example be [63, 59, 75].

• Scaling the developed MPC policies for the actual grid, on which the studied grid of this
project was based. It could be checked whether the policies are still computationally
feasible with the large medium voltage grid.

• Developing a systematic tuning method for the MPC schemes. In this study, the MPC
policies were hand-tuned, iteratively, using many subsequent simulations, which was
a time-consuming procedure. It would be beneficial to develop a systematic approach
that would also scale well to larger grids, as it would make the deployment of the control
scheme much easier. A good starting point would be [36], as the authors of that paper
give a systematic method to tune the weights in a linear cost function of a hybrid
MPC-based emergency voltage control scheme.

• The tuning of the CC and local APC controllers is kept deliberately simple for easier
reproducibility. Finding their optimal tuning and seeing how much it improves the
performance of these simple uncoordinated controllers would also be interesting to see.

• Investigating the performance of the studied MPC policies when combined with a grid
state estimator. All MPC policies in this study assumed full knowledge of the controlled
grid’s state which is only realistic with very small power systems. In practice, this full
knowledge of the grid’s state is obtained by using state estimators, which need time
to converge and could corrupt the performance of the model predictive controllers. A
starting point could for example be [43].
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• Checking the performance of the studied controllers, especially the two contribution
ideas of conditional curtailment and incorporation of ideal future knowledge on academic
benchmark grids (e.g. CIGRÉ MV [10]). This would ensure better comparability with
other similar voltage control schemes that can be found in the literature.
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Appendix A

Parameters of the Studied Grid

This appendix chapter contains the detailed data of the studied grid, that was used in the
numerical simulations of this study. For ease of interpretation, the grid’s single line diagram
is also shown here in Figure A-1. The nominal line-to-line voltages of the different busbars
are given in Table A-1. The parameters of the lines are given in Table A-2, with the referred
cable types described in Table A-3. The two high-voltage to medium-voltage (HV/MV)
transformers, more specifically TR1 and TR2 of the primary substation are described in
Table A-4. The relevant parameters of the a-eberle REG-D [2] Automatic Voltage Control
(AVC) relay used at the primary substation are shown in Table A-5. The curtailable PV
plants are described in Table A-6. The nominal generation and consumption of MV load
elements (that describe low-voltage customers) are given in Table A-7 alongside the power
factors, and the MV/LV transformers’ parameters are listed in Table A-8. The load elements
are described in Table A-9, and the external (high-voltage grid connection), which acted as
the slack bus in the studies is described in Table A-10.
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Figure A-1: Single Line Diagram of the Studied Grid
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Table A-1: Busbar Data

Name Nominal Voltage [kV] Name Nominal Voltage [kV] Name Nominal Voltage [kV]
B2266 50 B8051 13 B4479 13
B2283 50 B8626 13 B9342 13
B0076 13 B0997 13 B9624 13
B0796 13 B9051 13 B5390 13
B9292 13 B0114 13 B7014 13
B4560 13 B6140 13 B3907 13
B2060 13 B0826 13 B7333 13
B2694 13 B1304 13

Table A-2: Line Data

From To Type Laying Length [km]
B0796 B2694 3x 95 Cu GPLK 12.5 Ground 5.382
B2694 B9292 3x 25 Cu GPLK 12.5 Ground 1.538
B9292 B4560 3x 95 Cu GPLK 12.5 Ground 0.384
B4560 B2060 3x 95 Cu GPLK 12.5 Ground 0.959
B2694 B8051 3x 50 Cu GPLK 12.5 Ground 0.482
B8051 B8626 3x 50 Cu GPLK 12.5 Ground 0.404
B8626 B0997 3x 50 Cu GPLK 12.5 Ground 0.243
B0997 B9051 3x 50 Cu GPLK 12.5 Ground 0.315
B9051 B0114 3x 50 Cu GPLK 12.5 Ground 0.431
B2694 B6140 3x 50 Cu GPLK 12.5 Ground 0.466
B6140 B0836 3x 35 Cu GPLK 12.5 Ground 0.575
B0836 B1304 3x1x150 Al XLPE 12/20 trefoil Ground 0.653
B1304 B4479 3x 35 Cu GPLK 12.5 Ground 0.458
B4479 B9342 3x 35 Cu GPLK 12.5 Ground 0.297
B9342 B9624 3x 95 Cu GPLK 12.5 Ground 0.372
B9624 B5390 3x 95 Cu GPLK 12.5 Ground 0.823
B5390 B7014 3x 95 Cu GPLK 12.5 Ground 1.373
B7014 B3907 3x 35 Cu GPLK 12.5 Ground 1.351
B3907 B7333 3x 25 Cu GPLK 12.5 Ground 1.659

Table A-3: Cable Types

Type R′ [Ω/km] X ′ [Ω/km] B′ [µS/km] Inom [kA]
3x 25 Cu GPLK 12.5 0.810 0.113 59.690 0.110
3x 35 Cu GPLK 12.5 0.579 0.107 69.115 0.135
3x 50 Cu GPLK 12.5 0.430 0.100 72.257 0.145
3x 95 Cu GPLK 12.5 0.220 0.091 91.106 0.220

3x1x150 Al XLPE 12/20 trefoil 0.205 0.125 75.398 0.290

Master of Science Thesis András Zöllner



90 Parameters of the Studied Grid

Table A-4: HV/MV Transformer Data (TR1 and TR2)

Rated apparent power Srated [MVA] 31.5
Nominal high voltage VHV,nom [kV] 50.25

Nominal low voltage volVLV,nom [kV] 13
Short circuit voltage Vshort [%] 14.23

Copper losses PCu [kW] 83
Vector group YNd11

Tap side HV
Min/nominal/max tap [−] 1/13/25

Turn ratio change / tap [%] 1

Table A-5: AVC Relay Data: a-eberle REG-D [2]

Parameter Interpretation Value Unit
Ki Integrator gain -1.667 tap/pu
Vdb Deadband 0.01 up

Table A-6: Curtailable PV Plant Data

Name Nominal Active Power [MW] Power Factor [-]
cPV1 0.7 1
cPV2 0.7 1
cPV3 0.7 1

Table A-7: MV Load Data (Lumped LV areas)

Name Transformer Type Pl,nom [MW] pf l [-] PP V,nom [MW] pfP V [-]
MVL6006 13/0.4kV 250kVA 0.144 0.98 ind 0.1 1
MVL6009 13/0.4kV 250kVA 0.144 0.98 ind 0.1 1
MVL6032 13/0.4kV 1000kVA 0.576 0.98 ind 0.1 1
MVL6035 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6020 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6021 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6028 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6023 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6026 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6013 13/0.4kV 300kVA 0.173 0.98 ind 0.1 1
MVL6010 13/0.4kV 630kVA 0.363 0.98 ind 0.1 1
MVL6004 13/0.4kV 400kVA 0.23 0.98 ind - -
MVL6002 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6027 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6003 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6034 13/0.4kV 400kVA 0.230 0.98 ind 0.1 1
MVL6017 13/0.4kV 150kVA 0.086 0.98 ind 0.1 1
MVL6014 13/0.4kV 630kVA 0.3692 0.98 ind - -
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Table A-8: MV/LV Transformer Data

Type
(VMV,nom/VLV,nom Srated) Vshort [%] PCu [kW]

13/0.4kV 150kVA 4 2.1
13/0.4kV 250kVA 4 2.8
13/0.4kV 300kVA 4 3.3
13/0.4kV 400kVA 4 4.0
13/0.4kV 630kVA 4 5.4
13/0.4kV 1000kVA 6 9.9

Table A-9: Load Data

Name Pl,nom [MW] pf l [-]
L7419 0.15 0.98 ind

Table A-10: External Grid (Slack Bus) Data

Nominal Voltage Magnitude [pu] Voltage Phasor Angle [°] Sk [MVA] R/X [-]
1 0 750 0.1
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Appendix B

Profile Data Used in the Simulations

This appendix chapter contains the profile data that was used in the numerical simulation of
the MSc project. All the data is based on real measurements of Stedin.

B-1 External Grid Voltages

The high voltage external grid connection’s voltage profiles recorded during the Summer and
Winter days are shown in Figure B-1. The data was recorded with a 1 min sampling time.
It can be seen that the voltages are above the nominal 1 pu, for the whole day, with both
profiles, which is likely caused by the fact that the high voltage grid connects a large wind
farm close to the studied medium voltage grid’s external connection.

0 5 10 15 20 25
Time [h]

1.05

1.06

1.07

1.08

1.09

Vo
lta

ge
 [p

u]

Slack Bus Voltages
Winter
Summer

Figure B-1: Profiles for the External High-Voltage Grid Connection’s Voltage Magnitude
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B-2 Load Profiles

The load profiles for the low-voltage consumers are shown in Figure B-2 for the Summer, and
in Figure B-3 for the Winter day. These measurements were recorded with 1 hour sampling
times and interpolated to 5 minute data points using the SRGAN method of [100]. It can
be seen that in both cases, loading is heavier during the evening. The winter loadings are in
general higher than the summer values.
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Figure B-2: Summer Load Profiles
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Figure B-3: Winter Load Profiles
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B-3 Household (Low-Voltage) Solar Generation

The generation profiles for the household solar cells of low-voltage customers are shown in
Figure B-4 for the Summer, and in Figure B-5 for the Winter day. These measurements
were recorded with 1 hour sampling times and interpolated to 5 minute data points using the
SRGAN method of [100]. It can be seen that photovoltaic (PV) generation is only available
during the day (when loading is low), and that much more energy is produced during Summer.
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Figure B-4: Summer Generation Profiles of Household (Low-Voltage) Solar Panels

6 8 10 12 14 16 18 20
Time [h]

0.000

0.005

0.010

0.015

0.020

0.025

0.030

P 
[M

W
]

Low-voltage PV generation profiles
LVPV 6023
LVPV 6020
LVPV 6003
LVPV 6035
LVPV 6006
LVPV 6010
LVPV 6017
LVPV 6028
LVPV 6032
LVPV 6009
LVPV 6021
LVPV 6002
LVPV 6013
LVPV 6027
LVPV 6034
LVPV 6026

Figure B-5: Winter Generation Profiles of Household (Low-Voltage) Solar Panels
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B-4 Curtailable Solar Plants

The generation profiles for the large curtailable solar plants that directly connect to the
medium-voltage grid are given in Figure B-6 for the Summer day, and in Figure B-7 for the
Winter day. These are based on different daily profiles of a large solar park that connects
to Stedin’s grid. The data was recorded with 1 minute sampling time. It can be seen, that
during the summer day, the generation is capped at a maximum value, as the inverter of the
PV park that served as the basis of these profiles reached its peak power capabilities. It can
also be seen, that a lot less power is being produced during the Winter day.
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Figure B-6: Summer Generation Profiles of Curtailable Solar Plants

6 8 10 12 14 16 18 20
0.00

0.05

0.10

0.15

P 
[M

W
]

cPV1

6 8 10 12 14 16 18 20
0.00

0.05

0.10

0.15

0.20

P 
[M

W
]

cPV2

6 8 10 12 14 16 18 20
Time [h]

0.00

0.05

0.10

0.15

0.20

P 
[M

W
]

cPV3

Curtailable PV generation profiles
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Appendix C

Tuning of the Control Policies in the
Case Study

This appendix chapter gives the tuning parameters of the control policies that were used
in the case study conducted as part of this MSc thesis. Besides giving the values of said
parameters it is also briefly explained how said values were obtained, usually in the form of
an iterative procedure using many subsequent simulations.

C-1 Simple Model Predictive Voltage Controller

The simple Model Predictive Control (MPC) policy is applied to the studied grid with the
chosen Ts,MPC sampling time of 4 minutes as shown in Table C-1. The profile data in the
simulations was available with 5 minute and 1 minute temporal resolutions, so by selecting
this sampling time of 4 minutes there are intersample phenomena to be observed, while the
controller’s actions only coincide with profile data changes every 20 minutes, making the
simulations more realistic. With this sampling time, there is also plenty of time to solve the
optimization problem of the cost function minimization. The rest of the tuning parameters
for the simple MPC scheme applied in the case study are also given in Table C-1.

In Table C-1 IV , In, and IcPV are identity matrices, with sizes corresponding to the number
of monitored buses, controlled On-Load Tap Changer (OLTC)s, and curtailable photovoltaic
(PV) plants respectively. In case of the studied grid section, these are 21x21, 1x1, and 3x3
identity matrices respectively. According to Table C-1 the prediction horizon is 5 steps long,
and the 4 minutes sampling time means that the controller is looking 20 minutes ahead into
the future. During the tuning of the cost function, the QV weight matrix on voltage deviations
was chosen to be identity and was kept constant. The other weights on control actions and
limit violations were adjusted relative to this. If the controller was using one action too
"bravely" (e.g. too many tap changes or too much curtailment), the coefficient in front of
their identity matrix was increased. Otherwise, if it was felt that a control action could be
used more toward the goal of voltage regulation, the coefficient in front of its corresponding
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Table C-1: Tuning Parameters and Chosen Values for the Simple Voltage MPC Scheme

Parameter Interpretation Value Unit
Ts,MPC Sampling time of the simple MPC policy 4 minutes

Np Length of the prediction horizon 5 time steps
QV Weight matrix of voltage errors IV €/pu2

Rn Weight matrix of tap change cost 0.002In €/tap2

RcPV Weight matrix of active power curtailment cost 0.05IcPV €/MW2

wlow Weight in lower voltage limit violation cost term 10 €/pu
whigh Weight in upper voltage limit violation cost term 10 €/pu
Vlow Lower voltage limit 0.975 pu
Vhigh Upper voltage limit 1.025 pu
nmin Minimum tap position 1 -
nmax Maximum tap position 25 -

∆nmin Lower limit on tap changes at once -2 taps
∆nmax Upper limit on tap changes at once 2 taps

identity matrix was decreased, making the usage of said action cheaper. The weights on limit
violations were selected such that the controller avoids voltage limit violations in normal
operating conditions. The minimum and maximum voltage limits are the ones described in
Chapter 1 of this study. The tap position limits stem from the physical limitations of the
said control device, and the limits on tap change were tuned so that only single and double
tap changes are possible at once (i.e. at one sampling time step of the MPC policy).

C-2 Conditional Curtailment

The Vcrit critical voltage (above which curtailment is allowed) and R′
cPV reduced curtailment

weight matrix parameters for the conditional curtailment MPC are given in Table C-2. The
rest of the parameters are the same as the ones selected for the simple MPC given in Table C-1.

Table C-2: Tuning Parameters and Chosen Values of the Conditional Curtailment MPC

Parameter Interpretation Value Unit
Vcrit Critical voltage 1.015 pu
R′

cPV Reduced weight matrix in curtailment cost 0.5RcPV = 0.025IcPV €/MW2

C-3 Voltage Limit Tightening

The chosen amount with which the voltage limits were tightened in this scheme and the
increased weights on limit violations are given in Table C-3. Similarly to the previously
shown values, these parameters were also tuned iteratively using many simulations. Besides
the tightened voltage limits, this is a conditional curtailment MPC, so the rest of the tuning
parameters can be found in the previously presented Table C-1 and Table C-2.
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Table C-3: Tuning Parameters and Chosen Values of Voltage Limit Tightening MPC

Parameter Interpretation Value Unit
Vtighten Amount with which the voltage limits are tightened 0.005 pu
w′

low Increased weight on lower limit violations 5wlow=50 €/pu2

w′
low Increased weight on upper limit violations 5whigh = 50 €/pu2

C-4 Automatic Voltage Control Relay Deadband Tightening

The tightened deadband value used in the case study is given in Table C-4. As previously
shown in Table A-4, the primary substation transformer’s OLTC in the studied grid is able to
change the nominal turns ratio in 1% increments. This means that one tap-change changes
the Automatic Voltage Control (AVC) relay’s Vmeas measured voltage magnitude by roughly
1%. This is just a rough approximation as the actual amount depends on the grid’s state and
can only be determined after solving the power flow equations. The AVC relay is at rest when
voltages lie within the Vset ±Vdb deadband around the voltage setpoint. The original value for
Vdb is 0.01 per unit, which means that if the AVC relay acts its correction will roughly drive
Vmeas as close to Vset as possible. Vdb was tightened to be V ′

db = 0.006 pu, as this way, the
Vmeas will still likely end up in the Vset ± V ′

db deadband around the setpoint, after a corrective
tap change. Thus the tap-hunting phenomenon is likely avoided with this tuning, while the
whole control scheme is able to react to smaller disturbances as well, therefore being more
resilient against them.

Table C-4: Tuning Parameters and Selected Values of AVC Relay Deadband Tightening

Parameter Interpretation Value Unit
V ′

db Tightened deadband of the AVC relay 0.006 pu

Besides the tightened AVC relay deadband this scheme used a conditional curtailment MPC
whose tuning parameters are given in Table C-1 and Table C-2.

C-5 Ideal MPC: Incorporation of Future Knowledge

The Ts,idMPC sampling time of the ideal MPC policy is decreased to be the same as the
sampling time of the profile with the highest temporal resolution used in the simulated test
cases: 1 minute. Its value is given in Table C-5. The rest of the tuning parameters are given
in the previously presented Table C-2 (Vcrit critical voltage and reduced R′

cPV curtailment
weight matrix), Table C-3 (increased w′

low, w′
high limit violation weights), and Table C-1 (the

rest of the parameters).

Table C-5: Tuning Parameters and Selected Values of the Ideal MPC

Parameter Interpretation Value Unit
Ts,idMPC Sampling time of the Ideal MPC 1 minutes

It has to be noted that with the increased sampling time, and the same Np = 5 time steps
control horizon the MPC policy looks only 5 minutes into the future instead of 20 minutes.
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However, the prediction horizon’s length was not increased in order to keep the number of
decision variables in the cost function minimization problem and thus the ideal MPC policy’s
computation time relatively low.

C-6 Simple Control Schemes

C-6-1 Current Compounding

To make a fair comparison with MPC-based voltage control schemes Current Compounding
(CC) was applied with the same 4 minutes sampling time in the case study. The chosen Ts,CC
sampling time value is given in Table C-6.

Table C-6: Tuning Parameters and Selected Values of the Current Compunding (CC) Scheme

Parameter Interpretation Value Unit
Ts,CC Sampling time of Current Compounding 4 minutes

The CC scheme’s setpoint adjustment function will be tuned by equally distributing 5 voltage
setpoints over the range of minimum and maximum active powers supplied by the primary
substation’s transformer. In the case study, the maximum active power supplied through
the primary substation’s transformer was measured during the winter day test case: 2.000
MW, and the minimum during the summer day: -2.805 MW. In the latter case, power flowed
back to the external high-voltage grid, hence the negative sign. These values were rounded
to 2.5 and -3.5 MW respectively, to account for cases that are more extreme than the edge
cases of our test days. These power limit values were used during the tuning of the current
compounding scheme. The 5 voltage values were equidistantly selected between Vlow + Vdb
and Vhigh+Vdb, where Vlow and Vhigh are the considered voltage limits and Vdb is the deadband
of the AVC relay. This way it is ensured that the AVC relay always acts in case there is a
(lower or upper) voltage limit violation at the primary substation’s monitored bus, as it can’t
adjust the setpoint as much as it would make (a part of) the deadband lie outside the voltage
limits. The voltage setpoints with their corresponding power ranges are given in Table C-7
and the resulting stairstep function is also visualized in Figure 3-4.

Table C-7: Voltage Setpoints of the Current Compounding Scheme

Pprim,supp range Vset
Min. active power [MW] Max. active power [MW] AVC setpoint [pu]

−∞ (-3.5) -2.3 0.985
-2.3 -1.1 0.9925
-1.1 0.1 1
0.1 1.3 1.0075
1.3 ∞ (2.5) 1.015

As it can be seen in Table C-7, in case the transformer’s Pprim,supp power delivery goes outside
the range of the assumed -3.5 and 2.5 MW, the policy still gives an adjusted voltage setpoint
for the AVC relay, indicated by the −∞ and ∞ power limits. Figure 3-4 illustrates the
stairstep (piecewise affine) shape of the CC scheme’s tuned setpoint adjustment function.
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Stedin uses a similar policy in its medium voltage distribution grid that served as the basis
for this MSc project’s studied grid. Since this study only considers a section of the actual
medium-voltage grid, the setpoint adjustment function here had to be modified. The tuning
of the CC scheme used with the large grid also uses a similar stairstep function, but the active
power ranges and the different voltage setpoints are more arbitrary as they were specifically
hand-tuned to fit the exact grid. In this study, the more systematic equally distributed power
ranges and setpoints are used for easier reproducibility.

C-6-2 Local Active Power Curtailment

The tuning parameters for the local Active Power Curtailment (APC) schemes are given in
Table C-8. Each curtailable PV plant’s local APC scheme had the same tuning parameter
choices as it is indicated in the table by ∀j ∈ IcPV. The reason behind this is the fact, that
all three curtailable PV plants in the studied grid section have the same nominal power and
are all quite far from the primary substation. They are in a similar area, so their generation
profile is also quite similar. Choosing the same voltage values for each plant also makes the
tuning much easier, due to fewer adjustable parameters.

Table C-8: Tuning Parameters and Selected Values of Local Active Power Curtailment Controllers

Parameter Interpretation Value Unit
Ts,APC Sampling time of local active power curtailment 10 seconds

Vcrit,j ∀j ∈ IcPV Critical voltage 1.015 pu
Vmax,j ∀j ∈ IcPV Maximum voltage 1.025 pu
Ki,j ∀j ∈ IcPV Integrator gain 0.05 MW/s

The local APC schemes were implemented with the sampling time of 10 seconds as they had to
operate considerably faster than the CC scheme acting at the central substation (with a 4 min
sampling time). This is chosen like this, as CC affects all nodal voltages of the studied grid
(thanks to the tap changes it triggers) while local APC has more localized effects. The critical
voltage choice is the same as it was with conditional curtailment MPC, and the maximum
voltage above which no power export is allowed is chosen to be the Vhigh upper voltage limit
of this study. The Ki,j integrative gains were hand-tuned iteratively using many simulations.
Balance had to be found as too large Ki,j values make the controller chatter, while too low
integrative gains produce an unreasonably slow response.
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List of Acronyms

TSO Transmission System Operator

DSO Distribution System Operator

ANM Active Network Management

OLTC On-Load Tap Changer

AVC Automatic Voltage Control

DG Distributed Generation

PV photovoltaic

MPC Model Predictive Control

QP Quadratic Programming

NLP Nonlinear Programming

MILP Mixed Integer Linear Programming

MIQP Mixed Integer Quadratic Programming

MINLP Mixed Integer Nonlinear Programming

MIL Mixed Integer Linear

MLD Mixed Logical Dynamical

PWA Piecewise Affine

RMPC Robust Model Predictive Control

SMPC Stochastic Model Predictive Control

CC Current Compounding

APC Active Power Curtailment

SRGAN Super Resolution General Adversarial Network
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114 Glossary

List of Symbols

Aviol area of total voltage limit violations
Gii, Bii conductance and susceptance in diagonal element i of the network’s admittance

matrix
J, J̃ Jacobian matrices of the power flow equations
Ki integrative gain
Mk, Ck mismatch and correction vectors for iteration k of the Newton-Raphson algo-

rithm
Np length of the prediction horizon in time steps
PLV active power injection of low voltage customers
PS, Pl, PPV active power quantities in the illustrative simple feeder example (supplied, con-

sumed by the load, injected by the solar plant respectively)
Pall vector containing the allowed active power limits for curtailable PV plants
PcPV,mid vector containing the midpoint active power injections of curtailable PV plants
PcPV vector consisting the active power outputs of curtailable PV plants
Pcur vector of active powers lost due to the curtailment of PV plants
Pnom vector of nominal power outputs for the curtailable PV plants
Pposs vector containing the possible active power outputs of curtailable PV plants
Pprim,supp active power supplied through the primary substation’s transformer
Pi, Qi scheduled active and reactive power of bus i in the power flow equations respec-

tively
QV weight matrix on voltage devitaions from the reference
QS, Ql, Qc reactive power quantities in the illustrative simple feeder example (supplied,

consumed by the load, injected by the compensator respectively)
Rn, RcPV weight matrices on control actions (tap changes and PV curtailment respec-

tively)
Sn, SPcPV, SPLV, Ssl the monitored voltage magnitudes sensitivity to tap changes, active

power injections of curtailable PV plants and low-voltage customers, and voltage
fluctuations of the external grid (slack bus) respectively

TMPC,max maximum MPC computation time
Ts,APC,j sampling time of curtailable PV plant j’s active power curtailment scheme
Ts,CC samping time of the current compounding scheme
Ts,MPC sampling time of MPC voltage controllers
Ts,idMPC sampling time of the ideal MPC policy with future knowledge of disturbances
V vector of monitored voltage magnitudes in the MPC schemes
VRMSE voltage root mean square error
Vcrit critical voltage, above which the curtailment of a PV plant is allowed
Vdb deadband of the automatic voltage control relay
Vhigh upper limit on monitored voltage magnitudes
Vlow lower limit on monitored voltage magnitudes
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Vmid vector of monitored midpoint voltage magnitudes in the MPC scheme that in-
corporates midpoint voltages

Vset, Vmeas voltage setpoint and measurement of automatic voltage control relays
Vtighten the amount with which voltage limits were tightened
Vi voltage magnitude of bus i in the power flow equations
VcPV,j local voltage magnitude of the jth PV plant
I current phasor in the illustrative feeder example
VS = VS∠φS, VR = VR∠φR voltage phasors of the sending and receiving side in the illustra-

tive simple feeder example
Y admittance / admittance matrix of the grid
Z, R, X cable impedance, resistance and reactance in the illustrative simple feeder ex-

ample
a, anom, yt off-nominal, nominal turns ratio, and series admittance in a transformer’s π-

model respectively
ε machine precision parameter used in mixed-integer linear constraints
εlow, εhigh slack variables for the implementation of soft voltage limits
bcur binary auxiliary variable, for the incorporation of conditional curtailment into

the MPC policies
bmid binary auxiliary variables for the calculation of midpoint voltages
n tap position of the on-load tap changer mechanism
nmin, nnom, nmax minimum, nominal, and maximum on-load tap changer positions respec-

tively
pcur relaitve PV curtailment
wlow, whigh weights on lower and upper limit violations respectively
zcur, zcPV auxiliary continuous variables for the calculation of midpoint voltages
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