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Abstract

Increasing renewable electricity production calls for innovative methods to store electricity as well
as a desire for electrification of processes that currently rely on fossil fuels. Zero Emission Fuels
is a company that is developing a system to convert carbon dioxide and water from the air into
methanol, a liquid hydrocarbon fuel, using photovoltaic energy. The scale of the system is fit for a
single solar PV panel. The desired methanol output is 25 grams per hour.

In this work, a new design for the methanol synthesis reactor of the system is developed, built
and experimentally characterized. Knowledge from work by Basarkar and Gutierrez on a previous
prototype is used as the starting point. The focus of the new design is placed on the heat integration
network, the natural circulation effects, and tilting of the reactor. The heat exchanger makes use of
heat pipes to transfer heat. Natural circulation is increased by increasing the channel dimensions of
the system. This led to an increase in mass flow rate of over 3000%, making the mass flow rate the
limiting factor for reactor performance. The mass flow rate is roughly 800% higher than assumed in
the design phase; the resulting energy flows are too high for the heat exchanger to work effectively.
Nevertheless, the heat exchanger heating duty relative to total heating is 230% higher than Basarkar.
Tilting the reactor 20o reduced the mass flow rate by 46% to 0.41 g/s, improving almost all aspects
of reactor performance. Productivity increased by 58% to 15.7 g/h; 182% higher than Basarkar,
though the space time yield is lower (4.1 vs 6.8 mmol/gcat/h). The energy efficiency of the system
is close to Basarkar at 36.5% (vs. 37.5%). It is clear from experimental correlations that reducing
mass flow rate will increase productivity, energy efficiency and heat exchanger performance.

By simulating the requirements for an autothermal reactor it is found that the catalyst bed di-
mensions should be increased in terms of diameter and length to increase to residence time in the
catalyst bed. The results agree with the experimental conclusion that the mass flow rate should
be reduced. Furthermore, it is recommended to heat the fluid by convection instead of conduction
to ensure a more homogeneous temperature profile in the catalyst bed. Also, the heat exchanger
should be expanded by adding more heat pipes and increasing the heat transfer surface area.
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Chapter 1

Introduction

One of the largest concerns for humankind in the 21st century is rapid climate change. It is nowadays
the general consensus that the rate at which our climate is changing is primarily due to increase
of greenhouse gases in the atmosphere. For the most part, this increase is the result of human
consumption of fossil fuels. When greenhouse gases are mentioned, the focus is most often on the
most abundant greenhouse gas, carbon dioxide. Carbon dioxide is the product of practically any
form of combustion and makes up for around 0.04% or 400 ppm of our atmosphere. Carbon dioxide
is an essential element of life on our planet as it is consumed by vegetation and is the basis for
the formation of more complex carbon molecules. In turn, the vegetation releases oxygen into the
air, enabling practically all other forms of life. The greenhouse effect of, among other gases, carbon
dioxide is also essential to life on earth. It ensures that temperature on earth stays relatively constant,
protecting the planet by absorbing intense heat and radiation during the day while emitting heat
and preventing heat to dissipate into space at night.

However, due to human activity, the amount of carbon dioxide and other greenhouse gases has
increased at such an unnaturally high rate that our climate is rapidly changing. Seventeen of the
eighteen warmest years on record (since 1880) have all taken place in the 21st century. An alarming
trend can be seen when looking at the annual global mean temperatures since measurement started
in 1880, see figure 1.1.

Figure 1.1: Global land-ocean mean temperature index of the period 1880-2016. The 0-line is the
mean temperature of said period. Data from [1].

The rise of the carbon dioxide concentration in the atmosphere follows a similar trend. The current
trend, as measured in Mauna Loa, Hawaii, can be seen in figure 1.2a. To put this into perspective,
the carbon dioxide concentration in our atmosphere has been fluctuating between 180 and 300 ppm
in the last 800,000 years, yet it now already exceeds 400 ppm, and is rapidly increasing [4]. The

3
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(a) (b)

Figure 1.2: Atmospheric CO2 concentrations of (a) the last 40 years in Mauna Loa, Hawaii [2], and
of (b) the last two millennia, determined with ice-core samples [3].

correlation with the fluctuating temperature on Earth is easy to recognize when viewing the historical
data, see figure 1.3. The last 40 years have seen an increase of 80 ppm carbon dioxide concentration
in our atmosphere, a process which normally takes tens of thousands of years if nature runs its
course. The major impact of the industrial revolution and modern society is clearly visible in figure
1.2b.

Figure 1.3: Global temperature anomaly in comparison to the present (top) and atmospheric CO2

concentration (bottom) of the past 800,000 years, determined by Luthi et al. using Antarctic ice
core samples. The left of the ”Age” axis is the present age. The dashed lines represent the mean
values over time frames of two glacial cycles. Figure taken from [4].

1.1 Renewable energy advancements

Thankfully, society is increasingly concerned and eager to bring about change. One of the most
important steps to be taken is the transition from fossil fuels to cleaner alternatives, such as wind,
solar, hydroelectric power, among others. Technological advancements, legislation, and consumer
interest are driving a steady increase in the share of power generated by these alternatives to fossil
fuels, especially in wind and photovoltaic power. The total global wind energy generation has
increased over 800% in the period 2005-2015, and solar generation has increased over 6000% in the
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same period, though their combined share in the global energy consumption is still only a little over
1% [5, 6]. With the major increase in investments and installation, the price of solar PV energy is
decreasing. Since 2012 the cost of solar PV energy is under 1$/Wp (Watt peak), whereas in the
late ’80s it was well over 10$/Wp [7]. The development of the price for solar PV power and the
installed capacity can be seen in figure 1.4. Though the price might seem to be stabilizing, this is
not the case. In 2016, the price reached 0.62 $/Wp; as of the time of writing in September 2018,
the average price is already 0.15 $/Wp [8]. Despite all these positive advancements in the field of
clean, renewable energy, there are some major challenges to be addressed.

(a) (b)

Figure 1.4: Development of solar PV costs versus the total installed capacity globally for the period
1976-2016 (a), and 2006-2016 (b). Every point on the graph represents one year. Data from [7].

Reducing atmospheric carbon dioxide
First of all, the amount of carbon dioxide in the atmosphere will not decrease in the short term,
even if all fossil fuels could be abandoned in a single instance. We need to reduce the amount
of carbon dioxide in the air, and that can only be accomplished in two ways. One is increasing
the amount of vegetation in the world, which is highly unlikely to happen with the current rate of
population increase. The other is carbon capture and storage (CCS). This is a process of capturing
carbon dioxide from industrial flue gases and storing it underground in old gas fields or other suitable
cavities. However interesting, CCS is not the subject of this thesis.

Fluctuating energy generation
Another major challenge that accompanies the energy transition to cleaner energy sources is related
to the nature of how wind and solar PV delivers energy. Wind and the sun are a fluctuating source
of energy, making it near impossible to balance our energy demand with the generation of energy.
Energy production can be minimal at moments that there is much demand, and vice versa. There
is a need for energy storage, on a major scale. An efficient method of energy storage would enable
us to flatten out the fluctuations of energy production by wind and solar PV, allowing more of these
sources to make up our total energy production without causing problems. Large scale energy storage
is an emerging field and much of the technology is still in the development phase, especially systems
which can quickly switch on and off accordingly with the peaks of production while maintaining
high efficiency. Between these competing technologies there are many differences, strengths, and
weaknesses.

Electricity as an energy carrier
Another issue of wind and solar PV energy is that the energy generated is all in the form of electricity.
Electricity makes up for less than 20% of the world’s energy consumption [5], as many processes
require other forms of energy, primarily high energy density fossil fuels, see figure 1.5. These allow for
high amounts of energy in peak moments and are necessary for example in heavy industrial processes
and transportation. This means that a large part of global energy consumption can not directly
be powered by electricity generated by clean renewable sources. This challenge is a major driver in
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the development of so-called ”Power-to-Chemicals” (PTC) technology. This technology, with many
different possible approaches and products, uses electricity and a base molecule containing carbon or
nitrogen to produce a wide variety of chemicals, which can be used to substitute almost any kind of
fossil hydrocarbon. When using carbon dioxide as the base molecule, such a chemical can be seen as
”carbon neutral”, as it releases the same amount of carbon dioxide when it is consumed. Therefore,
PTC technology can tackle the challenge of storing electricity while also allowing wind and solar PV
energy to power processes which normally could not be powered by electricity.

Figure 1.5: World energy consumption by fuel in 2015 [5].

1.2 Zero Emission Fuels

Zero Emission Fuels (ZEF, http://www.zeroemissionfuels.com) is a technology startup from Delft,
the Netherlands, which aims to produce methanol as a carbon neutral fuel from sunlight and air.

ZEF sets itself apart from other PTC initiatives in its goal to create a small add-on system for a solar
PV panel, whereas most other PTC processes are on a large scale with tonnes of fuel produced per
year. Though the ZEF system is sized roughly like a large backpack and produces only 200 grams
of methanol per day, it still falls into the process engineering classification ”macro scale”. The
relatively small scale allows for rapid prototyping, development and eventually in a low production
cost per unit in mass production. The small scale also allows the system to be more flexible towards
the fluctuating energy input. The fluctuating energy input is perhaps the most important difference
between the ZEF system and a conventional system, as it creates many challenges that can only be
solved by novel concepts and designs, as well as certain considerations about the scaling of system
parts.

The aim is not to make a consumer product, but rather use the system in large solar PV plants with
tens of thousands of units. Such solar PV fields are a cheap source of renewable electricity, which
will allow ZEF to produce carbon neutral methanol at competitive prices in an existing market.
The system should be able to operate completely off the grid, which means it will capture CO2 and
water from the air and not require any form of feedstock.

Choice of output chemical
Methanol was chosen as a product for the system for a number of reasons. Primarily because it is the
simplest liquid hydrocarbon, which allows for a relatively high conversion efficiency at the required
scale. Since it is a liquid at atmospheric conditions, storage and transport are relatively simple,
and existing infrastructure can be used, albeit with some adjustments. More on the advantages and
disadvantages of methanol as a fuel in section 1.3.
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The ZEF system can be split into four main subsystems. A schematic of the ZEF system can be
seen in figure 1.6.

Direct Air
Capture

Alkaline
Electrolysis

Cell

Methanol
Synthesis
Reactor

Distillation
Section

Air

Carbon
Dioxide 

Water Water

Methanol +
Water

Hydrogen
Methanol

Oxygen

Figure 1.6: Simplified block scheme of the ZEF system. All the subsystems are powered by a solar
panel, and should be able to operate fully off the grid.

Direct Air Capture
The first main subsystem is the direct air capture unit. The direct air capture unit will adsorb
carbon dioxide and water from the air, the base molecules needed to produce methanol. Direct air
capture systems are still in the development phase; it is therefore one of the major challenges to
realize the system. Water and CO2 are separated and compressed to elevated pressure.

Alkaline Electrolysis Cell
The water is routed to another subsystem, the alkaline electrolysis unit. Here, water is split into
hydrogen and oxygen. This is the actual part of the system where electricity can be seen as stored
into a chemical. However, hydrogen is not the product that ZEF wishes to produce. The hydrogen
will be used as a building block to produce a liquid chemical, methanol.

Methanol Synthesis Reactor
The next essential subsystem is the methanol synthesis reactor. The carbon dioxide and hydrogen are
brought together under elevated pressure and temperature. In the right conditions, in the presence
of a specific catalyst, methanol and water are formed.

Distillation Section
The methanol and water from the methanol synthesis reactor are condensed and removed, after
which they are split by a micro-distillation process at atmospheric pressure. The water is recycled
to the electrolysis unit and the methanol is stored.

1.3 Power to Methanol

There are many fuels as a possible product for PTC processes, ranging from the simple hydrogen
and ammonia to complex hydrocarbons such as synthesis diesel and gasoline. Every product has
its own advantages and disadvantages, whether it be in the production process, storage or safety.
Several of the main advantages of methanol are:

• Methanol is a liquid at atmospheric conditions, which makes it easy to store and distribute,
without any major changes to existing infrastructure.

• The process for methanol synthesis is well known and requires little development apart from
situational optimization, though innovation is always welcome.
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• Methanol can be used as a fuel for many processes including vehicles. There are already many
vehicles in China which use methanol as a fuel [9]. Another example of methanol as a fuel is
drag racing and monster trucks in the United States of America.

• Methanol burns with a clean, clear flame. In terms of safety this has the advantage that in
case of a fire, there will be no smoke from the flame, however, a disadvantage is that the clear
flame can make it difficult to assess the severity of a fire.

• Methanol flames burn much slower and release less heat than other liquid fuels such as gasoline,
diesel, and kerosene, which is beneficial in terms of safety.

• Methanol has little to no environmental impact in case of a leakage [10]. This is partly due
to the fact that methanol dissolves well into water, which also means that methanol will not
burn on top of water such as is the case with for example gasoline. This also means that a
methanol fire can easily be extinguished with water.

• Methanol is commonly used in the chemical industry, which means there is an existing market.

• Methanol can be used to produce olefins, a form of hydrocarbons which have many uses,
perhaps most notably the production of plastics [11]. This implies that it could be possible to
convert CO2 into plastics.

There are also a few disadvantages to using methanol as an energy carrier:

• Methanol has a lower energy density than other liquid hydrocarbon fuels such as gasoline (15.6
vs. 33 MJ/L).

• Methanol is highly toxic when ingested. As little as 10 mL can cause blindness, and 100 mL
can be lethal. This leads to restrictions in terms of consumer usage.

• Methanol is less volatile than for example gasoline, which means that a methanol powered
vehicle will be more difficult to start in humid or cold conditions.

• Methanol is corrosive to several metals, most notably copper and aluminum [12]. This means
that certain systems will need to be modified to accommodate methanol, such as most vehicle
engines, which are made from aluminum.

• The production of methanol from electricity has a lower energy efficiency than that of hydro-
gen. Also, carbon dioxide is needed, an extra complication which is not the case in hydrogen
production.

All in all, methanol seems to be a serious contender in the field of large scale energy storage, though
there is much to be said about other fuels and processes. It is an exciting time for scientists, engineers
and everyone else working in the field of large scale energy storage as any process and product can
still come out on top.

1.4 Research focus

The topic of this thesis is the development of the methanol synthesis reactor of the ZEF. After the
first working prototype was developed, many problems and possible improvements became clear [13].
These are integrated into a new reactor design, which is built and tested in the course of this thesis.
The most important design principles are the improvement of the heat integration, the driving forces
of the flow and the overall productivity per gram catalyst.

1.5 Research questions

As there are endless options of parameters to experimentally optimize and/or validate, a set of
research questions is formulated which is the core of the research.
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1. How close can optimized heat integration and insulation bring the methanol synthesis reactor
to autothermal operation?

(a) How much can the heat integration be improved as compared to the first ZEF prototype
by using heat pipes?

(b) What are the main sources of heat loss and how can these be minimized?

2. How can the natural circulation in the reactor be improved?

3. What is the influence of tilting the reactor?

4. What is the influence of increasing the catalyst volume on absolute productivity (methanol
production per hour) and on the space time yield (methanol production per gram catalyst per
hour)?

1.6 Report structure

Chapter 2 contains a review of the necessary background from literature to fully understand the
concepts relevant to the research questions and design choices. The design process of the reactor
is shown in Chapter 3, with several simulations and experiments to validate certain design choices.
It also contains a detailed description of the experimental setup, the experimental plan and several
calculation methods used in the results. Chapter 4 contains the results and the following discussion.
Several simulations and calculations for varying (future) scenarios are laid out in Chapter 5. The
following conclusions and recommendations are found in Chapter 6.

Additional information related to various subjects can be found in the Appendices in the back of
the report.





Chapter 2

Background

2.1 A brief history of methanol synthesis

1661-1923: From discovery to a commercial process

Richard Boyle discovered how to extract methanol from wood as early as 1661. This process was
very inefficient and methanol, or wood alcohol as it was known then, was not a common fuel until
technological advancements in the twentieth century. Sabatier proposed the production of hydro-
carbons from synthesis gas (or syngas: a mixture of CO, CO2 and H2) in 1897 when he discovered
the chemical process of hydrogenation. It was found that syngas can produce more complex hydro-
carbons by increasing the temperature and pressure in the presence of certain catalysts. This led
to much research into catalysts, resulting in the first commercial methanol synthesis process from
BASF (Badische Anilin und Soda Fabrik) in 1923 [14]. The process operated at 300-400oC and
300 atm, using a Cr2O3 –ZnO catalyst. The reactions were favourable at low temperature and high
pressure. However, it was necessary to increase the temperature to increase reaction speed. This
resulted in a trade-off between reaction speed and efficiency. Due to low conversion rates, recycle
streams were necessary, as well,as purging of unwanted byproducts. Advancements in reactor design
related to those sections greatly improved production rates in the following years [15].

1924-1962: Development of catalyst and feedstock

Although it was quickly recognized that copper-containing catalysts were beneficial for methanol
synthesis, it was not until 1947 that the first copper-, zinc-, and alumina-containing catalyst was
patented [16]. The main reason this development took such a long time was due to the catalyst
poisoning on copper catalysts caused by sulfur, which in that time was a common byproduct of
syngas production. Therefore, the switch from coal reforming to methane reforming as a source
of syngas was an important advancement in methanol synthesis, as methane reforming produced a
more pure syngas [10, 15, 17, 18].

1960s: First low pressure methanol synthesis

A major shift in methanol synthesis technology came in 1963, when ICI (Imperial Chemical Indus-
tries) filed a patent for a ”low pressure” methanol synthesis technology, operating at 30-120 atm [10,
15, 17, 18]. The new synthesis route required a lower operating temperature, 200-300oC, resulting in
the reduction of the amount of byproducts, allowing high purity methanol production. The catalyst
used was based on copper, zinc and chromium [15, 18]. This process paved the way for modern
catalytic methanol synthesis technology. More on the different forms of methanol synthesis can be
found in section 2.4.

11
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1970s - 2000s: Search for alternative fuels

The oil crisis in the 1970s led to a major boost in research towards synthetic fuels, as countries
searched for alternative fuels to become more independent of oil producing nations [18]. Not only
did it push the development of methanol synthesis technology, but it also led to an increased focus
into energy efficiency, as the price for energy was increasing. As oil prices dropped later, the interest
into methanol as a fuel diminished as well. The search for alternative fuels returned in the 21st
century, this time for other reasons. A strong proponent of methanol as an alternative, clean fuel
is Nobel laureate George Olah. In 2005, Olah proposed a methanol economy, where methanol can
become the prime chemical to store energy and to be used as a fuel and as a feedstock for all sorts
of hydrocarbon products [19]. He proposed using hydrogen produced from renewable energy and
captured CO2 as feedstock for methanol synthesis, thus producing methanol in a renewable, carbon
neutral manner.

Methanol from CO2

The first commercial plant based on this principle is the aptly named George Olah Plant from CRI
(Carbon Recycling International) in Iceland, which makes use of abundant geothermal energy and
CO2 from the flue gases of the geothermal plant to produce 5 million tonnes of methanol per year
[20]. The plant demonstrates that it is feasible to produce carbon neutral methanol from renewable
energy. Driven by the same philosophy, though a different approach, Zero Emission Fuels was
founded in 2016.

2.2 Reaction kinetics

Methanol is synthesized from a mixture of H2, CO2, and CO, which is called synthesis gas or syngas.
The exact ratio of the molecules in the syngas can differ. The ratio between the components of the
syngas feed is evaluated in the Stoichiometric Number,

SN =
[H2]− [CO2]

[CO] + [CO2]
(2.1)

which is optimally slightly higher than 2 for methanol synthesis [10].

The synthesis gas is converted to methanol and water through three equilibrium reactions: the
highly exothermic hydrogenation reactions of CO and CO2,

CO + 2 H2 −−→←−− CH3OH ∆H298K = −90.8kJ/mol (2.2)

CO2 + 3 H2 −−→←−− CH3OH + H2O ∆H298K = −49.2kJ/mol (2.3)

and the reverse water gas shift.

CO2 + H2 −−→←−− CO + H2O ∆H298K = 41.6kJ/mol (2.4)

The hydrogenation reactions are favoured by low temperatures, however, CO2 requires high temper-
atures of above 200oC to react due to its chemically inert properties [21]. Also, water formation has
an inhibiting effect on methanol formation [22]. Therefore the conversion rate of methanol synthesis
is low and requires a recycle stream where the products, water and methanol, are removed [23]. This
can be achieved with a selective membrane, adsorption in a zeolite or with condensation, depending
on the process.
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2.3 Methanol synthesis catalyst

ZnO in methanol synthesis catalysts

As mentioned in section 2.1, methanol synthesis requires a copper catalyst, though pure copper has
severe limitations. This is due to two processes that decrease the activity and lifetime of a catalyst:
catalyst poisoning and thermal sintering. Both processes are effectively reduced by the addition
of ZnO, which is so effective that all commercial methanol synthesis catalysts contain ZnO [24].
Fujitani et al. found that the presence of 50 wt% of ZnO increases catalyst activity almost 90 times
compared to pure copper [25].

Catalyst poisoning

Catalyst poisoning is in most cases due to the presence of sulfur or chlorine in the feedstock. The
content of H2S should be lower than 0.05 ppm, and chlorine should be untraceable [26]. Historically,
this was an issue since the syngas feedstock was produced through coal gasification, and contained
sulfur. ZnO reacts with the sulfur, preventing it to poison the copper [24, 26]. However, it causes
loss of the ZnO, reducing the other beneficial effects. Therefore, the use of sulfur-free feedstock was
an important step in the development of methanol synthesis technology [10, 15, 17, 18].

Other causes of methanol catalyst poisoning include oxygen, dust, and high water content [26].
Oxygen causes the catalyst to oxidize, which reduces activity. Dust can physically block the pores
of the catalyst. High water content, which is especially prevalent with CO2 rich feedstocks, causes
copper crystal growth which leads to sintering. Water should therefore always be removed as quickly
as possible.

Figure 2.1: Transmission Electron Microscope image of a conventional Cu/ZnO/Al2O3 catalyst,
from [26].

Thermal sintering

The temperature at which surface atoms of metals become mobile is called the Huttig temperature,
which is roughly one third of the melting point [27]. Though the actual sintering temperature of
metals is much higher than the Huttig temperature, the effect of mobility of the surface atoms is
equivalent to sintering for very small particles [24]. The copper based catalysts used in methanol
synthesis consist of many very small particles. This means that copper sintering occurs at the Huttig
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temperature of 453 K, which is under the reaction temperature for methanol synthesis [27]. The
addition of ZnO markedly hinders the sintering process. It is suggested that ZnO bonds to copper
crystallites, preventing the onset of the sintering process [24]. See figure 2.1 for a microscopic image
of this phenomenon.

Since the ZnO ensures small copper crystallites, it leads to a high copper surface area. Fujitani et
al. found a ninefold increase of copper surface area with 50 wt% ZnO [25].

Further catalyst composition

There are many other metal oxides that can be added to the catalyst, with varying properties. The
main reason that an additional metal oxide is added is to increase the stability of the ZnO in the
catalyst, which can otherwise deteriorate at methanol synthesis operating conditions [24]. Saito et
al. conducted an extensive study of methanol synthesis catalysts, the results can be seen in table
2.1.

Table 2.1: Influence of several different methanol synthesis catalysts on the copper surface area and
the activity. The activity was measured with 1 g of catalyst, SN = 2 (eq. 2.2), T = 523K, p = 5
MPa. Data from Saito et al. [22].

Catalyst Composition Cu Surface Space time Specific
area yield activity

(wt.-%) (m2/gcat) (mmol MeOH/gcat/h) (mmol MeOH/m2/h)

Cu/ZnO 50/50 36.5 16.1 0.44
Cu/ZnO/Al2O3 50/45/5 47.1 22.5 0.48
Cu/ZnO/ZrO2 50/40/10 46.0 20.8 0.45
Cu/ZnO/Ga2O3 50/25/25 37.6 23.0 0.61
Cu/ZnO/Cr2O3 50/45/5 32.8 18.8 0.57
Cu/ZnO/Al2O3 /ZrO2 /Ga2O3 Unspecified 44.5 24.5 0.55

This data gives a clear picture of the effect of these ternary catalyst structures. The presence of Al2O3

or ZrO2 leads to an increase of the copper surface area, without a significant effect on the specific
activity (the synthesis activity divided by the copper surface area). On the other hand, Ga2O3 and
Cr2O3 do not affect the copper surface area as much, though they do have a significant effect on the
specific activity of the catalyst. It was found that a combination (Cu/ZnO/Al2O3 /ZrO2 /Ga2O3)
gave an even higher activity, as well as less decrease of activity after pretreatment with hydrogen
at 723 K due to thermal sintering. The decrease was around 15%, whereas the binary and ternary
catalysts showed an activity decrease of 80% and 30%, respectively [22].

Commonly used catalysts

The most common commercial catalyst used today is Cu/ZnO/Al2O3. This is primarily due to
the fact that alumina is by far the cheapest of the mentioned metals, while its activity is only
surpassed by Cu/ZnO/Ga2O3 and more complex combinations containing expensive gallium. The
ratio between the three components of the Cu/ZnO/Al2O3 catalyst varies per manufacturer, with
different purposes. Different feedstocks, operating conditions or reactor types call for different
catalysts. For example, when the feedstock contains contaminants such as sulfur, a catalyst with a
higher ZnO content should be chosen [10, 24, 26].

Catalysts specifically for CO2

Another interesting development in methanol synthesis catalyst research is towards catalyst stability
in reactors with high water content, which is the case when CO2 is used as carbon feedstock. It
is found that the addition of SiO2 to the catalyst can improve catalyst life and performance over
time, as the silica inhibits crystallization of the catalyst due to contact with water [28, 29]. Wu et
al. found an optimum of 0.6 wt% of SiO2 [29]. The activity of the catalyst decreased around 15%
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after 500 hours, where it remained stable, whereas the catalyst without SiO2 showed a decrease of
activity of over 22%, and further decreasing. A higher content of SiO2 was better at preventing
degradation of surface area, though it showed much lower activity [29].

2.4 Methanol synthesis processes with CO2 as feedstock

Since BASF invented the first commercial methanol synthesis reactor in 1923, there have been many
new designs for the process, most of them including the production of syngas. Almost all processes
are designed for large scale operation of several thousands of tonnes per day, most using natural
gas as a feedstock, including a steam reforming step, which is often included into the total heat
integration. Since the ZEF methanol synthesis reactor will use pure CO2 and H2 as feedstock, it
is more interesting to look at the reactor concepts based on the same feedstock, as this has other
implications for the total process.

Lurgi process

The company Lurgi (now Air Liquide), a big player in the methanol synthesis market, was the first
to design a process to produce methanol from CO2 in 1994, which was previously assumed not to
be feasible or even possible [30]. However, Lurgi achieved a viable process by using highly stable
catalysts and a clever reactor design. The process consists of two reactors. Water is removed in
between, therefore improving the catalyst stability and lifetime.

The first pilot plant showed that conversion rates were lower than from pure CO, and water pro-
duction was a factor of 3 higher. However, the byproduct formation decreased significantly, from
around 2000 ppm to 400 ppm, which implies that methanol selectivity increased [26]. This showed
that, though methanol synthesis from CO2 is relatively slow, it has some advantages which make it
an interesting process for parties with access to CO2 and H2.

The process was aimed at chemical facilities with a surplus of H2 and access to high purity CO2. It
was also marketed as a means to produce methanol with H2 produced by electrolysis, which could
be powered by renewable energy sources [30].

CAMERE process

Shortly after the Lurgi pilot plant, the Korea Electric Power Research Institute has designed a
process, named CAMERE, to produce methanol from CO2 and H2, which has many similarities to
the Lurgi design. There are also two reactors in series, though the first reactor in the CAMERE
process is operated at conditions such that only the RWGS reaction takes place, where a large part
of the CO2 is converted to water and CO, after which the water is removed. The second reactor is
the methanol synthesis reactor.

A pilot plant was built in 2004, which operated at a production of 100 kg/day. The system operating
with both reactors was compared to operating with only the methanol synthesis reactor. The
methanol yield was found to be roughly twice as high [31]. The space time yield was lower than
that of a conventional large scale methanol synthesis reactor, 10.5 mmol MeOH/gcat/h (vs. roughly
20) [32].

2.5 Development of the ZEF methanol reactor

Due to the scale of the system which ZEF is trying to build, there is a need for a novel methanol
synthesis reactor, as current systems are mostly built for much larger scales and a different energy
demand. Over the past two years, the methanol synthesis reactor at ZEF has gone through a few
prototype stages. The concept for the reactor was inspired by work on a similar scale by researchers
at the University of Twente, which is based on the Lurgi process [33].
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2.5.1 Brilman reactor

At the University of Twente, Bos and Brilman developed a novel idea for a methanol reactor. The
reactor consists of a hot reaction zone and a cooler, in situ, condensation zone. There is thus no need
for an external recycle stream. The reactants flow through the reactor due to natural convection.
They coined the concept LOGIC, ’Liquid-Out Gas-In Concept’.

They proved that such a concept could produce methanol in continuous operation with a space time
yield of approximately 6.4 mmol/gcat/h of methanol. A schematic of the reactor can be seen in
figure 2.2.

Figure 2.2: Schematic of the Brilman methanol synthesis reactor with in-situ condensation, figure
from [13].

The concept of using natural convection as a driving force for the flow means that a temperature
gradient is needed between the reaction and condensation zones. The temperature of the condensa-
tion zone is related to the dew point temperature of the products, which is in turn related to the
pressure. An increased pressure would normally benefit reaction kinetics, though a higher pressure
means a higher temperature of condensation and thus a lower temperature gradient between reaction
and condensation. The researchers hypothesized that a temperature gradient of 70 K is necessary
for the natural convection concept to be viable. This led them to operate at a pressure of 50 bar
and a reaction temperature of 473-483 K.

As the pressure is lower than in most industrial applications, the space time yield is lower than found
in the industry. For a 90.000 tonne/year Lurgi reactor, the methanol production is approximately
20 mmol/gcat/h [34].

The energy efficiency, given by the lower heating value of the methanol output, the higher heating
value of the methanol input and the heater input, is roughly 20%. This is far off from the theoretical
maximum of 76%. The theoretical maximum energy efficiency is derived by dividing the lower
heating value of the methanol by the higher heating value of the hydrogen required to make it,

ηmax =
[Moles of CH3OH] · [LHV of CH3OH]

[Moles of H2] · [HHV of H2]
= 76% (2.5)
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It was therefore proposed to introduce a form of heat exchange into the concept, where heat from
the product flow leaving the reactor is transferred to the reactants moving towards the reactor.
Through simulation, it was found that internal heat transfer mechanisms such as fin and plate or
tube and plate heat exchangers would decrease the mass flux due to a local decrease in the average
temperature gradient. By introducing an external heat transfer mechanism, the two flows (cooling
and heating) can be separated, therefore not influencing the mass flux.

2.5.2 First ZEF prototype: MBR

The design of the methanol synthesis reactor at ZEF followed from the work at the University of
Twente and aimed to implement the recommendations for heat integration. The first prototype,
made and tested by Basarkar, was therefore named the Modified Brilman Reactor (MBR) [13].
To create an economically viable product, efficiency throughout the system must be as high as
possible, and thus also in the methanol synthesis section. Since methanol synthesis is a process
which requires heating of a reactor bed and cooling of a condensate, it follows that there is great
potential for efficiency increase in the form of heat integration. The MBR was completely made
from aluminum, to aid heat transfer from the heaters to the reaction zone and in the heat exchange
network, and to increase cooling in the condenser zone. See figure 2.3 for a schematic.

Figure 2.3: Schematic of the Modified Brilman Reactor, figure from [13].

The main findings of Basarkar’s research are the following:

• A methanol production was obtained of 6.76 mmol/gcat/h at a reactor temperature of 501K.

• A lower condenser temperature increases the methanol yield due to more condensation and a
larger driving force of the flow due to the temperature gradient.

• 2 mm channels cause flow blockage due to capillary forces.

• Aluminum is susceptible to corrosion in the presence of methanol, there should be no aluminum
in contact with methanol in the reactor.

• The mass of the reactor is related to the startup time of the reactor. The final reactor should
be as lightweight as possible.

• Insulation losses make up for over half of the total heat losses.

• Insulation between the heat exchanger parts (blocks) is recommended as this was not possible
in this reactor configuration. Also, there was heat loss through steel bolts, which should be
mitigated.
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• Removing the liquid by hand causes faulty measurements. This should be done with a level
sensor and preferably an automated valve.

• Crushing the catalyst pellets leads to a pressure drop too high for the natural convection to
overcome. Installing a differential pressure sensor over the catalyst bed will generate useful
data in this area.

2.5.3 Further reactor design at ZEF

During Basarkar’s research, new conceptual changes were being developed and designed at ZEF.
These changes were especially focused on improving the heat exchanger network and reducing the
total mass of the reactor. Also, a system for automatically removing the liquids with a solenoid
operated valve was designed. Especially this last feature greatly increased the difficulty of produc-
tion, as the solenoid valve needs to able to resist the forces from the high pressure in the reactor.
However, the most radical change of the reactor design is the use of heat pipes in the heat exchanger
section instead of aluminum blocks. Heat pipes are an efficient heat transfer mechanism with low
heat losses if used correctly. There were no calculations or tests to check if the heat pipes would
operate correctly during the design process. A 3D model and schematic of the reactor can be seen
in figure 2.4.

Figure 2.4: 3D drawing of the first ZEF reactor concept with heat pipes, along with a schematic
view showing the dimensions in millimeters.

The reactor was designed with a ’spine’ concept, which means that there are many small parts. The
reason for this was that the heat pipes are attached to aluminum to conduct heat effectively, while in
between heat pipes the material is stainless steel to prevent axial heat conduction through the flow
channels of the heat exchanger section. This design meant that many individual parts need to be
made, and between each part there is a need for an O-ring seal, and it is difficult to disassemble and
assemble the reactor. Also, a large part of the reactor is still made from aluminum, which corrodes
in the presence of methanol. Another flaw is that the catalyst bed diameter not larger than the
MBR, something which proved to be an important recommendation, and a point of interest in this
research.

In short, the new reactor design has some interesting and promising improvements, such as the heat
pipe heat exchange network, the automated liquid removal, and lightweight design. However, there
are many downsides to the design, with difficult implications for experimental testing. Therefore,
a new design must be made, making use of the improvements, as well as incorporating more of
Basarkar’s recommendations. The new reactor design is shown in section 3.1.



CHAPTER 2. BACKGROUND 19

2.6 Reactor design parameters

This section contains the theoretical background for several relevant design parameters: effects of
catalyst bed sizing, the principles of heat pipes and methanol corrosion.

2.6.1 Catalyst bed sizing

The catalyst bed in the reactor is what is called a fixed bed, as the catalyst pellets are in a fixed
position and in a solid state. Fixed beds are often cylindrically shaped, with axial flow. Consider-
ations that are made when designing a fixed bed are related to the pressure drop over the bed, as
well as heat and mass transfer coefficients between the fluid and the catalyst.

Most commercially available methanol synthesis catalysts have the same dimensions, a cylinder with
a diameter of 5 mm and a height of 4 mm. As a rule of thumb, the ratio between the catalyst particle
diameter and the tubular bed diameter (dt/dp) is usually 5-10 in tubular fixed bed reactors, though
values of up to 20 are not uncommon [35, 36]. A lower value for dt/dp is unwanted as it results in a
less uniform flow distribution over the catalyst [36].

There can be large velocity differences throughout the cross-section of the flow, as the flow velocity
is at its highest one particle diameter from the wall, where it can be 100 % higher than the centerline
velocity for a dt/dp of 12 [37]. However, the effects of this uneven velocity distribution are countered
by radial mixing, which is high for small diameter tubular reactors [35, 38]. When L/dp > 10, where
L is the catalyst bed length, the conversion for a small diameter fixed bed reactor approaches that
of an ideal plug flow, despite the non-uniform flow velocity [35], assuming a uniform temperature
distribution.

In larger diameter reactors, it is more difficult to achieve a uniform temperature distribution due to
reduced radial heat transfer. The flow distribution can also be poor when the feed enters the reactor
through a single channel [35]. It is therefore not uncommon for large scale reactors to use many
separate tubes with a dt/dp of 5-10. A relevant example is the Lurgi methanol synthesis reactor [30].

2.6.2 Heat pipe technology

A heat pipe is an extremely effective heat transfer device, with a conductivity of 100 to thousands of
times higher than that of copper [39]. Like ordinary conduction, heat pipes transfer heat passively.
However, the heat pipe does not owe its high conductivity to the conductivity of the material itself,
but rather to the inner workings of the heat pipe. It is essentially a hollow rod, the inside is near
vacuum and lined with a wick: sintered metal, grooves or another capillary structure. It is filled
with a working fluid, which is chosen based on the temperature range in which heat is transferred.
Heat pipes can be designed for extremely low temperatures (30 K), up to high temperatures of 2000
K [39].

Working principle

Heat is applied to the heat pipe at the evaporator, where the heat is absorbed by the evaporating
vapour due to the latent heat of vaporization. Natural convection causes the vapour to travel through
the hollow core (also called the vapour core) to the condenser, where the latent heat is released again
to the surroundings by the condensing liquid. The liquid is transported back to the evaporator by
capillary forces in the wick. The working principle is shown graphically in figure 2.5.
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Figure 2.5: The working principle of a heat pipe [40].

The operating temperature range is determined by the material properties of the working fluid and
the vessel. The operating temperature must be between the freezing point and the critical point of
the working fluid for the liquid/vapour transition to be possible. There are also other boundaries
and limitations, more on those in section 2.6.2. Several common working fluids and possible vessel
materials can be found in table 2.2.

Table 2.2: Common working fluids and vessel materials with an indication of their operating temper-
ature range. The temperature ranges are just an indication as they can vary with different boundary
conditions, given in section 2.6.2. Data from [39, 41].

Temperature Range (oC) Working Fluid Vessel Material
-200 to -80 Nitrogen Stainless Steel
-70 to 60 Ammonia Nickel, Aluminum, Stainless Steel
-45 to 125 Methanol Copper, Nickel, Stainless Steel
5 to 230 Water Copper, Nickel
190 to 650 Mercury Stainless Steel
400 to 1000 Potassium Nickel, Stainless Steel
500 to 1200 Sodium Nickel, Stainless Steel
900 to 1500 Lithium Niobium/Zirconium Alloy
1500 to 2300 Silver Tantalum/Tungsten Alloy

Heat pipe applications

The applications for heat pipes extend to many fields and practises where there is a need for heat
transfer, especially when high heat fluxes are required or a large distance must be covered between
heat source and sink. A list of possible applications is given:

Electronics

One of the most notable and growing heat pipe applications is the cooling of electronics. With ever
increasing capabilities of computer chips and other (micro-)electronic devices, there is a growing
need for high heat flux dissipation methods. Heat pipes and sinks are an integral part of cooling
these devices, as thermal management is becoming the limiting factor for the development of high
power electronic systems [41].
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Space technology

One of the earliest adopters of heat pipe technology, the space industry has been using heat pipes
since the ’60s. There are two main applications for heat pipes on spacecraft. The first is the
dissipation of heat from electronics and other heat sources. The second, more specific for spacecraft,
is the equalization of temperature on the hull of the spacecraft. When the sun is shining on one
side of a spacecraft, large temperature differences can occur in the hull, which is detrimental to the
materials. Heat pipes offer a method to flatten these temperature gradients [42, 43]. The inner
working of the heat pipe is not affected by the vacuum of space and can be designed for the specific
operating temperature range.

Nuclear power sources

Heat pipes are sometimes used to cool nuclear reactors, especially in space applications, as there
is a need for high heat flux heat dissipation [44, 45]. Another application of heat pipes in nuclear
facilities is the dissipation of heat from radioactive waste, as this can pose significant problems if
not correctly cooled [41]. Heat pipes also offer flexibility in designing CHP nuclear power plants,
sometimes completely integrated into novel reactor concepts [46].

Thermal energy storage

The most common type of thermal energy storage using heat pipes is the solar collector, which uses
heat pipes to transfer heat from the sun to water [47]. Just as with the nuclear waste and CHP
technologies, heat pipes are used in many different applications to transfer heat from a source, such
as the sun or the ground, to a store, such as water or dry brick or sand [48]. Heat pipes are well
suited for these applications due to high conductivity and low losses, along with other situational
advantages such as heat pipe length.

Permafrost preservation

Oil pipelines in arctic areas often run over permafrost ground, and can potentially disrupt the natural
freezing and thawing cycle of the permafrost, which can, in turn, weaken the stability of the ground
and thus compromise the structure. To avoid this, the poles on which the pipelines are supported are
outfitted with heat pipes, to dissipate heat from the ground to the atmosphere [49]. This application
can also be found in railroads and highways over permafrost in China [50].

Heat exchangers

Heat pipes are well suited for heat exchanger systems, and can often be found in heat recovery
systems with hot gas or fluid streams [39]. Hot and cold streams are often separated by a wall in
standard heat pipe heat exchangers, so that heat transfer only occurs through the heat pipe itself,
which is highly efficient. See figure 2.6 for an example. Such systems can be designed in many
shapes and sizes and are fully reversible. Common applications are air conditioning systems, flue
gas heat recovery and combustion air preheating.
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Figure 2.6: Heat pipe heat exchanger concept. Figure from [41].

Design limitations

There is more to designing heat pipes than only choosing the correct working fluid for the required
temperature range. There are several limitations which are the boundaries between which the heat
pipe can operate. Though there are more parameters involved, the operating temperature and
required heat flux are a good indication of which limitations will be relevant. The limitations are
called the viscous, sonic, entrainment, capillary and boiling limit. How they are related to the axial
heat flux and temperature can be seen in figure 2.7. Every limit can be assessed when designing a
heat pipe. The limitations are discussed in order of increasing temperature:

Figure 2.7: Design limitations for a heat pipe, relative to the axial heat flux and temperature of the
heat pipe. The heat pipe can only operate under the curves. For example, when working close to
the maximum temperature of a heat pipe, the axial flux cannot be high due to the boiling limit.

Viscous limit

The viscous limit occurs when the heat pipe reaches the lower boundary of the operating temperature
range, near the triple point of the working fluid. This results in a decreasing vapour pressure gradient
between the condenser and evaporator, which can eventually be too low to overcome the viscous
forces in the condenser. This prevents the vapour to flow through the heat pipe, and the heat pipe
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will not work anymore. This limit is also often named the ’vapour pressure limit’. The viscous limit
is especially important for working fluids with a low vapour density near the triple point. This can
be seen from the Clausius-Clapeyron equation, (2.6).

dPv =
ρvλ

Tv
dTv (2.6)

When the vapour density ρv is low, the temperature gradient leads to a low pressure gradient. At
risk of reaching this limit are heat pipes with liquid metal working fluids, such as lithium or mercury,
heat pipes with a long condenser section, cryogenic heat pipes and heat pipes starting up from a
frozen state [39, 51]. When designing a heat pipe close to the viscous limit, equation 2.7 can be used
to calculate the maximum possible heat transfer [52, 53].

Qvapour,max =
πr4
vλρvPv

12µvleff
(2.7)

Where

• rv is the vapour core radius (m),

• λ is the latent heat of vaporization (J/kg),

• ρv is the vapour density in the evaporator (kg/m3),

• Pv is the vapour pressure in the evaporator (Pa),

• µv is the viscosity in the evaporator (Pa s),

• leff is the effective length of the heat pipe, which is calculated by

leff =
lcondenser + levaporator

2
+ ladiabatic (2.8)

Sonic limit

The sonic limit also occurs near the triple point, at slightly higher temperatures than the viscous
limit. The sonic limit is likewise related to the vapour density, as it occurs when the vapour reaches
the speed of sound in the core, creating a shock wave, blocking the flow. This can only occur if the
vapour density is extremely low, which is the case with liquid metals near the triple point [51]. A
formula to calculate the maximum heat transfer due to the sonic limit is given in equation 2.9 [39,
41].

Qsonic,max = ρvUsπr
2
vλ (2.9)

Where Us is the speed of sound for the given medium and conditions (m/s).

Entrainment limit

The entrainment limit can occur at relatively high heat flux, when the vapour velocity is sufficiently
high to create a shear stress at the vapour-liquid interface which can overcome the surface tension
in the liquid, causing the liquid to be carried back to the condenser with the vapour. This leads to
dry-out of the liquid flow and the evaporator, crippling the performance of the heat pipe [54]. The
maximum heat transfer due to the entrainment limit can be calculated with equation 2.10 [39, 41].

Qent,max = πr2
vλ

(
σρv
2rh,s

) 1
2

(2.10)
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Where σ is the surface tension coefficient (N/m) and rh,s is the hydraulic radius of the wick pores
(m). The inclusion of the hydraulic radius in the calculation shows how the wick structure can
influence the entrainment limit.

Capillary limit

The capillary limit is related to the capillary pressure forces in the wick of the heat pipe between the
condenser and evaporator. If the capillary pressure is too low to return the liquid to the evaporator
the heat pipe will not work. The capillary pressure must overcome the total pressure drop which
consists of several factors, see equations 2.11, 2.12 [39, 41].

∆Pcap ≥ ∆Ptot (2.11)

∆Ptot = ∆Pv + ∆Pl + ∆Pb + ∆Pph (2.12)

∆Pcap is the capillary pressure in Pa, determined with equation 2.13.

∆Pcap =
2σ

reff
· cosθ (2.13)

Where θ is the contact angle of the fluid on the wick and reff is the effective pore radius in the wick.
For perfect wetting θ is 0o. For water on a flat copper surface Shirazy et al. found θ to be 47o. This
value decreases with increasing porosity [55]. The capillary pressure is strongly influenced by the
temperature due to the surface tension term σ. Higher temperatures result in lower surface tension
and thus capillary pressure.

∆Pv is the pressure required to displace the vapour from evaporator to condenser, determined with
equation 2.14 [39, 41].

∆Pv =
8µvṁleff

ρvπr4
v

(2.14)

Where ṁ is the mass flow rate of the vapour in the heat pipe (kg/s), which can be determined by
dividing the heat input by the latent heat of vaporization.

∆Pl is the pressure required to displace the liquid from condenser to evaporator, determined with
equation 2.15 [39, 41].

∆Pl =
µlṁleff

ρlKAw
(2.15)

Where µl and ρl are the viscosity and density of the liquid in the heat pipe, in Pas and kg/m3,
respectively. Aw is the cross-sectional area of the wick (m2), and K is the permeability of the wick
(m2). The permeability can be approximated with many different formulae, depending on the wick
type. One possible approximation for the permeability in sintered copper wicks can be seen in
equation 2.16 [39].

K =
d2ε2

150(1− ε)2
(2.16)

Where d is the copper powder diameter used in the sintering process (m), and ε is the average
porosity of the wick. While characterizing sintered copper heat pipes Leong et al. found these
values to be 63µm and 0.45, respectively [56].

∆Pb is the pressure drop due to body forces such as gravity, centrifugal or electromagnetic forces.
Gravity is the most common and often significant factor in this term, and is given by equation 2.17
[39, 41].
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∆Pg = ρlgltotsinΨ (2.17)

Where g is the gravitational constant (m/s2), lt is the total pipe length (m) and Ψ is the angle of
the heat pipe with respect to the horizontal, being positive if the evaporator is above the condenser.

∆Pph is the pressure drop due to a phase transition, which occurs when the kinetic energy switch be-
tween vapour and liquid phase causes a pressure drop. This is generally only significant in conditions
with high evaporation rates such as in liquid metal heat pipes [52].

By combining the equations 2.11 - 2.17 it is possible to derive an expression for the maximum heat
transfer due to capillary limitations. A possible derivation can be found in equation 2.18. This
derivation neglects phase change pressure drop and assumes no body forces other than gravity.

Qcap,max = (∆Pcap −∆Pg) ·
(

µlleff

λρlKAw
+

8µvleff

λρvπr4
v

)−1

(2.18)

Boiling limit

At the top boundary of the heat pipe operating temperature range, there is a risk of nucleate boiling
in the wick. Vapour is trapped in the wick structure and the liquid flow is obstructed, which can lead
to evaporator dry-out. This limitation is called the boiling limit, and it is the only limit related to
radial heat flux. The limit is governed by two processes: the formation of bubbles and the subsequent
growth or collapse of the bubbles. These factors are taken into account in the expression for the
maximum heat transfer due to the boiling limit, equation 2.19 [39, 41].

Qboiling,max =
2πleffkeffTv
λρvln

ri
rv

·
(

2σ

rn
− Pc

)
(2.19)

Where

• Tv is the temperature of the vapour (K),

• ri is the radius of the inner wall of the vessel (m),

• rn is the nucleation radius (m), given by literature to be in the range 0.25 - 25 µm [39, 41, 52].
First approximations can be made with an assumed value from this range.

• Pc is the capillary pressure (Pa), determined by equation 2.13.

• keff is the effective conductivity of the wall, wick and vapour core combination (W/m K). There
are many different approximations for this value for different types of wick. One expression
for a sintered heat pipe is given in equation 2.20, from Ferrandi et al. [57].

keff =
kw[2 + (kl/kw)− 2ε(1− (kl/kw))]

[2(kl/kw) + ε(1− (kl/kw))]
(2.20)

Where kl and kw are the thermal conductivities of the liquid and the wick, respectively.

2.6.3 Methanol Corrosion

Corrosion on metals can be defined as the ”undesirable deterioration of a metal or alloy” [58]. This
is always something to take into account when designing chemical processes, especially for long term
use. The methanol and water in the methanol synthesis reactor are called organic chemicals, a class
of chemicals which are often investigated separately, as different organic chemicals often have similar
effects [59].
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Aluminium

A specific metal of interest is aluminium. Aluminium is relatively cheap, light and has high thermal
conductivity compared to stainless steel, making it a desirable building material for many different
parts of the methanol synthesis reactor. However, it is one of the conclusions of previous ZEF research
that a new methanol synthesis reactor should not contain aluminium due to corrosion effects [13].
On the other hand, the conclusion is an observation and not backed by literature. Upon further
investigation, corrosion is not entirely visible in the dismantled reactor channels. It is reasonable to
believe that the observed corrosion was actually powdered residue from the catalyst.

Literature

There is not much literature that specifically mentions aluminium corrosion due to the presence of
methanol. It is in each case written that aluminium is in most cases suitable for use with methanol,
especially in the presence of water [12, 59, 60]. However, in Vargel’s book, it is quantitatively shown
that a 50% methanol-water mixture at 60oC corrodes aluminium (3033) with a rate of 0.77 mm per
year [60]. This would be disastrous for many systems, including the ZEF methanol synthesis reactor.

Conclusion

Though the data seems conclusive, it is just one very short passage without a traceable source. It is
also not clear what the effect of oxygen is on corrosion behaviour. The methanol synthesis reactor is
an oxygen-free, aqueous environment, an environment that seems to be not yet studied in the field
of methanol or ethanol corrosion. For the time being, it is assumed it is better to avoid aluminium
in the methanol synthesis reactor, though further research is necessary.

An alternative to aluminium in the reactor is stainless steel. Stainless steel is much less susceptible
to chemical corrosion, notably in the presence of aqueous methanol [61]. Stainless steel will be used
as much as possible in the place of aluminium, at least until more quantitative knowledge is gathered
on the corrosion behaviour of aluminium in the required conditions.



Chapter 3

Reactor development

3.1 General reactor design

As mentioned in section 2.5, the methanol synthesis reactor at ZEF has undergone two development
stages in the past year. The first working prototype proved that the concept of a small scale
natural convection methanol synthesis reactor with heat integration works, and provided many useful
recommendations. Meanwhile, a second design was developed for a reactor with a heat exchanger
network based on the principle of heat pipes, with a potential for more efficient heat transfer and
less losses. However, there were many faults in the design, and a new design must be made.

Principles of design

Table 3.1: Design principles used to design a new methanol synthesis reactor. Several principles are
discussed in the previous chapter, the sections are given.

Design Principe Comments Background section
Can withstand process conditions 50 bar pressure and 230oC temperature 2.5
Suitable for natural convection Temperature gradient; circulation loop 2.5
Low corrosion No aluminium in contact with methanol 2.6.3
Modular system Easy (dis)assembly
Efficient heat exchanger section Using heat pipes if possible 2.6.2
Low heat losses Better energy efficiency
Low pressure drop Higher flow rate and productivity
Automated liquid removal No loss of gases and pressure
Ratio dt/dp between 5-10 2.6.1

Tri-Clamp and catalyst bed
The reactor is designed based on Tri-Clamp parts, which are stainless steel, modular and guaranteed
leak tight and reliable. Tri-Clamp is commonly used in the food and medical industry for piping
and connections. It is possible to switch out different parts with different dimensions with relative
ease.

The catalyst bed diameter was chosen to be 35 mm, roughly twice that of the MBR. The catalyst
used by Basarkar in the MBR was not available, and a different catalyst is used with a diameter
of 6 mm instead of 5 mm. The catalyst pellet to bed ratio dt/dp = 5.8, in the optimum range of
5-10 (see section 2.6.1), whereas in the MBR dt/dp = 3.6. The length of the catalyst bed tube is
100 mm, which means L/dp = 20. This ensures a near plug flow conversion rate, as it is greater
than 10 (assuming a uniform temperature distribution) [35]. The rest of the system was chosen at
the same diameter for a uniform flow distribution and to minimize pressure drop. The clamps used

27
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(Tri-Clamp SH Safety Clamp R©) are certified to up to 50 bar at 250oC, with a failure pressure of
100 bars. More information on the dimensions of the parts can found in Appendix B. See figure 3.1
for a model of the reactor with basic dimensions.

Figure 3.1: 3D model of the new reactor design, and a schematic with the dimensions. The catalyst
bed is highlighted in orange. More dimensions are shown in Appendix B.

Inputs and outputs
All the inputs and outputs are placed in the same block, in the lowest point of the reactor. This
’Cornerpiece’ contains two inputs and two outputs for gases, and one output for the liquids. One
input is connected to pure H2 for the start-up phase of the reactor, the other input is connected to a
0.75/0.25 H2/CO2 mixture for the operational phase of the reactor. One gas output is for extracting
gas samples to analyze the gas composition, as well as to remove pressure if necessary. The other gas
output is not a literal output, but rather a connection to the pressure sensor. The liquid output is
actually a separate part, with a collection chamber and a level sensor. The level sensor is based on a
floating magnet and a Hall effect sensor. This, with the solenoid valve, will allow precise removal of
liquids without losing any gases. The liquid output goes through a luer-lock system into a syringe,
after which it is possible to measure mass, purity and the dissolved gases. The ’Cornerpiece’ can be
seen in the bottom left of figure 3.1. Also, more detail on the dimensions and the inlet and outlet
valve design, see Appendix B.3.

Heat exchange section
The use of the Tri-Clamp parts and their dimensions have implications for the heat exchange section.
The height of the reactor is roughly 280 mm from outer wall to outer wall and 200 mm from inner
wall to inner wall (empty space between top and bottom of the loop). This means the heat pipes
need to be longer than 280 mm if they are to be placed all the way through the system, or shorter
than 200 mm if not. Therefore, heat transfer performance will be tested for a 300 and a 200 mm
heat pipe.

Also, the large channel dimensions mean there is a relatively low contact area for heat transfer.
There is a need for an internal structure to increase this area. All considerations and calculations
associated with the heat exchange section design are discussed in detail in section 3.3.

Sensors
The reactor contains 20 temperature sensors (100kΩ NTC), one on each end of every heat pipe and
four at the corners. A pressure sensor is attached to the cornerpiece. A Hall effect sensor is used to
measure the fluid level in the fluid container, which contains a floating, magnetic ’pill’.
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Summary
The new reactor design incorporates many recommendations of Basarkar, while also including extra
considerations for a reliable experimental setup [13]. The recommendations and considerations can
be found in table 3.2.

Table 3.2: Overview of the application of the recommendations from the first ZEF prototype, the
MBR, on the new reactor designs.

MBR Recommendations Achieved Reason achieved/not achieved
Improved heat integration x Heat pipes
Larger catalyst bed (dt/dp = 7) x Reactor sizing
Larger channels x Reactor sizing
Aluminium free x Stainless steel parts
Lightweight Sizing & Stainless steel
Less heat losses x Stainless steel, heat pipes,

no bolts on hot side
Automated liquid removal x Level sensor & Solenoid valve
Possibility for dP sensor x Reactor sizing

Other considerations
Ease of production Stainless steel cornerpiece
Modularity x Tri-Clamp
Reliable leak tightness x Tri-Clamp seals

3.2 Heat pipe validation and design

To use heat pipes in the reactor design the limitations mentioned in section 2.6.2 must be checked.
Since the heat pipe is using water as the working fluid and operating high in the temperature range,
it can be assumed that the viscous and sonic limits are not significant. This leaves the entrainment,
capillary, and boiling limits.

3.2.1 Heat pipe limitations

The values used in the calculations can be seen in table A.1 in Appendix A. Many variables are
based on assumptions, similar examples in literature or approximations. This is assumed as the
calculations are simply to give an idea if the heat pipe is operating near its limitations. The values
are therefore chosen for properties at the most difficult operating point, the highest temperature.

These selected values give the following heat transfer limitations:

• Entrainment limit Qent,max = 544W (eq. 2.10)

• Capillary limit Qcap,max = 8.92W (eq. 2.18)

• Boiling limit Qboiling,max = 563kW (eq. 2.19)

From these values, it can be seen that the entrainment and boiling limit are much higher than the
capillary limit. Therefore, it is reasonable to assume that the capillary limit will be limiting for the
heat pipe performance in the reactor. This is largely due to the low surface tension of the liquid in
the wick at high temperatures, and the orientation of the reactor against gravity. Figure 3.2 shows
the influence of temperature on the capillary limit. As mentioned, the value for the capillary heat
transfer limitation is simply an indication and will require experimental validation.
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Figure 3.2: Capillary heat transfer limitation

3.2.2 Heat pipe experimental validation

A test setup was designed to test the performance of the 200 and 300 mm heat pipes. The setup
consisted of two aluminum blocks with entries for the heat pipe, simulating the evaporator and
condenser zones (35 mm). The blocks have a threaded opening for thermocouples. One of the
blocks was heated by a heater with a power range of 0-60W. The design was initially made for
usage with a plate heater, though a cylindrical (6mm) heater gave a more constant heat input. The
whole setup is wrapped in glass wool insulation material and heated at a constant heat input until
steady state is reached. The temperature difference between evaporator and condenser gives a clear
indication of the heat transfer performance of the heat pipe. The setup can be seen in figure 3.3.

Figure 3.3: Heat pipe test setup. Top left (with plate heater) is the setup itself. Bottom left is the
test in horizontal operation, right is the test in vertical operation.

The results of the 300 mm heat pipe test can be found in figure 3.4. It is clear that the heat pipe is
only working correctly when the evaporator is below the condenser, which is an extra indication that
it is the capillary limitation that is obstructing heat pipe operation. Nevertheless, one would expect
the heat pipe to work in horizontal operation at temperatures well under the maximum, which is not
the case in this test. This can indicate that the porosity of the wick is lower than assumed. Porosity
is a major factor for capillary limitation, see figure 3.6. Two different sources from literature give
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a large difference in performance. Also, if the heat pipe is poorly manufactured the porosity might
even be lower.

0 500 1000 1500 2000 2500 3000

Time (s)

50

100

150

200

T
em

pe
ra

tu
re

 (
o
C

)
* = 90o

0 500 1000 1500 2000 2500 3000

Time (s)

50

100

150

200

T
em

pe
ra

tu
re

 (
o
C

)

* = 0o

0 500 1000 1500 2000

Time (s)

50

100

150

200

T
em

pe
ra

tu
re

 (
o
C

)

* = -90o

Evaporator
Condenser

Figure 3.4: Evaporator and condenser temperature of 300mm heat pipes in three different orien-
tations. The angle Ψ is against the horizontal, where positive means evaporator above condenser.
Heat input is constant at 9.5W. Irregularities in the curves caused by adjusting insulation which
was coming loose.
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Figure 3.5: Evaporator and condenser temperature of 200mm heat pipes in two different orientations.
The angle Ψ is against the horizontal, where positive means evaporator above condenser. Heat input
is constant at 9.5W. Irregularities in the curves caused by adjusting insulation which was coming
loose.

50 100 150 200 250

Temperature [ oC]

0

10

20

30

40

50

60

M
ax

im
um

 h
ea

t l
oa

d 
[W

]

Capillary limit heat load vs. Temperature

0 = 0.45 (Leong)
0 = 0.29 (Reay)
0 = 0.20

Figure 3.6: Capillary limit heat transfer for three different values of porosity. The values are based
on calculations with values from table A.1.

The tests were repeated with a 200 mm heat pipe, see figure 3.5 for the results. This heat pipe is
obviously operating much better than the 300 mm heat pipe. Since the operation is stable and the
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temperature difference is relatively small, it is assumed that this heat pipe is operating within the
limitations. The results of all the tests can also be seen in table 3.3.

Table 3.3: Results of the heat pipe limitation test, as seen in figures 3.4 and 3.5.

L (mm) Ψ Te (oC) Tc (oC) ∆T Q (W)
300 90 208 113.75 94.25 9.5
300 0 184.5 122.75 61.75 9.5
300 -90 131.25 122.75 8.5 9.5
200 90 169.75 152 17.75 9.5
200 0 147.25 122.25 25 9.5

Once proven that the 200 mm heat pipes operate in the desired orientation to at least 170oC, several
tests were performed to observe the impact of higher heat input and temperature. In the horizontal
orientation, the heat pipe was able to transfer 25W of heat at above 230oC with the same ∆T as
at 9.5W and 150oC. In the vertical orientation of Ψ = 90o, the ∆T had increased to 41oC, which is
an indication that the heat pipe is not operating correctly, though not as poor as the 300 mm heat
pipe, and still better than one could expect from pure copper conduction, which can be derived from
Fourier’s law of heat conduction,

Q = keffA
dT

dx
(3.1)

where keff is the effective combined conductive heat transfer coefficient of the copper vessel and wick,
A is the cross-sectional area of the same, dT is the temperature difference over the length of the
heat pipe dx. Using the values in Appendix A, a heat transfer of just over 0.9 W is found, much
less than the applied 25 W.

This means that the heat pipe is still working and there is not a case of complete dry-out at the
applied conditions. Nevertheless, this result means the heat transfer of the first and perhaps second
heat pipe of the reactor might be less optimal, though the real heat input will be much lower than
the 25 W applied in the experiment. When the heat input was lowered to 9.5W, the heat pipe
reached a steady state around 200oC, again with the same ∆T as before. These results can be seen
in table 3.4.

Table 3.4: Additional results of the heat pipe limitation test.

L (mm) Ψ Te (oC) Tc (oC) ∆T Q (W)
200 0 231.5 206.5 25 25
200 90 235 194 41 25
200 90 197.5 172 25.5 9.5

3.3 Heat pipe support and fin design

As the empty space between the reactor channels is roughly 200 mm, the 200 mm heat pipes require
an extended structure to transfer the heat to and from the flow. There is also a need for a relatively
high contact area to transfer heat from the flow to the pipe. A design is made for a copper fin
structure on a cylindrical rod which is attached to the heat pipe. The required area for the fins is
calculated. One design criterion is to minimize the number of operations needed on the steel tube.
Also important is to minimize capillary forces of the fin structure on the condensate, as this can
cause flow blockage. This can be estimated through calculations and tested experimentally.

3.3.1 Heat transfer surface area

The surface area required to transfer the heat from the flow to the pipe is estimated with several
assumptions. First of all, the temperature gradient between the two sides of the heat exchanger net-
work should be high. As suggested by Brilman et al., the minimum temperature gradient to achieve
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natural convection is 70 K. A higher temperature gradient and thus lower condenser temperature
has several consequences:

• The driving force of the flow is greater

• More condensation, thus higher yield

• More condensation also increases energy efficiency as less water and methanol vapours return
to the catalyst bed

• Higher surface tension and thus more capillary force in the fins, potentially blocking the flow

• Higher required heat transfer per heat pipe

• More heat losses due to larger heat exchanger network surface area

The advantages of a large temperature gradient seem to outweigh the disadvantages, as the fins and
heat exchanger network can be designed to fit the criteria, whereas a higher driving force, purity, and
yield are more difficult to obtain. Therefore, it is the aim to create a larger temperature gradient.
For the calculations, this temperature gradient is set at 150 K. This means the flow will leave the
top of the heat exchanger at 350 K, and enter the bottom at 325 K due to an assumed heat pipe
temperature drop of 25 K.

The second major variable which must be estimated is the mass flow rate. Since the reactor diameter
is approximately double that of the MBR, the volume of the catalyst bed is four times higher and
the amount of catalyst in the reactor can be up to four times more. It is assumed that the reaction
rate increases by a similar amount, and therefore also the mass flow rate. The MBR had a mass
flow rate of 2.50e-5 kg/s when operating with a condenser temperature of 350 K. It is assumed in
further calculations that the flow rate will be 10e-5 kg/s.

The isobaric specific heat, cp, is determined via the Peng-Robinson EOS using the open source
simulation software COCO. The value varies through the reactor due to the temperature and vapor-
liquid fractions, though the variations are small as the cp of hydrogen is predominant and relatively
constant. The value for cp is 2994 Jkg−1K−1 in following calculations.

The total heat flow, which is ideally all transferred through the heat exchanger network, is calculated
by equation 3.2.

Q = ṁcp∆T (3.2)

This results in a total heat flow of 40.5 W. The average heat transfer flow per heat pipe as a function
of the amount of heat pipes is shown in figure 3.7.
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Figure 3.7: Heat transfer required per heat pipe against the amount of heat pipes.

The convective heat transfer coefficient is calculated using the vapour properties at the dew point
temperature of 378 K (derived from COCO), and correlations given by Mills [62]. See equation 3.3
for the used correlations.
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RaL =
β∆TgL3

ν2
, NuL = 0.82Ra0.2

L [63], hc =
k

L
NuL (3.3)

These correlations give a convective heat transfer coefficient of roughly 105 W/m2K, which is in the
same range as previous simulations by ZEF [64]. The convective heat transfer equation, equation 3.4,
will now give the required heat transfer surface area, where ∆T is the estimated average temperature
difference between the flow and the fins.

Q̇c = hcA∆T (3.4)

The fin surface area is dependent on the number of fins, this can be seen in figure 3.8.
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Figure 3.8: Fin area required per heat pipe against the amount of heat pipes.

It is chosen to design the heat exchanger for 8 heat pipes for the following reasons:

• Less heat transfer per heat pipe guarantees better heat pipe performance

• Less fin area required per pipe means easier fin construction and a lower chance of capillary
flow blockage due to fin spacing

• More than 8 heat pipes increases the difficulty of production

• The fin structure surface can be designed to allow up to 2 heat pipes to be removed if desired

3.3.2 Fin structure design

The structure of the fins is determined by the required area and the ease of production of the
complete unit, which consists of the fins on a copper tube in which the heat pipe is placed, see figure
3.9.

With 8 heat pipe supports and the reactor sizing, the spacing between the heat pipes is roughly 23
mm. The fins are designed to be 18 mm in width, as the 5 mm spacing ensures that they are not in
contact with one another, which would have a negative effect on the heat exchanger performance.
A spacing between the fins of 3 mm gives 9 fins and a total area of roughly 80 cm2 (derived from
the 3D drawing software Fusion 360). This is a factor 1.5 higher than the requirement for 8 heat
pipes, and should still be effective if it is desired to operate with 6 or 7 heat pipes. (see figure 3.8).
To neatly achieve this spacing, the copper tube on which the fins are placed is shaped conically, in
such a way that varying a diameter hole in each fin is equally placed on the support. The holes are
designed with teeth to improve the contact between the fins and the tube. The fins are constructed
by bending a laser cut copper strip with the aid of 3D printed supports.



CHAPTER 3. REACTOR DEVELOPMENT 35

Figure 3.9: Copper fin and conical support design. See figure B.2 in the Appendix for the sizing.

Heat conduction between fins and conical support

It is crucial to have good heat transfer between the different elements of the heat exchanger section
to approach heat transfer performance derived from ideal calculations. Perhaps the most critical
part of this challenge is the conduction between the fins and the conical support. This due to the fact
that a solid, soldered connection is not possible due to the assembly method. The fins are designed
with bent ’teeth’ to increase contact. However, the connection between the teeth and the smooth
support is not ideal, especially after heating the supports (and fins) in the process of soldering the
supports to the reactor. It is therefore desired to have a more firm connection between fins and
support.

To achieve this, conical supports were prepared in four different ways:

1. Smooth (Sm): Produced by ordinary lathing.

2. Sandblasted (SB): Produced by sandblasting a smooth (Sm) support, resulting in a finely
grained layer.

3. Grooved (G): Produced by lathing the last layer of material quickly.

4. Grooved and sandblasted (GSB): Same as the previous, but then with a grooved (G) support.

The four preparations are shown in figure 3.10

Figure 3.10: Photograph of the four conical support preparations. From top to bottom: Smooth,
Sandblasted, Grooved, Grooved and Sandblasted.

A cylindrical heater, with the same diameter as the heat pipes, is placed in the support, see figure
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3.9 for reference. After heating for 5 minutes at 15 W, infrared images are taken at two locations
(FLIR ONE camera). The results of the test can be seen in table 3.5 and figure 3.11. It can be seen
that the GSB support performs best, most importantly in the uniform distribution of heat through
the whole assembly.

Table 3.5: Temperatures measured with the infrared camera for the four different supports at two
different points, in the center and on the middle fin. Sm = Smooth, SB = Sandblasted, G = Grooved,
GSB = Grooved and sandblasted

Preparation TA (center) (oC) TB (fin) (oC)
Sm 39.7 65.0
SB 54.3 68.9
G 50.2 68.6
GSB 54.7 79.9

(a) Smooth support (b) Sandblasted support (c) Grooved support (d) GSB support

Figure 3.11: Heat profile of the fins and four different supports after 5 minutes of 15 W heating from
the inside.

3.3.3 Capillary blockage in the fins

One of the major problems encountered in the MBR was capillary flow blockage due to condensation
in the 2 mm flow channels [13]. The problem was solved enlarging the channels to 6 mm. This was
done on intuition, without calculations. In this reactor, the fins are designed to be 3 mm apart,
which might again cause blockage. Therefore, it is necessary to make a preliminary estimate followed
by an experiment.

Capillary length equation

A way to estimate a scaling for droplets formed in the fins due to surface tension forces is with the
capillary length equation,

Lc =

√
σ

ρgsin(θ)
(3.5)

where σ is the surface tension of the fluid, ρ its density, g the gravitational constant and θ the tilt
angle of the reactor [65]. The natural convection driving force is neglected as it is very low due to the
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low velocity of the gas. The surface tension of the mixture of 0.026 N/m is taken from experimental
data at 50oC [66]. The density of a water/methanol mixture at 50 oC is 862 kg/m3. θ is set at 15o,
as this tilt was recommended by previous work at ZEF [64]. This results in a capillary length of 3.4
mm, implying that flow blockage can occur when fins are placed 3 mm apart.

Capillary length validation

Two fin structures are designed, one with 3 mm spacing between the fins and one with 5 mm
spacing. To test the difference in performance, the two fin structures are dipped into a fluid and
held at an angle of roughly 15o. Such an orientation is expected to be applied to the reactor. The
formation of blocked droplets can then be observed. The fluid in which the fin structures are placed
should have the same surface tension as the fluid in the reactor, which is 26.74 mN/m for a 50/50
molar methanol/water mixture at 50oC [66]. Therefore, the test is executed with a methanol/water
mixture; with a methanol mass fraction of 0.8, which has a surface tension of roughly 26 mN/m.
The capillary length equation (equation 3.5) is compared to a real situation. Therefore, as an extra
validation of the use of the equation the test is also executed in water, which has a higher surface
tension. The results of the test are shown in figure 3.12 and table 3.6.

Table 3.6: Data, calculations and results of the capillary blockage test. Fluid mixtures are given
in mass fractions. Surface tension values from [66]. Capillary length calculated with equation 3.5.
Blockage can be seen in figure 3.12.

Test Fluid Surface tension Capillary length Fin spacing Blockage
(10−3N/m) (mm) (mm)

(a) Methanol/Water (0.8/0.2) 26 3.4 3 Yes
(b) Methanol/Water (0.8/0.2) 26 3.4 5 No
(c) Water 72.75 5.3 5 Yes

Figure 3.12: Droplets attached to fins due to capillary forces. (a) and (b) are tested in a
methanol/water mixture (0.8/0.2, room temperature), with a fin spacing of 3 mm and 5 mm, re-
spectively. (c) has a fin spacing of 5 mm and is tested in pure water at room temperature.

It can be observed ((a) and (b) in figure 3.12) that there is blockage occurring in the 3 mm spaced
fins, whereas there is none in the 5 mm spaced fins for the methanol mixture, which agrees with the
calculations for the capillary length (see table 3.6). The test with pure water (c) also agrees with the
capillary length equation. The capillary length is calculated to be 5.3 mm; in the experiment, the 5
mm spaced fins are blocked. This is an extra validation of the use of the capillary length equation
for the orientation of the setup.
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Figure 3.13: Thermal stress simulation of materials for the level sensor pill, executed in Fusion 360.
The pills are designed for a total density of 750 kg/m3, a height of 18 mm and a diameter of 7.75
mm. The coloration represents the safety factor (SF), a scale based on a stress analysis. A value
lower than three indicates possible material failure.

3.4 Level sensor design

The level sensor consists of a Hall effect sensor and a floating pill with an enclosed magnet. The Hall
effect sensor measures the magnetic field, and thus, after calibration, the distance of the floating pill
to the bottom of the liquid collection vessel. Since the pill has to float on a light water/methanol
mixture, it must be hollow. The density of the fluid is roughly 800 kg/m3, the pill is designed to
have a density of 750 kg/m3. The pill must also withstand 50 bar pressure and temperatures in
the range of 50-70 o. Five plastics were chosen as a potential material to produce the pill, with
varying material properties. A thermal stress simulation was executed in Fusion 360 to compare the
different materials, see figure 3.13.

PEEK, or polyetheretherketon, performed best in the simulation and is therefore chosen as material
to produce the level sensor pill.

3.5 Design summary

The heat integration network is designed for 8 heat pipes, as the resulting required heat transfer is
achievable, and a system with more heat pipes is more difficult to produce, whereas a system with
less heat pipes will require a higher heat exchange duty per heat pipe, which is likely less efficient.
The heat pipes are 200 mm in length, 6 mm in diameter and consist of a copper shell with a sintered
wick and water as working fluid.

The heat pipes are connected via a copper conical tube to a fin structure. The copper support is
necessary for the system to span the total height of the reactor. It is also possible to design it in
such a way that the fin structure can be attached more efficiently in terms of the production method
as well as the resulting heat transfer performance. To achieve this optimal attachment, the conical
tubes are grooved and sandblasted. This increases the contact strength with the fin structure, which
is placed on the tube with bent ’teeth’ to ensure contact.

The fins are designed to be bent from one piece, with a gap of varying diameter designed to ensure
constant spacing in combination with the conical tube. With the spacing at 3 mm, and a width of
18 mm, the total surface area is roughly 80 mm2.

The 3 mm spaced fins can be (partially) blocked by capillary forces at the condensation conditions,
which will negatively impact the reactor performance. However, the larger surface area is desired for
heat transfer with the gaseous flow. Therefore, 5 mm spaced fins will be placed in the heat exchange
network only at the point where condensation is expected, which is roughly halfway the top part
of the heat exchange section. Therefore, there are four fin units with 5 mm spaced fins and twelve
with 3 mm spaced fins (the bottom part of the heat exchange section contains only gases).
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The fluid collection zone contains a floating, magnetic ’pill’ in combination with a Hall effect sensor
to measure the level of the fluid. The pill must withstand 50 bar pressure and 60 oC as well
as float in a mixture of methanol and water. It was found through simulations that PEEK, or
polyetheretherketon, performs best when compared to other common plastics.

3.6 Experimental setup description

The experimental setup as it is built is described in more detail in the following section. The position
of all the sensors, heaters and solenoid valves are shown schematically in figure 3.14.

Figure 3.14: Schematic of the positions of all the sensors in the reactor.

3.6.1 Sensors

The experimental setup contains sensors for temperature, pressure and liquid collection level. They
are described in the following subsections.

Temperature Sensors

The experimental setup contains 19 NTC temperature sensors (3D printer part, China, 100±1%kΩ,
17 with 100±1%kΩ resistor, 2 with 5±1%kΩ). 16 of the NTCs are connected to the copper heat
pipe supports (100kΩ). One is attached to the heating element at the reactor section (5kΩ), and two
are free to be placed where an extra measurement is interesting per experiment, such as the outside
of the insulation (1 5kΩ, 1 100 5kΩ). See Appendix C for more information on how the NTCs work
and how they are calibrated.

There are two different types of resistors due to the fact that it was found that 5kΩ resistors allowed
for higher NTC accuracy after the 100kΩ resistors were already soldered to a printed circuit board
(PCB). Replacing the resistors brought a risk of damaging the PCB, and was therefore not done.
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The NTC which requires the highest accuracy at high temperatures, the NTC which controls the
heater duty on the reactor, is the most accurately calibrated and uses a 5kΩ resistor.

Fluid Temperature Sensors

One deviation from the design is related to the temperature sensors. Four temperature sensors were
developed to run through Viton gaskets in the corners of the reactor, giving valuable data about the
temperature of the fluid inside the reactor. However, these gasket sensors leaked at pressures above
10 bars, and thus can not be used in the setup. By heating the air in the reactor at low pressure,
a comparison could be made between the gasket sensors (true fluid temperature) and temperature
sensors on the outside, on the copper heat pipe supports. However, the temperature of a copper
support is influenced by the presence of a heat pipe in operation, as heat is transferred between
the heat pipe and the flow. Therefore, by removing the heat pipe from the support, a temperature
is measured which is roughly the same as the temperature of the copper support on the inside of
the reactor. The temperatures measured in such a manner were approximately 5oC off from the
corresponding gasket sensor, in the four corners of the reactor, see figure 3.15 for a schematic. It is
chosen to operate with 6 heat pipes instead of 8 for the time being, to gather useful fluid temperature
data.

Figure 3.15: Schematic of the reactor with the location of the fluid sensors shaded in red. Note the
absence of heat pipes. How they are named is given as these sensors will be referenced often in the
results.

Other sensors

A pressure sensor (ADZ-SML-37.0, operating range 0-50 bars, accuracy ± 0.01 bar) is connected to
the cornerpiece. The level sensor mentioned in section 3.4 is a linear hall (49E 8168G) effect sensor.

3.6.2 Reactor section

There are two items of note in the reactor section: the heaters and the catalyst. For heating, 8 40W
cylindrical heaters (3D printer part, China) are placed in an aluminium block, which is clamped
around the reactor, with a copper plate in between the heater block and the reactor to ensure
uniform heat distribution. At full power, the heaters apply 320W of heat, powered by a 12V power
supply (Adler ADL-500-12). The actual heating is approximately 270W at full power due to a lower
voltage, which is necessary for optimal electronics performance, see section 3.6.3.
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The catalyst used is a commercial Cu/ZnO/Al2O3 (>56%/>21%/>8%) catalyst, sourced from
China. Like most commercial methanol synthesis catalysts, the height is 4 mm, though the di-
ameter is 6 mm instead of 5 mm. A mesh is placed at the bottom of the reactor section to prevent
the catalyst from dropping into the heat exchanger section.

Insulation

The reactor and heat exchanger sections are packed in by multiple layers of glass wool insulation.
The insulation is layered in such a way that the sensor and heater cables run through it and are not
pressed against the hot reactor walls.

3.6.3 Electronics

The experimental setup leans heavily on electronics, as there are 21 sensors, 8 heaters and the four
valves are all operated by computer. The electronics can be split into three main parts: the Arduino
and PCB with all the sensors, the solenoid valve control, and the heater control.

Arduino & PCB

All the programming and control is done in Arduino and operated with an Arduino Mega 2560, which
is powered by an external 7.5V power supply (Velleman PSEE10). A printed circuit board (PCB)
is used to reduce the amount of wiring for the temperature sensors. The sensors are all operated
through an analog to digital converter (ADS1115 ADC), which greatly improves the resolution and
accuracy of the sensor readings as it converts the signal from an 8-bit value to a 16-bit value. There
is a maximum of 4 sensors per ADS, thus 6 ADS are required. To operate 6 ADS simultaneously, a
multiplexer is required. The ADS are then in fact not run simultaneously, but rather sequentially,
with a fraction of time in between.

Solenoid Valve Control

The solenoid valves (GOGOATC 211BP) are controlled with an H-Bridge (L9110S), a device nor-
mally used to control DC motors. They are powered by a 12V power supply (Adler ADL-500-12),
which is also used to power the heaters. The H-Bridge is used to send a 12V pulse to open or close
a solenoid valve. A 1A fuse is placed in the power line to the H-Bridge, to prevent a hydrogen
leak and/or a spark or flame in case of a short circuit. It is found during the commissioning of the
reactor that the H-Bridge malfunctions when powered with 12V. A lower voltage of 11.10V provides
reliable and steady performance. As the same power supply is used for the H-Bridge as the heaters,
this means there will be less voltage and thus less maximum heating power. However, reliable valve
control is crucial for safe operation of the system.

Heater Control

The heaters are controlled with a double relay module (2PH63891A). It was noticed that the relay
influences the temperature measurements due to spikes in power usage. This is fixed by using a
separate 5V power supply (Mean Well RS-25-5) to power the relay. The relay is controlled by a PID
controller, which determines which percentage of heating power is required to reach the setpoint
temperature without overshoot, reiterating once per second. The PID controller is programmed in
Matlab, using steady state heating data to determine the characteristic heating time of the system.

3.6.4 Gaskets

There are many different materials available to use as gaskets, with varying properties. As the
Tri-clamp system requires a specific shape of gasket, the options are slightly limited, though the
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most common gasket materials are available. See table 3.7 for an overview of the properties of the
available gasket materials.

Table 3.7: Gasket material properites for materials available for the Tri-Clamp system. Maximum
temperatures from [67]. Chemical compatibility from [68]. Prices from various companies.

Material Maximum Price (e) Chemical Other Comments
Temperature (oC) Compatibility

NBR (Nitrile) 125 <1 A-Excellent
EPDM 150 <1 A-Excellent
Silicone 205 <1 A-Excellent
FKM (Viton) 225 <1 C-Fair Swells in Methanol
PTFE (Teflon) 260 1-2 A-Excellent Stiff, need heavy clamp
FFKM (Kalrez) 260 50 A-Excellent

It is evident that the hot side of the reactor should contain PTFE or FFKM gaskets, as these are
the only available materials able to withstand the conditions without chemical degradation. PTFE
requires heavier clamps, the Tri-Clamp SSH Safety Clamp, designed to operate up to 100 bar. This
clamp allows a strong and uniform tightening due to its bolt system. The SH Safety Clamp uses
a hinge and wingnut system, which does not provide the necessary compression for PTFE to seal
effectively. As FFKM gaskets are much more expensive and could only be sourced from the United
States, the PTFE gaskets with SSH Safety Clamps are used throughout the whole system.

3.6.5 Gas bottles

The system is designed to operate with multiple gas bottles, with which the input can be varied.
However, for the experiments in the remainder of this thesis, a gas mixture bottle (0.75/0.25 H2/CO2)
is used. A needle valve keeps the gas bottle and the reactor at a fixed pressure, and all pressure
drop due to condensation and liquid removal is immediately replenished. A pure hydrogen bottle is
also used during the start-up of the reactor.

3.6.6 Experiment operational procedure

To start up the reactor, several steps are taken:

1. Purge oxygen out of the system with pure hydrogen at low pressure (<10 bar) for roughly 2
minutes at low temperature.

2. Heat up the reactor to steady state reaction temperature (roughly 225-240 oC), with pure
hydrogen at low pressure (<10 bar). This will activate the catalyst, removing the oxides from
the catalyst. This will produce water, which is removed from the liquid collection zone. This
will take approximately 1.5 hours.

3. Replace the pure hydrogen with 0.75/0.25 H2/CO2 gas mixture by purging for 2 minutes at
low pressure (<10 bar).

4. Increase pressure to 50 bars, which is kept so by a needle valve on the gas mixture bottle.
Pressure drop due to condensing liquids is constantly replenished.

The operation of the reactor is as follows:

1. With another gas composition and pressure, a new steady state will be realized. This takes
approximately 30-45 minutes. Therefore, the first removal of liquid is after 45 minutes and is
not taken into account for the experimental results.

2. The liquids are removed at certain time intervals, which gives insight in the performance
characteristics over time.

3. The reactor is run like this for at least 2 hours.
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To end the reactor operation the following steps are followed:

1. Release pressure through the liquid outlet for 10-20 seconds to remove as much liquid as
possible.

2. Release the remaining pressure through the pressure release valve.

3. Before reaching ambient pressure, flush the system with pure hydrogen by increasing pressure
and releasing it again.

4. At 2 bar, close the reactor off. No oxygen can enter the system; the following experiment will
have a quicker start-up and no oxidation will be able to occur.

3.7 Experimental data analysis methods

When commissioning the reactor, it is necessary to find a base case with a steady and repeatable
yield from which optimizations can be tested. This is done by trial and error. The reactor conditions
for the first run are based on the reactor conditions used by Basarkar [13]. The reactor dimensions,
catalyst, and heater orientation have changed. Therefore, iterative adjustments will be made to
determine what set of conditions is effective for the current reactor.

The methanol content of the liquid output is determined by running samples through a density
analysis machine (Anton Parr DMA 5000). Assuming the liquid is only water and methanol, their
respective mass and molar fractions can be determined from the mixture density.

Every time the reactor is operated data is gathered on the performance of the heat exchanger. Heat
exchanger performance is evaluated by the achieved temperature profile over the heat exchange
section, as well as with an estimate of the amount of heat transferred.

3.7.1 Reaction heat

The methanol synthesis reaction releases heat, which is taken into account in energy balance. The
reaction heat is given by the enthalpy of formation:

CO2 + 3 H2 −−→←−− CH3OH + H2O ∆H298K = −49.2kJ/mol (3.6)

The enthalpy of formation is lower at higher temperatures:

∆H503K = ∆H298K +

∫ 503K

298K

cpdT = −42.47kJ/mol (3.7)

As the amount of moles formed is known from the yield, the reaction heat can be determined.

3.7.2 Mass flow rate and heat flows

The mass flow in the reactor can be determined with the specific heat equation:

Q = ṁcp∆T (3.8)

Where Q is the heat input, cp is the isobaric specific heat coefficient, estimated to be 2994 Jkg−1K−1

via Peng-Robinson EOS in COCO, and ∆T is the temperature gradient.

There are two sources of data that can be used to determine a mass flow rate. The heat flows
between reactor inlet and outlet (3 and 4 in figure 3.15) are known, and the heat flows in the top
section of the heat exchanger (between 4 and 1 in figure 3.15) are found with the correlation given
in appendix D.2.
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Insulation loss assumption

To take the insulation losses into account, an assumption must be made on how much of the insulation
is lost through each reactor section. To do this, the logarithmic mean temperature difference of the
sections with the ambient air is calculated. The ratio of this value for the three insulated sections
(reactor bed, HEX top, and HEX bottom) is assumed to be equal to the ratio of heat lost through
the insulation. The calculations and data used to determine the ratios can be found in appendix E.

For the two sections used to determine the mass balance, the ratio of ∆TLMTD is roughly 0.39.

Mass flow rate equation

The two methods of determining the mass flow are compared in Appendix section E. It is concluded
that the mass flow over the reactor is more accurate and will be used throughout the rest of the
report. The mass flow is given by equation 3.9.

ṁ =
Qheaters +Qreaction − 0.39Qinsulation

cp(Treactor,out − Treactor,in)
(3.9)

With the mass flow rate, heat flows over various sections can be determined with equation 3.8. This
will give insight into the energy balance of the system.

3.7.3 Energy efficiency

The reactor performance is also evaluated with the energy efficiency, given by:

ηenergy =
[LHV of Methanol formed]

[HHV of Hydrogen used] +Qheaters
(3.10)

Where the lower heating value (LHV) of methanol is used as it takes into account the latent heat of
released water condensing. This is not taken into account in the work of Basarkar [13] and Brilman
[33]. To compare the work, the energy efficiency is recalculated with their respective results.

3.7.4 Variable reactor conditions

There are several experimental conditions that can be varied. The three most fundamental reactor
conditions are:

1. Pressure: Not varied in this research. The pressure is set at 50 bar, the same as Brilman [33]
and Basarkar [13].

2. Temperature: Initially set at 228oC, the optimum of Basarkar’s reactor. This optimum is
tested for the current reactor.

3. Catalyst loading: Initially set at 40g, the same as Basarkar. As the catalyst bed dimensions
are larger, catalyst loading can be increased.

Other conditions which can be varied are:

1. Tilt: One of the main research questions. The reactor will be tilted into three orientations: 0,
10 and 20 degrees.

2. Active cooling: A computer fan can be used to cool the condenser if necessary, which can
influence various reactor performance characteristics.



Chapter 4

Experimental reactor design
validation

In this chapter, the reactor performance is presented and discussed with an emphasis on the charac-
teristics mentioned in the research questions: heat integration, natural convection, and reactor tilt.
Design choices related to these characteristics are evaluated. The following sections relate to the
reactor tilt, mass and energy balances, heat exchanger performance and a comparison to previous
work.

4.1 Comparing reactor orientations

In this section, a base case is established for the reactor conditions. Reactor performance is compared
for three different angles of tilt: 0o (base case), 10o and 20o.

Table 4.1: Experimental liquid removal data for the three reactor orientations. Liquid volume is
measured every 30 minutes, and run through a density analysis machine. This is converted to mass
and mol fractions. Mass is used to determine the production of methanol, which is converted to
space time yield.

Time V (mL) ρ (g/mL) MeOH mass MeOH MeOH mol Production STY
fraction mass (g) fraction (mol) (mmol/gcat/h)

Base Case
0:30 9 0.8899 0.621 5.0 0.485 0.16
1:00 9 0.8850 0.643 5.1 0.500 0.16
1:30 9 0.8890 0.625 5.0 0.489 0.16
2:00 9 0.8917 0.613 4.9 0.479 0.15
Total 36 20.0 0.63 2.61
10o Tilt
0:30 11 0.8913 0.615 6.0 0.481 0.19
1:00 11 0.8906 0.618 6.1 0.483 0.19
1:30 12 0.8888 0.626 6.7 0.489 0.21
2:00 10.5 0.8885 0.628 5.9 0.490 0.18
Total 44.5 24.6 0.77 3.21
20o Tilt
0:30 14 0.8880 0.630 7.8 0.492 0.24
1:00 14 0.8870 0.634 7.9 0.496 0.25
1:30 14 0.8874 0.633 7.9 0.494 0.25
2:00 14 0.8874 0.633 7.9 0.494 0.25
Total 56 31.4 0.98 4.10

45
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4.1.1 Base case

To determine a base case, three reactor conditions are varied: temperature, condenser cooling,
and catalyst loading. Pressure is fixed at 50 bar for the following experiments as this is the same
as Brilman and Basarkar [13, 33]. Other conditions are initially set equal to Basarkar’s reactor
conditions: a heater temperature of 228oC, a fan is used to cool the condenser and the catalyst
loading is 40g.

These starting conditions produce only trace amounts of methanol. The mass flow rate of 0.84 g/s
(determined with equation 3.9) is higher than the 0.1 g/s assumed in the design phase and much
higher than the mass flow rate of Basarkar: 0.025 g/s. As the catalyst bed diameter is larger than
Basarkar, the same loading results in a short catalyst bed (roughly 35mm). Due to the high mass
flow rate, the flow does not reach the reaction temperature in the short catalyst bed. As Basarkar
had a lower mass flow rate, a longer catalyst bed, and a smaller catalyst bed diameter, he likely did
not have this problem.

Therefore, catalyst loading is increased to 120g, filling the entire catalyst bed (100mm). The heater
temperature is increased to 242oC. The condenser cooling fan is removed, as cooling the condenser
has a cooling effect on the whole reactor due to the high mass flow rate. See appendix F for more
information on condenser cooling. With these conditions, a satisfactory, repeatable, production is
established for a base case. The space time yield (STY) is roughly 2.6 mmol MeOH/gcat/h. The
mass flow rate is 0.78 g/s. See table 4.1 for the experimental data used to determine the STY.

The STY is relatively low (Basarkar: 6.4, Industrial: 20 mmol MeOH/gcat/h), though significant
and measurable. The production is most likely near the reactor walls, where the flow heats enough
to react. The high mass flow rate is clearly a large limiting factor. As these problems were not
present in Basarkar’s reactor, his STY was higher.

4.1.2 Tilting of the reactor

With the base case established, the reactor performance is evaluated at 10o and 20o tilt. A schematic
of the orientations is shown in figure 4.1. Significant results of these experiments are shown in table
4.2.

Figure 4.1: Schematic representation of the three tilt orientations.
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Table 4.2: Data from the base case (242oC, 120g catalyst, 50 bar) compared with operation at 10o

and 20o tilt.

Property Base Case 10o Tilt 20o Tilt
Known: STY (mmol MeOH/gcat/h) 2.61 3.21 4.10
Known: QHeaters (W) 161 143 125
Known: TReactor,out (oC) 158 184 197
Calculated (eq. 3.10): ηenergy (%) 23.9 29.5 36.5
Calculated (eq. 3.9): ṁ (g/s) 0.78 0.57 0.41

Increasing reactor tilt has a positive effect on various aspects of reactor performance. There is a
strong increase in STY and energy efficiency, with a lower heater duty and higher reactor outlet
temperature. These four characteristics are all correlated to the mass flow rate, see figures 4.2a-4.2d.
From these correlations, it is clear that the high mass flow rate is limiting the reactor performance.
Tilting the reactor decreases the mass flow rate due to decreased natural circulation effects, as pre-
dicted by Gutierrez [64]. Therefore, tilting the reactor has a positive effect on reactor performance.
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Figure 4.2: Correlations between the mass flow rate and the STY (a), energy efficiency (b), heater
duty (c) and reactor outlet temperature (d) for multiple experiments.

More subtle anticipated effects of tilting the reactor, such as an improved flow of condensates and
improved heat pipe performance are difficult to evaluate as the effect of the change in mass flow rate
is dominant. However, in the base case without tilt, there seems to be no problem with condensate
flow.
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4.1.3 Pressure drop with Ergun’s equation

As the mass flow rate can be determined with equation 3.9, the pressure drop over the catalyst bed
can be found with Ergun’s equation [69]. This was not previously possible, as Basarkar did not have
fluid temperature data to calculate a mass flow rate. Ergun’s equation is given by:

|∆p|
L

=
150µ

ψ2D2
p

(1− ε)2

ε3
ṁ

ρA
+

1.75

ψDp

(1− ε)
ε3

ṁ2

ρA2
(4.1)

Where

• L is the reactor bed length,

• µ is the viscosity of the fluid,

• ρ is the density of the fluid,

• ε is the void fraction of the catalyst,

• Dp is the catalyst particle diameter,

• A is the cross-sectional area of the reactor,

• ψ is a correlation factor for the particle shape, as a function of particle volume (Vp), diameter
and surface area (Sp), given by

ψ =
6Vp
DpSp

≈ 1 [64] (4.2)

The results of applying this equation to the experimental results are shown in table 4.3.

Table 4.3: The results of Ergun’s equation for the first reactor run using Basarkar’s conditions and
the three productive reactor orientations. Note that Ergun’s equation only gives the pressure drop
over the catalyst bed.

Property First Run Base Case 10o Tilt 20o Tilt
ṁ (g/s) 0.84 0.78 0.57 0.41
∆p catalyst bed (Pa) 18.8 46.8 26.3 15.2

The influence of increasing the catalyst loading from 40 to 120g on the pressure drop can be seen
by comparing the first run to the base case. Note that the heater temperature is also higher for the
base case than the first run (242 vs 228oC). It is also clear that a lower mass flow rate results in a
lower pressure drop over the catalyst bed.

4.2 Mass balances

In this section two mass balances are determined. The first is the total mass balance of the inputs
and outputs of the system. This is used to find the conversion rate of CO2 to methanol. The second
is an internal mass balance to determine the conversion rate per pass in the reactor.

4.2.1 Total mass balance and carbon conversion

The total mass balance of the system is determined from the feed gases and the output. As the
molar flow rates of methanol and water are known, the hydrogen content of the molecules can be
used to determine the amount of hydrogen entering the system. This is exactly three times the
amount of CO2 entering the system, as the feed bottle is pre-mixed. The carbon conversion is then
the ratio of methanol leaving the system and CO2 entering the system. Water absorbs more CO2 at
high pressure than at ambient pressure. Therefore, CO2 is released from the water when it leaves
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the system. The volume of gas is measured as the outlet directly enters a syringe and converted to
a molar value. The results of the mass balance calculations are shown in table 4.4 and figure 4.3.

Table 4.4: Mass balance of the system in 20o tilt orientation. CO is not included in the mass balance
as it could not be measured at the time. However, the solubility of CO2 is an order of magnitude
higher than CO, and CO is therefore neglected in this analysis.

Gas Feed (mmol/h) Outlet (mmol/h)
Derived Measured

CH3OH 0 492
H2O 0 502
CO2 495 3
H2 1486 0
Carbon conversion 99.39%

Figure 4.3: Mass balance diagram for the 20o tilt reactor orientation.

A high carbon conversion is measured, slightly higher than Basarkar [13]. The amount of dissolved
CO2 observed leaving the system matches the mass balance.

4.2.2 Conversion per pass

The conversion per pass is determined with the molar flow rate in the reactor and the molar flow
rate of the output. The ratio of the two equals the conversion rate unit of time, which is essentially
the same as the conversion per pass. As 4 mols of H2 and CO2 react to become 2 mols of methanol
and water, a factor of 2 is added to the ratio. The results of this mass balance are shown in table
4.5.

Table 4.5: Molar flow rates in the reactor and the liquid output and the resulting conversion per
pass. Reactor molar flow rate based on assumption that the gases in the system are dominantly
0.75/0.25 H2/CO2.

Property Base Case 10o Tilt 20o Tilt
Molar flow rate (mmol/s) 62 45 33
Liquid production (mmol/s) 0.18 0.22 0.28
Conversion per pass (%) 0.56 0.96 1.68

The conversion per pass is relatively low, though increasing with decreasing flow rates. A typical
industrial methanol synthesis reactor has a conversion per pass of roughly 10%, though higher
conversion rates exist [70]. The large difference is likely in part due to kinetics, a longer catalyst bed
is required to achieve reaction equilibrium. This is researched further in section 5.2. The conversion
per pass is also reduced if a part of the flow does not reach the reaction temperature, this is further
analyzed in section 4.5.
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4.3 Energy balance

In this section, the energy balance of the system is evaluated with two different methods. Using the
mass flow rate, a more thorough energy balance is conducted for four relevant subsections of the
system.

4.3.1 Insulation losses by convection

For the system as a whole, the energy balance is relatively straightforward. There is an insulated
part (reactor and heat exchanger) and a non-insulated part (condenser with bolts holding up the
system). It is assumed that the insulated part only loses heat through convection. By subtracting
the convective insulation losses from the heater duty and reaction heat, the heat lost through the
condenser zone is approximated. These are not necessarily losses, as they cause the flow to cool
down and condense the methanol and water, and part of the heat comes from the latent heat of
condensation.

First of all, the heat losses through the insulation are found with:

Q = hcA∆T (4.3)

Where hc is the natural convection coefficient of air, A is the surface area of the insulation and ∆T
is the temperature difference between the surface of the insulation and the air. As there is a wooden
board behind the reactor, the temperature of the back of the board is taken for that part of the
insulation. The variables used and the result of the calculation are shown in table 4.6.

Table 4.6: Variables used to calculate the heat losses through the insulation and the resulting losses.
The temperatures are determined during steady state operation of the reactor in the base case
orientation. The dimensions are labelled as ’estimated’, as the actual shape is irregular and not
rectangular.

Property Value
Estimated: Dimensions (m) 0.5x0.5x0.1
Estimated: Ainsulation (m2) 0.45
Estimated: Aboard (m2) 0.25
Known: Tinsulation (oC) 24.9
Known: Tboard (oC) 24.2
Known: Tair (oC) 21.6
From [13]: hc (W/m2K) 30
Calculated (eq. 4.3: Qinsulation (W) 64.05

4.3.2 Comparison to mass flow rate based calculations

With the convective insulation losses, the heat transferred through the condenser is calculated for
the three reactor orientations. It is assumed that the insulation losses are approximately the same
for each situation. These results are compared to the same values calculated with the mass flow rate
and equation 3.8. To correctly calculate the condenser heat transfer, the latent heat of condensing
liquids needs to be taken into account. The latent heat is given by the following equation:

Qlatent = λ · V ρ
t

(4.4)

Where λ is the latent heat of condensation, V is the total volume of the liquid, ρ is the density of
the liquid and t is the total time of the liquid removal. The values used are given in table 4.7.
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Table 4.7: Values used to determine the latent heat of condensation with equation 4.4. ∗ Latent
heat assumed to be equal.

Property Base Case 10o Tilt 20o Tilt
Derived from COCO: λ (J/g) 1498∗ 1498∗ 1498∗

Known: V (dm3) 0.018 0.022 0.028
Known: ρ (g/dm3) 0.889 0.890 0.887
Known: t (s) 3600 3600 3600
Calculated (eq. 4.4): Qlatent(W) 7 8 10

With these values, a comparison can be made between the insulation losses determined from con-
vection and from an internal energy balance based on the mass flow rate and the known heat inputs.
The two energy balances are shown in tables 4.8 and 4.9.

Table 4.8: Heat flows determined with the convective insulation losses and an energy balance.
∗Insulation temperature not measured, assumed insulation losses to be equal to base case.

Property Base Case 10o Tilt 20o Tilt
Known: QHeaters (W) 161 143 125
Known: QReaction (W) 3.69 4.49 5.80
Calculated (eq. 4.3): QInsulation (W) 64 64∗ 64∗

Determined from balance: QCondenser (W) 101 84 67

Table 4.9: Heat flows determined with the mass flow rate, eq. 3.8 and an energy balance. The latent
heat is part of the condenser heat transfer..

Property Base Case 10o Tilt 20o Tilt
Known: QHeaters (W) 161 143 125
Known: QReaction (W) 3.69 4.49 5.80
Calculated (eq. 3.9): ṁ (g/s) 0.78 0.57 0.41
Calculated (eq. 4.4): QLatent (W) 7 8 10
Calculated (eq. 3.8): QCondenser (W) 100 79 60
Determined from balance: QInsulation (W) 65 68 70

The assumption that insulation losses would be the same for the different reactor orientations is
shown to be false. Since the two energy balances are a close match for the base case, the mass flow
rate is considered sufficiently accurate to use in further calculations. A more detailed energy balance
is possible with the mass flow rate, with internal energy flows.

4.3.3 Total energy balance and discussion

The energy balance for the four main sections of the system is shown in figure 4.4 and in table 4.10.
Several interesting results are:

• The mass flow rate has a large influence on the heat flows and the temperature gradients. A
high mass flow rate increases the flow of heat everywhere in the system, though the temperature
gradients over each part of the system except the condenser are significantly lower.

• Insulation losses increase with decreasing mass flow. This is likely due to the higher temper-
atures in the system. Also, the heat pipes have higher losses due to the higher temperature.
This is further discussed in section 4.4.

• A lower mass flow rate considerably reduces condenser heat loss despite more latent heat
generation.

• Insulation losses in the heat exchanger section are responsible for a large part of the difference
between heating and cooling duty.
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Figure 4.4: Energy balance diagram for the 20o tilt reactor orientation.

Table 4.10: Energy balance data and calculations for the three reactor orientations. The energy
flows are shown graphically in figure 4.4. The insulation losses are divided with the ratios of the
logarithmic mean temperature difference, found in appendix E. A positive value indicates heat added
to the subsystem, a negative value is heat leaving the subsystem.

Property Base Case 10o Tilt 20o Tilt
Calculated (eq. 3.9): ṁ (g/s) 0.78 0.57 0.41
Reactor Section
Known: QHeaters (W) 161 143 125
Known: QReaction (W) 3.69 4.49 5.80
Derived (table 4.9): QInsulation (W) -25.2 -26.7 -27.4
Known: ∆T (oC) 60.0 71.3 83.1
Calculated: ṁcp∆T (W) -145 -125 -108
HEX Top
Derived (table 4.9): QInsulation (W) -25.2 -26.7 -27.4
Known: ∆T (oC) 48.8 65.2 80.6
Calculated: ṁcp∆T (W) 114 111 100
Determined from balance: QHEX, cooling (W) -89 -84 -72
HEX Bottom
Derived (table 4.9): QInsulation (W) -14.2 -15.1 -15.5
Known: ∆T (oC) 29.1 35.7 37.6
Calculated: ṁcp∆T (W) -68 -60 -46
Determined from balance: QHEX, heating (W) 82 75 62
Condenser Section
Calculated (eq. 4.4): QLatent (W) 7 8 10
Known: ∆T (oC) 40.0 41.8 40.2
Calculated: ṁcp∆T (W) 93 71 50
Determined from balance: QCondenser (W) -104 -81 -63

4.4 Heat exchanger performance

The heat exchanger performance can be analyzed in different ways:

1. The value QHEX, heating, as can be seen in table 4.10, shows the heating duty of the heat
exchanger. This value becomes more comparable between situations when dividing it by the
total heat input to determine what fraction of heating is achieved by the heat exchanger.
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2. The difference between the heating and cooling duty of the heat exchanger indicates the amount
of heat lost in the heat pipes.

3. The temperature gradients over the top and bottom of the heat exchanger show how much the
flow is cooled and heated in the heat exchanger. These should be as high as possible.

4.4.1 Relative heat transfer evaluation

The heating duty of the heat pipes is determined with the mass flow rate and the temperature
gradient over the bottom of the heat exchanger section, see section 4.3. A useful performance
indicator for the heat exchanger performance is the heating of the heat exchanger relative to the
total heating of the flow in the heating side of the system. This is given by:

ξHEX =
QHEX∑
Qin

=
QHEX, heating

QHEX, heating +QHeaters +QReaction
(4.5)

Where a higher value of ξHEX denotes a better heat transfer performance. If autothermal operation
is achieved, the heaters will not need to apply heat, and most of the heat will come from the heat
exchanger. The heat of reaction is only produced when reaction occurs, and this does not happen if
the temperature is not high enough. An ideal (autothermal) value for ξHEX can be calculated with
a few assumptions:

• Reactor temperature of 230oC: this is assumed to be an ideal reaction temperature at 50 bars,
will need to be verified.

• ∆T over the heat exchange section of 160oC

• ∆T over the condenser of 20oC: flow enters the condenser at 70oC and leaves at 50oC. This
guarantees high condensation rates and high efficiency.

• No losses in the heat exchanger except for the 20oC temperature gradient between the top and
bottom of the system.

• 50W losses through the insulation: this is assumed to be possible with better insulation.

These assumptions are also used to design an autothermal reactor in COCO in chapter 5. Assuming
these idealized conditions,

ξHEX,ideal =
ṁcp∆THEX

ṁcp∆Ttotal +QInsulation
(4.6)

With these assumption, the value for ξHEX,ideal is only dependent on the mass flow rate. Therefore,
a different value for ξHEX,ideal is used to compare it to the value of ξHEX for the three reactor
orientations. The heat inputs and the resulting values for ξ are found in table 4.11.

Table 4.11: Heater input, HEX heat transfer and a ratio of the two for the three reactor orientations.

Property Base Case 10o Tilt 20o Tilt
Calculated (eq. 3.9): ṁ (g/s) 0.78 0.57 0.41
Known: QHeater (W) 161 143 125
From table 4.10: QHEX, heating (W) 82 76 62
Known: QReaction (W) 3.69 4.49 5.80
Calculated (eq. 4.5): ξHEX 0.333 0.339 0.323
Calculated (eq. 4.6): ξHEX,ideal 0.794 0.764 0.726
Calculated: ξHEX/ξHEX,ideal (%) 42 44 44

It is interesting to see that the value for ξHEX is barely influenced by the different mass flow rates
and heat flows. A lower mass flow rate requires less heater input, though it also reduces the heating
capacity of the heat exchanger due to the heat pipe performance, which is analyzed in section 4.4.3.
These two effects seem to be somewhat balanced.
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4.4.2 Heat exchanger heating and cooling

With the energy balance, separate values are determined for the heating and cooling duty of the
heat exchanger. See section 4.3 for more information on the energy balance. The difference between
the heating and cooling duty shows the amount of heat lost in the heat pipe due to conduction. A
portion of the heat is transferred to the heat pipe shell instead of the condenser zone of the heat
pipe. The heat is then conducted through the copper, which is very inefficient due to the small cross-
sectional area. The heat is primarily lost into the insulation. The difference between the heating
and cooling duty of the heat exchanger is the amount of heat lost by this effect. The relevant values
are shown in table 4.12.

Table 4.12: Cooling and heating duties of the heat exchanger for the three different reaction orien-
tations and the associated losses, along with the temperature gradients. The heating duty divided
by the mass flow rate is given as an extra useful comparison.

Property Base Case 10o Tilt 20o Tilt
From table 4.10: QHEX, cooling (W) 89 84 72
From table 4.10: QHEX, heating (W) 82 76 62
Calculated: ∆QHEX (W) 7 8 10
Known: ∆THEX, cooling (oC) 48.8 65.2 80.6
Known: ∆THEX, heating (oC) 29.1 35.7 37.6
Calculated (eq. 3.9): ṁ (g/s) 0.78 0.57 0.41
Calculated: QHEX, heating/ṁ (J/g) 105 134 150

The heat exchanger losses are increasing, despite the heat flows reducing. However, the temperature
gradients associated with cooling and heating are increasing significantly. Due to the lower mass
flow rates, the flow has more time to exchange heat, there is more heat available per unit of mass.
This correlation can be seen in table 4.12 and in figure 4.5.
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Figure 4.5: Mass flow rate and heat (HEX heating) flow per unit of mass correlated for several
experiments.

4.4.3 Heat pipe temperatures and performance

The increasing heat pipe losses and lower heat flow can be explained by the temperatures in the
system. The temperatures at the higher tilt orientations are higher, therefore the capillary limit
is lower and the losses are larger. Another way to display this behaviour is by comparing the
temperature gradient per heat pipe with the top temperature of each heat pipe. This is shown in
figure 4.6.
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Figure 4.6: Heat pipe performance displayed by the temperature difference per heat pipe and the
top temperature per heat pipe for each individual heat pipe for the three reactor orientations.

The figure shows that the heat pipe performance is correlated with the heat pipe operating temper-
ature. This can be interpreted as a result of the capillary limit, which has a stronger effect at higher
temperatures. The capillary limit seems to have an effect on heat pipe performance at relatively low
temperatures. The porosity of the wick is likely lower than assumed in the calculations in section
3.2.1.
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Figure 4.7: Temperature difference per heat pipe with its position in the system for the three different
reactor orientations.

The temperature difference over the heat pipes along with their position is shown in figure 4.7.
Heat pipes 1-3 have larger fin spacing at the top of the heat exchanger than heat pipes 4-6. This
is not reflected in the performance. An interpretation of this observation is that the influence of
temperature on the heat pipe capillary limit is more limiting to the heat exchanger performance
than the difference in the fin structure surface area.

Another observation is that some heat pipes are operating more effectively than others (most notably
heat pipe 2 and 5). This is most likely due to the method of production. As the fins are attached
by hand, it is possible that certain fins have better contact with the supports than others. Also,
there is thermal paste between the heat pipes and supports, perhaps the paste is more uniformly
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spread in certain supports. In any case, this result shows that the installation method of the heat
components is flawed.

Furthermore, it can be seen that heat pipes 1 and 2 are operating slightly better for the 20o tilt
orientation than the 10o tilt orientation. This is linked to a lower top temperature, as can be seen
in the raw data in table 4.13, and can also be seen in figure 4.6. The temperature is lower due to
the lower mass flow rate, which results in a more effective heat exchanger.

Table 4.13: Experimental steady state temperature sensor data for the heat pipes in oC.

Sensor Base Case 10o Tilt 20o Tilt
Top 1 102.6 111.96 109.61
Top 2 103.21 116.25 115.67
Top 3 107.67 125.06 125.52
Top 4 114.16 133.34 136.84
Top 5 115.78 143.79 148.84
Top 6 129.41 155.29 163.25
Bottom 1 90.78 94.57 92.45
Bottom 2 92.8 100.51 101.57
Bottom 3 93.39 106.34 106.82
Bottom 4 96.09 111.99 110.91
Bottom 5 108.15 123.92 127.05
Bottom 6 108.9 127.54 131.84

4.4.4 Heat exchanger performance discussion

The value of ξHEX is useful as it gives an indication of the heat exchanger performance in the whole
picture of flow heating. Also, it can be compared to the results of Basarkar in section 4.6. However,
it gives the misconception that heat exchanger performance is roughly the same for the three reactor
orientations, which is not the case when comparing other relevant characteristics.

Another misleading result is the absolute heating and cooling duty of the heat exchanger. This is
greatly influenced by the mass flow rate and is therefore higher for the situation with the higher
mass flow rate. When dividing this value by the mass flow rate to get the heat flow in J/g, it is
clear that more heat is transferred per gram of flow for the lower mass flow rates. This is likely due
to the fact that the fin structure was designed for a mass flow rate of 0.1 g/s, and has a too low
surface area for the high flow rates measured in the system.

Though a lower mass flow rate improves fin performance, there are more losses in the heat pipes.
This is likely related to the capillary limit, which becomes worse at higher temperatures due to
lower surface tension in the working fluid of the heat pipe. See section 2.6.2 for more information
on the heat pipe limits. The capillary limit seems to develop at lower temperatures than initially
expected, likely due to a lower wick porosity than assumed in the calculations. See figure 3.6 for a
visual representation of the effect of wick porosity on the capillary limit.

This behaviour is clearly visible by correlating the temperature gradient and the top temperature
for each heat pipe, see figure 4.6. A higher temperature gradient implies more losses, and thus the
higher top temperatures in the heat exchanger result in more losses.

4.5 Reactor flow homogeneity

A probable explanation for the strong correlation between STY and mass flow rate, shown in figure
4.2a, is that the temperature profile of the flow through the reactor is not homogeneous. A lower
mass flow rate would mean more time for the temperature to dissipate through the flow and more
flow to reach the reaction temperature.
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4.5.1 Modelling of the equivalent reacting flow

A model is built in COCO, based on previous modelling work of Basarkar and Gutierrez [13, 64]. The
model contains several points at which experimental data can be entered, such as the temperatures
of the in and outlets of the condenser and reactor. There is a flash operation to remove the liquids
from the gases. A purge and compressor are added for numerical stability and have a negligible
influence on the results. See figure 4.8 for the model flowchart.

The homogeneity of the temperature profile in the reactor is modelled by equating the real tem-
perature profile with a block profile, in which one part of the flow is 230oC and reacting, whereas
the other is not. This is shown graphically in figure 4.9. Simulating the flow with this profile will
return the amount of flow reacting equivalent to a reaction at 230oC. 230oC is chosen as the equiv-
alent temperature as the resulting reactor characteristics in the simulation are a closer match with
experimental data than when simulating a lower temperature.

The bypass in the COCO model represents the flow that does not reach reaction temperature due
to the non-homogeneous temperature profile. The model is used as follows:

1. Enter experimental data: methanol/water outlet flow (Methanol Water/Fresh Feed), reactor
inlet temperature (HEX Bottom), condenser inlet temperature (HEX Top), condenser outlet
temperature (Condenser), heater duty (Bypass & Reacting).

2. Vary: Fraction of flow going to bypass and reactor (Splitter), adjust the corresponding reaction
diameter (Reaction).

3. Match with experimental data: Mass flow rate, reactor outlet temperature (Reactor Out).

Figure 4.8: Flow chart of the COCO model used for the simulations. Note the splitter at the right
side of the model before the reactor.
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Figure 4.9: Diagram representing a non-homogeneous temperature profile in a flow (left), and the
method of splitting this profile into a equivalent reacting flow and a non-reacting flow (right). This
approach is used in the COCO simulation.

4.5.2 Center temperature and simulation results

The simulation is done for the three reactor orientations. Alongside the simulations, calculations are
made to find the center temperature of the reactor, using a heat transfer resistance model, see figure
4.10. This model takes into account conduction through the copper, stainless steel and the catalyst,
as well as convection through the catalyst. The model does not take into account radial mixing,
which is assumed to be low due to the high mass flow rate. The effective thermal conductivity is
found with experimental data and correlations given by [71] and [72], respectively. The model is
solved with equation 4.7. The results of the simulations and calculations are given in table 4.15.

Theaters, Q

ln(r1/r2)
2πLk1

ln(r2/r3)
2πLk2

1
2πLkeff

1
2πLhc

Tcenter

Figure 4.10: Heat transfer resistance model, where r1, r2 and r3 denote the radii of copper tube
that the heaters are attached to, and the inner and outer radii of the stainless steel reactor tube,
respectively. k1 and k2 are the thermal conductivities of copper and stainless steel, keff is the effective
thermal conductivity of the catalyst, determined with [71] and [72]. The values are given in table
4.14.

Tcenter = Theaters − (Qheaters −Qinsulation)
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2πL
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+

1

hc
+
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)
(4.7)

Table 4.14: Values used to find the catalyst bed center temperature with equation 4.7.

Property Value
Known: r1 (mm) 20.9
Known: r2 (mm) 19.4
Known: r3 (mm) 17.4
From [62]: k1 (Wm−1K−1) 371
From [62]: k2 (Wm−1K−1) 16.3
From [71] and [72]: keff (Wm−1K−1) 221
Calculated (eq. 3.3): hc (Wm−2K−1) 105

The results in table 4.15 show that a only a small equivalent portion of the flow is actually reacting
fully (at an equivalent of 230oC), and that decreasing the mass flow rate increases the size of this
portion. The calculated center temperature is in line with the simulation findings. An interesting
result is the mass flow rate difference with the experimental results. This is likely due to pressure
drop in the channels and over the heat exchanger fins, which is not taken into account in COCO.
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Table 4.15: Simulation and calculation results for a representation of the fraction of the flow not hot
enough to react, visually shown in figure 4.9. The difference with the experimental data is shown in
brackets.

Property Base Case 10o Tilt 20o Tilt
Simulation
230oC equivalent reacting flow (fraction) 0.085 0.145 0.210
Treactor,out (oC) 158 (+1) 187 (+3) 198 (+1)
ṁ (g/s) 1.0 (+0.22) 0.73 (+0.16) 0.55 (+0.14)
Methanol production (g/h) 10 (+0) 12.3 (+0) 15.7 (+0)
Calculation
Center Temperature (oC) 98 121 145

4.6 Performance comparison with previous work

The current reactor performance can be compared to the results of Basarkar [13] and Brilman [33].
Several characteristics are laid side by side in table 4.16.

Table 4.16: Comparison of reactor performance characteristics of Basarkar, Brilman and the current
reactor. ∗1 Catalyst bed outlet temperature. ∗2 The mass flow rate of Basarkar is an estimate and
not experimentally validated. ∗3 Condenser outlet temperature.

Property Basarkar [13] Brilman [33] Current Reactor
(20o Tilt)

Heater Temperature (oC) 228 210∗1 242
Productivity (g MeOH/h) 8.6 15.5 15.7
STY (mmol MeOH/gcat/h) 6.76 6.4 4.10
ṁ (g/s) 0.025∗2 - 0.41
ηenergy (%) 37.5 20.0 36.5
ξHEX 0.140 0 0.323
Active condenser cooling (fan) Yes Yes No
Condenser Temperature (oC) 65 85 76∗3

Carbon Conversion (%) 99.22 99.5 99.39
Methanol Purity (mol%) - 47.5±0.6 49±1

There are some distinct differences in reactor performance. Although absolute productivity is higher,
the space time yield of the current reactor is currently lower than the others. However, it has
increased by 58% in two increments of tilt, and from the correlation in figure 4.2a it is expected that
STY can be further improved by reducing the mass flow rate.

There is a significant difference in reactor temperatures, though they are measured differently. First
of all, Brilman mentions only the outlet temperature of the catalyst bed. In the current reactor,
there is a large difference in catalyst bed outlet temperature and heater temperature due to the high
mass flow rate. That is also why it requires a relatively high heater temperature as compared to
Basarkar, who has a relatively low mass flow rate. Therefore, the ”heater temperature” is difficult
to compare.

The energy efficiency is lower than that of Basarkar, whereas the heat exchanger is working over
230% more effectively, despite having an over 1600% higher mass flow rate. This is illustrated by the
fact that Basarkar required a fan to cool his condenser, which is not taken into account in the energy
efficiency calculation. Brilman had no heat exchanger and thus has a low energy efficiency and also
required a fan. It is expected that the energy efficiency of the current reactor can be improved
relatively easily by reducing the mass flow rate (see the correlation in figure 4.2b) and increasing
the heat exchanger capacity (for example with more heat pipes and heat transfer surface area).

The carbon conversion of the three reactors is closely matched and is related to the condenser
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temperature. A lower temperature allows more CO2 to dissolve into the water, which is released after
removing the liquids. This agrees with the measured carbon conversion and condenser temperatures
of the three reactors.



Chapter 5

Design of an optimal reactor

The results from the reactor paint a clear picture of what is happening in the reactor right now. All
aspects of reactor performance are currently limited by the mass flow rate. This chapter contains
simulations and calculations based on assumptions that the mass flow rate is not limiting the per-
formance of other systems such as the heat exchanger. This allows for a more hypothetical, though
nonetheless useful analysis of possible future performance and investment limitations.

5.1 Autothermal calculations based on an industrial space
time yield

Though the reactor is far from autothermal, it is possible to theorize a scenario in which autothermal
operation is achieved. With the same assumptions as used in section 4.4 to determine ξHEX,ideal and
an extra assumption that the STY will approach the industrial values of around 20 mmol/gcat/h,
three scenarios are laid out for three different mass flow rates. These scenarios are shown in table
5.1.

Table 5.1: Three highly optimized scenarios for autothermal operation with different mass flow
rates. The assumptions are: no losses in the heat exchanger, 160oC temperature drop over the heat
exchanger, 20oC temperature drop over the condenser, 50W insulation losses and STY of 20 mmol
MeOH/gcat/h.

Property Scenario 1 Scenario 2 Scenario 3
ṁ (g/s) 1 0.5 0.1
Qinsulation (W) 50 50 50
QHEX (W) 480 240 48
QReaction (W) 110 80 56
STY (mmol MeOH/gcat/h) 20 20 20
Catalyst loading (g) 465 338 237
Methanol productivity (g/h) 298 217 152
ZEF systems productivity equivalent 11.9 8.7 6.1

What is interesting to note is that the (required) reaction heat becomes larger compared to the heat
exchanger duty with decreasing the mass flow rate. This is due to the large temperature gradient
over the heat exchanger. A higher mass flow rate increases heat exchanger requirements more than
reaction heat requirements. The productivity relative to the heat exchanger duty therefore increases.
The productivity for the 1 g/s scenario is less than 2 times higher than the 0.1 g/s scenario, while
the heat exchanger duty (and size) is 10 times higher. This means that a 1 g/s system requires over
5 times more heat exchanger capacity than a 0.1 g/s system for the same productivity. This is a
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factor to take into account when optimizing the system for capital expenditure, though that is out
of the scope of this project.

5.2 Reaction kinetics and catalyst bed length simulation

An important characteristic of the reactor performance is the reactor kinetics as a function of the
catalyst bed length. This cannot be observed in the experimental setup, though it can be simulated.
There are many factors that can influence the results of these simulations. Therefore, a set of
conditions is chosen as a starting point, from which variations are made for comparison. The
simulations contain a perfect heat exchanger, which means flow enters the reactor (homogeneously)
at 230oC, and leaves the condenser at 50oC. The reactor bed is initially the same diameter as in the
experimental setup.

For the first simulation, methanol productivity is equal to the productivity of the experimental 20o

tilt results: roughly 25 g/h of methanol/water mixture. The productivity is increased in such a
manner that the mass flow rate in the system is 0.5 g/s. The simulations are then repeated for a
larger catalyst bed diameter.

The first two simulations show that the reaction kinetics require a long catalyst bed to achieve
steady state, see figure 5.1. This means more passes are required to convert the gases into methanol
when using a shorter catalyst bed. This lowers the energy efficiency of the system, as each pass goes
through cooling and heating. The results of these simulations demonstrate why there is such a low
conversion per pass, as found in section 4.2.2.

(a) Productivity: 25 g/h (Experimental), ṁ: 0.022
g/s.

(b) Productivity: 440 g/h, ṁ: 0.5 g/s.

Figure 5.1: Reactor kinetics vs. catalyst bed length simulations for approximate experimental values
of productivity and mass flow rate, respectively.

One possible solution to this kinetic limitation is to increase the catalyst bed diameter. The simu-
lations from figures 5.1a and 5.1b are repeated, but with a catalyst bed diameter of 70 mm instead
of 35 mm. The resulting reaction kinetics as a function of the bed length are shown in figures 5.2a
and 5.2b.

The mass flow rate is the same, whereas the catalyst bed length required to reach steady state
reaction kinetics has been reduced by a factor of 4-5. From these results it can be concluded that to
optimally use a short catalyst bed, a larger diameter is required. As a consequence, heating must
be applied by convection, as conduction becomes less effective.



CHAPTER 5. DESIGN OF AN OPTIMAL REACTOR 63

(a) Productivity: 25 g/h (Experimental), ṁ: 0.022
g/s, Catalyst bed diameter: 70 mm.

(b) Productivity: 490 g/h, ṁ: 0.5 g/s, Catalyst bed
diameter: 70 mm.

Figure 5.2: Reactor kinetics vs. catalyst bed length simulations for approximate experimental values
of productivity and mass flow rate, respectively. The catalyst bed diameter is increased from 35 to
70 mm.

5.3 Idealized autothermal reactor design

The current reactor is far from autothermal. The heat exchanger network is not working optimally
and the productivity is too low to produce significant reaction heat. In this section, a simulation is
executed to find the necessary parameters to reach autothermal operation.

5.3.1 Assumptions and boundary conditions

To start, a set of boundary conditions and assumptions is determined:

• There is a temperature gradient over the heat exchanger (top to bottom) of 20oC.

• The reactor bed cannot be longer than 0.2m, due to reactor sizing and heat pipe length
limitations.

• There is 50W of heat lost through the insulation.

• There is a homogeneous temperature and flow profile (plug flow).

• The system is operating at 50 bar, the reactor is operating at 230oC, the condenser at 50oC.

• Though the flow enters the reactor at 210oC, the whole reactor is simulated as equivalent to
isothermal at 230oC. The reaction heat compensates for the required heating and insulation
losses.

• The insulation losses can be fully compensated by the reaction heat (in terms of location of
heat generation/loss). This essentially means that the insulation losses do not influence the
heat exchanger duty/performance.

• The limit for dt/dp = 20, recommended by literature (see section 2.6.1). Therefore the maxi-
mum catalyst bed diameter is 0.12m.

5.3.2 Autothermal operation point

With this set of assumptions finding an optimum, autothermal operation point is relatively straight-
forward. The catalyst bed diameter and length should be maximized for optimal reaction kinetics,
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higher catalyst loading, and decreased mass flow rate.

The reaction heat is a function of productivity, which is adjusted in the simulation by the mass
balance of changing the feed flow rate. The feed flow rate is adjusted until the reaction heat derived
from the productivity is equal to insulation losses plus the required flow heating in the reactor. At
this point, autothermal operation is achieved.

Parameters that give such an optimal, autothermal operation are given in table 5.2. The reactor
kinetics as a function of the bed length is given in figure 5.3.

Table 5.2: Parameters and results of a simulation of a highly idealized autothermal reactor.

Parameter Value
Methanol productivity (g/h) 205
ṁ (g/s) 0.34
Bed diameter (m) 0.12
Bed length (m) 0.2
Catalyst loading (g) 2882
Results
QReaction (W) 76
QInsulation +QHeating (W) -76
Conversion per pass (%) 19
QHEX (W) 210
STY (mmol MeOH/gcat/h) 2.22
∆p (eq. 4.1) (Pa) 0.7

Figure 5.3: Reactor kinetics vs. catalyst bed length for an autothermal reactor simulation defined
by the parameters in table 5.2.

5.3.3 Discussion

Though this simulation depends on several highly idealized assumptions, it does provide interesting
insights.

First of all, this simulation demonstrates that a relatively low space time yield is beneficial for
autothermal operation. This is due to the fact that the methanol conversion is slower when reaction
kinetics are in steady state, which is necessary to achieve a high conversion per pass. To reach the
steady state reaction kinetics, the residence time in the catalyst bed needs to be extended. This
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is achieved by increasing the catalyst diameter, resulting in a lower velocity at the same mass flow
rate.

In reality, the STY is not a parameter that can be adjusted as in the simulation, but rather the
residence time through the mass flow rate and the catalyst bed dimensions. This result also demon-
strates that the assumptions made in the calculations of section 5.1 are false: a high space time yield
is not possible with a high energy efficiency.

A crucial factor to achieve the autothermal operation point is the catalyst bed dimensioning. The
simulation demonstrates the desirable effects of increasing the reactor bed diameter and length. A
representation of the chosen catalyst bed dimensions, with the current channel dimensions and a
high heat pipe density, is shown in figure 5.4.

Figure 5.4: Visual representation of how the chosen catalyst bed dimensions could look like in
practice.

The amount of heat pipes required to transfer 210W efficiently depends on the results of further
research on heat pipe dimensions and porosity, though it undoubtedly a significantly higher amount
than the current amount of six heat pipes.

The mass flow rate found in the simulation is slightly lower than in experimental work. Though
there are some major differences in operation (such as the reactor bed dimensions), this result agrees
with the finding that the experimental mass flow rate is too high. Due to the large catalyst bed
diameter, the pressure drop over the catalyst bed is reduced to almost nothing. However, there will
be pressure drop effects associated with expansion and reduction of diameter at the beginning and
end of the catalyst bed, these are not taken into account now.





Chapter 6

Conclusions & Recommendations

At the start of this thesis, a set of research questions was formulated. To answer the questions,
a reactor had to be designed and built. After a broad development phase, experimental work
could validate design concepts and answer the research questions. This chapter contains the final
conclusions and the following recommendations of this work.

6.1 Conclusions

In this section, the research questions are addressed with conclusions from experimental and simu-
lation work.

1) How close can optimized heat integration and insulation bring the methanol synthesis
reactor to autothermal operation?

There are four main factors that play a role in achieving or nearing autothermal operation: insulation
losses, heat exchanger performance, mass flow rate, and reaction heat. The insulation losses have to
be balanced by the reaction heat, as well as the required heating of the flow in the catalyst bed. This
last value is minimized with an efficiently operating heat exchanger and by lowering the mass flow
rate. A lower mass flow rate also reduces the difficulty of creating such an efficient heat exchanger.

As mentioned in section 4.4, the heat exchanger is currently operating at roughly 44% of the required
relative duty to reach autothermal operation. This is calculated assuming the heat exchanger is
operating without losses, the temperature drop over the condenser is 20oC, and the insulation losses
are 50W. However, there is much more reaction heat required to reach autothermal operation. Also,
the heat exchanger is far from reaching the conditions used in the assumptions for autothermal
operation conditions.

Simulations show that autothermal operation is hypothetically possible, though several idealized
assumptions are necessary. The simulations do illustrate the requirements to approach autothermal
operation. The conversion per pass needs to be high, which can be achieved by increasing the
catalyst bed dimensions, in diameter and length.

Another interesting conclusion of the simulations is that the space time yield should be relatively
low. This is a result of a high conversion per pass: when reaction kinetics are in steady state the
conversion is slower. As the space time yield includes a time element, it decreases as reaction kinetics
stabilize. This finding is a reminder that maximizing space time yield does not necessarily go hand
in hand with maximizing energy efficiency.

The experimental mass flow rate is slightly higher than the simulation mass flow rate. This is an
extra confirmation of the experimental conclusion that decreasing the mass flow rate is beneficial
for energy efficiency.
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1a) How much can the heat integration be improved as compared to the first ZEF
prototype by using heat pipes?

Though the energy efficiency is slightly lower than the previous reactor (36.5% vs. 37.5%), the heat
exchanger performance is much higher. The fraction of heat exchanger duty of the total heating
duty has increased from 14% to 32%, an improvement of over 230%. The absolute heat exchanger
heating duty has increased from 11.2W to 62W. It is expected from experimental correlations that
the energy efficiency can be further increased by reducing the mass flow rate.

However, the heat pipes are operating above the determined capillary limit, and the flow is entering
the reactor at just over 110oC. If the heat load per heat pipe were to be lowered to a value well
under the capillary limit, the network should work much more effectively. This can be achieved by
adding more heat pipes and/or lowering the mass flow rate.

1b) What are the main sources of heat loss and how can these be minimized?

The main sources of heat loss are the insulation, the low conversion per pass and the heat exchanger
performance. In the reactor orientation with the lowest mass flow rate, the insulation losses became
the largest source of losses. The insulation losses are approximately two times those of Basarkar [13].
Basarkar measured an outside temperature of 28oC, this was reduced to roughly 25oC. However,
the current insulation surface area is larger, and Basarkar measured a higher ambient temperature,
and therefore calculated lower insulation losses. Insulation losses can be reduced by adding more
insulation to the system or reducing the size of the system.

The temperature drop over the condenser is currently roughly 40oC. With a better heat exchanger,
this temperature drop could be reduced. The temperature of the fluid entering the condenser would
be lower and require less cooling for condensation. Also, simulations indicate that an equivalent
of 79% of the flow in the reactor is not reaching the reaction temperature. This results in a low
conversion per pass, causing heat losses. If a more homogeneous temperature profile is achieved in
the reactor, a higher conversion per pass can be realized, reducing these losses. Also, more reaction
heat is produced per unit of mass, lowering heater requirements. The conversion per pass can also
be improved with a larger catalyst bed diameter and length and a lower mass flow rate.

A less obvious source of heat losses is from the heat exchanger. This is because they are not
necessarily losses but rather potential for improvement. To illustrate the potential, the experimental
results are compared to a highly optimized situation. With an idealized heat exchanger, such as
hypothesized in chapter 5, the flow enters the reactor at 210oC. It would require the current 20o tilt
reactor roughly 120W of more heat exchange to achieve the same condition. There is thus a major
potential for heat integration, by adding more heat pipes and/or reducing the mass flow. See table
5.1 for the influence of the mass flow rate on the required heat transfer for an ideal heat exchanger.

2) How can the natural circulation in the reactor be improved?

Perhaps the most significant difference between the current reactor and the previous ZEF reactor
is the mass flow rate, with natural circulation as the driving force. It is clear that increasing the
reactor dimensions greatly increases the effects of natural circulation. Other factors that influence
natural circulation are the temperature gradient between reactor and condenser and the pressure
drop over the catalyst bed. The temperature gradient between the reactor and the condenser is
roughly the same as Basarkar, though the pressure drop over the reactor was not measured. It
is reasonable to assume that there was a relatively high pressure drop due to the smaller channel
dimensions. With the increased dimensions, the pressure drop is low and the natural circulation is
more effective, causing higher flow rates.
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3) What is the influence of tilting the reactor?

Tilting the reactor has a large influence on reactor performance. A 20o tilt led to an increase in
productivity of over 58% as compared to no tilt. This is correlated with the 46% decrease in mass flow
rate, which is a limiting factor for productivity, primarily due to a non-homogeneous temperature
distribution in the reactor.

It was anticipated that tilt would improve condensate flow. However, the case with no tilt seemed
to have no problems with condensate reaching the outlet. Therefore it can be concluded that tilt is
not necessary to improve condensate flow.

Tilting the reactor is naturally beneficial for heat pipe performance, as there is a smaller effect of
gravity working against the capillary forces. However, this was not measurable as the effect of tilting
on the mass flow has a much stronger effect on heat pipe performance. A lower mass flow rate allows
the flow to transfer more heat to the heat pipes and vice versa.

4) What is the influence of increasing the catalyst amount on absolute productivity
and on the space time yield?

The first experiments with 40g catalyst gave only trace amounts of methanol, whereas significant
productivity was achieved with 120g catalyst. Again, this is correlated with the mass flow rate.
The catalyst acts as a conductor of heat from the heaters to the flow. If the mass flow rate is too
high, the flow will pass through the catalyst without reaching the required temperature for reaction
to occur. Therefore, increasing the catalyst has a major influence on productivity in the current
situation.

In idealized autothermal simulations, a high catalyst loading is required to achieve a high conversion
per pass. Though the absolute productivity is relatively high, the space time yield is low. This
is due to the effect of reaching steady state reaction kinetics on reaction speed. Therefore, a high
conversion per pass will result in a slower reaction and thus relatively low space time yield. This
could eventually result in a financial analysis of catalyst costs versus energy costs related to the
energy efficiency of the reactor.

6.2 Recommendations

In this section, recommendations for reactor optimizations and future work are given in three main
categories: heat integration, mass flow rate, and catalyst bed temperature distribution.

Heat integration

The heat exchanger should be redesigned with the current knowledge of the flow rates and other
characteristics. The most important aspect is the amount of heat pipes. These should operate well
under the capillary limit. For the current mass flow rate, roughly 200W of heat exchange is required
for an ideal heat integration. This would require a large heat exchange section with many heat pipes
and a more area effective design for the heat pipe placement. Placing heat pipes in pairs or even
groups of four could provide better heat transfer performance, though this should be tested.

However, to find a more accurate indication of the capillary limit, more knowledge is required on the
porosity of the wick. The porosity has a strong influence on the capillary limit, and the value differs
in literature. It may be necessary to source higher quality heat pipes from a different supplier. In
any case, it is clear that the heat pipe capillary limit is a major obstacle in reaching autothermal
operation, and more in depth heat pipe research for the required conditions is necessary to make
sensible decisions on further heat exchanger design.

Another way to significantly improve heat pipe performance is by shortening the heat pipes, which
will raise the capillary limitations. The limiting factor in the current situation is the height of the
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system, which is primarily influenced by the large 90o Tri-Clamp bends. The reactor could be much
shorter if the whole hot side, with bends and reactor bed, were shortened and ideally made from
one piece. How this could look is shown in figure 6.1.

Figure 6.1: Representation of how the reactor height can be decreased by making the hot side
from one piece. Left is the current reactor, right is a shortened reactor concept. The catalyst bed
is highlighted, it does not have to decrease in size by the shortening. Note that the heaters are
omitted, the shortened reactor concept would require a new heater design.

This could also prove to be an interesting study in the effects of reactor and condenser height on
natural convection. Other expected effects are a smaller system size and less mass, resulting in less
insulation losses and a quicker start-up time.

A different reactor design is presented in section 5.3.2. It is based on a simulation of an autothermal
reactor. To reach autothermal operation, a high conversion per pass is essential. To achieve a high
conversion per pass, the residence time of the flow in the catalyst bed should be increased to reach
steady state reaction kinetics. To achieve this, the catalyst bed diameter should be increased, as
well as the length. A lower mass flow rate would also be beneficial. The simulation work which
demonstrates this effect should be tested in practice.

Mass flow rate

The mass flow rate is a reactor characteristic which is highly correlated with practically every
other characteristic. A high mass flow rate has potential for high productivity, but it comes at a
cost. A larger heat exchanger is required for a higher mass flow rate, and a long catalyst bed is
needed to achieve homogeneous temperatures in the reactor. At the moment, reducing the mass
flow increases productivity, reaction heat and heat exchanger performance. It would be interesting
to continue reducing mass flow to find the optimum productivity and heat exchanger performance
for the current setup. Simulations show that a hypothetical autothermal reactor could have a mass
flow rate of 0.34 g/s, slightly lower than the current mass flow rate.

The author believes that if mass flow rate can be reduced while independently improving another
characteristic its application should be tested. Three examples are:

1. Higher surface area structure in the non-condensing part of the heat exchanger. This will
slightly slow the flow while reducing the amount of length needed per heat exchanger unit.
This could be done with smaller fin spacing or a totally different structure such as a copper
mesh.

2. Internal structure in the condenser. A higher surface area in the condenser will allow more
fluids to condense while slowing down the flow. Also, this will prevent methanol and water to
re-enter the reactor, therefore reducing heat loss. Such a structure could be designed similar
to the 5mm spacing fin structures, adapted for the condenser length.

3. Increasing the catalyst bed dimensions. This is a key result of the autothermal reactor sim-
ulations. The increased catalyst volume will slow down the flow while improving conversion
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rates. The space time yield will likely decrease. This is shown graphically in figure 5.4.

Catalyst bed temperature distribution

It is clear that much can be won with a homogeneous temperature in the catalyst bed. It would be
very interesting to able to measure the temperature distribution in the catalyst bed and correlate
it to the mass flow and the catalyst bed length. Along with simulation work, this would provide
valuable insight into a reactor characteristic which is currently limiting the productivity and reaction
heat.

A possible solution for the non-homogeneous flow temperature in the catalyst bed is to heat by
convection instead of conduction. A heater setup could be designed to be connected to an internal
heat exchange structure. Apart from the major advantages of a homogeneous temperature in the
catalyst bed, less heat is lost by conduction through the steel tubes. How such a heater setup could
look like is shown in figure 6.2.

Figure 6.2: Visualization of how a convective heater with a meshed heat transfer surface could look
like.





Appendix A

Heat pipe limitation constants

Table A.1: Constants used in the heat pipe limitation calculations in section 3.2.1.

Constant Value Unit Definition
Aw 5.50e-6 m2 Wick cross sectional area
d 63e-6 m Copper powder diameter [56]
ε 0.45 - Porosity [56]
g 9.81 ms−2 Gravitational constant
keff 180 Wm−1K−1 Effective conductivity of vessel and wick
kl 0.6 Wm−1K−1 Conductivity of the working fluid
kw 400 Wm−1K−1 Conductivity of the wick material
λ 2.26e6 Jkg−1 Latent heat of vaporization
leff 0.2652 m Effective heat pipe length
lt 0.3 m Total heat pipe length
µl 1.15e-4 kgm−1s−1 Dynamic viscosity of the liquid
µv 1.15e-4 kgm−1s−1 Dynamic viscosity of the vapour
Ψ 75 deg Angle of the heat pipe vs. the horizontal
reff 10e-6 m Effective pore radius (Data sheet)
rh,s 5e-6 m Hydraulic radius
ri 0.002 m Vessel inner wall radius
rn 10e-6 m Nucleation radius [41]
rv 0.001 m Vapour core radius
ρl 1000 kgm−3 Density of the liquid
ρv 0.44 kgm−3 Density of the vapour (232 oC)
σ 0.0264 Nm−1 Surface tension of the liquid (250 oC)
Tv 505.15 K Temperature of the vapour
θ 37 deg Contact angle of the liquid in the wick
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Appendix B

Reactor parts and sizing

B.1 Main reactor parts

Part no. Size Description Tri-Clamp Figure Tri-Clamp Sizing
1 L = 100 Reactor pipe A = 38.1

B = 34.8
C = 50.5

2 L = 120 Condensate pipe WT = 1.73

3 L = 220 Cold HEX pipe

4 L = 200 Hot HEX pipe
D = 69.9

5 See figure Elbowpieces

6 55x105x58 Cornerpiece

7 �30x50 Fluid chamber

8 See figure SH Safety Clamp R© A = 50.5
B = 77
C = 102

9 �6x200 Heat pipe W = 17

10 �4-8.4x75 Heat pipe support

11 50x50x60 Heater block

Table B.1: Sizing of the reactor parts given in figure B.1. All sizes are in mm.
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76 B.2. HEAT PIPE SUPPORT WITH FINS

Figure B.1: Schematic of the reactor, the sizing of individual parts are given in table B.1.

B.2 Heat pipe support with fins

Figure B.2: Sizing of the conical heat pipe support, with fin structure.
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B.3 Cornerpiece

Figure B.3: Cornerpiece schematic, complete with liquid collection section, without solenoid valves
or connection tubes. Several dimensions are given in mm. The width of the cornerpiece is 55 mm.

Figure B.4: Inlet design for a solenoid valve,
where (a) is the inlet of 2 mm, (b) is the po-
sition of the solenoid valve and (c) is the inside
of the reactor, connected by a 0.6 mm hole. The
inlet valves are submitted to 50 bar pressure on
both sides of the valve.

Figure B.5: Outlet design for a solenoid valve,
in this case at the liquid outlet. (a) is the liquid
collection chamber, which also contains a floating
magnetic ’pill’. Its magnetic field is detected by
a hall effect sensor located at (b). The solenoid
valve is located at (c), with a 0.6 mm hole leading
towared the outlet at (d), which is designed for a
luer-lock outlet, a system which allows different
kinds of syringes to be attached.





Appendix C

NTC Calibration

The temperature sensors used in the system are NTCs, or Negative Temperature Coefficient sensors.
An NTC is essentially a resistor, whose resistance value is dependant on the temperature. The
’Negative’ in NTC indicates that the resistance decreases with increasing temperature. The NTC
is coupled with another, ordinary, resistor which functions as a voltage divider. For this system,
a high resistance NTC of 100±1%kΩ was chosen, as this allows a larger temperature range to be
measured, without the resistance becoming so low that a significant current will flow through the
NTC. The ’100 kΩ’ value of the NTC indicates the resistance of the NTC at 25oC.

Calibration was initially attempted using the commonly used Steinhart-Hart Equation. The set of
equations requires three temperature and corresponding resistance values, with which it will give
a resistance-temperature correlation which can be used to measure other temperatures. Individual
NTCs were calibrated in ice water, boiling water and at room temperature, accurately measured
with a calibrated F252 High Precision Thermometer. However, temperature measurements proved
to be extremely unreliable once the temperature was above 100oC. Therefore, it was necessary to
find a different calibration method.

The solution was to directly measure the voltage readings through Arduino, which is directly related
to the NTC resistance through the following formula:

NTC Voltage =
Resistor Resistance

NTC Resistance + Resistor Resistance
·Arduino Voltage (5V) (C.1)

By measuring the temperature with the F252 High Precision Thermometer and the NTC voltage,
a curve is plotted over a range of 20-240oC. By applying a polynomial curve fit, an equation is
found which gives a reliable and accurate temperature reading, within approximately 1-2% of the
real temperature, as this is the accuracy of the individual NTCs and resistors. See figure C.1 for
the plot, along with the most accurate fit of the Steinhart-Hart equation (the fit for the calibration
with 0, 20 and 100oC is much worse for higher temperatures than 100oC).

It was initially chosen to use 100 kΩ resistors with the NTCs, as a high resistance ensures little
current going through the NTCs. However, this means that the NTC voltage is 2.5 V at 25oC,
thus a large range of voltages are ’unused’. Therefore, high temperatures are on a steep slope on
the voltage-temperature curve, which amplifies possible inaccuracies. By using a lower resistance
resistor, this effect will be mitigated, though more current will run through the NTCs. It is found that
the NTC resistance at 240oC is approximately 500Ω. Coupled with a 5±1%kΩ resistor, the current
through the NTC will be under 1 mA, which is an acceptable value. Therefore, the calibration was
repeated with a 5 kΩ resistor. As expected, the curve is much less steep and occupies a broader
voltage range, making it more accurate. The resulting curve and fit can be seen in figure C.2.
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Figure C.1: 100 kΩ NTC voltage with 100 kΩ resistor plotted against the temperature reading of
an F252 High Precision Thermometer. Heating and cooling are shown separately, as this indicates
the possible measurement error. A rational polynomial function is used to fit the curve. The most
accurate Steinhart-Hart Equation fit is also shown.

Figure C.2: 100 kΩ NTC voltage with 5 kΩ resistor plotted against the temperature reading of a
F252 High Precision Thermometer. Heating and cooling are shown separately, as this indicates the
possible measurement error. A polynomial function is used to fit the curve. The most accurate
Steinhart-Hart Equation fit is also shown.



Appendix D

Heat pipe heat transfer correlation

To experimentally determine the flow of heat through the heat pipes an experimental setup is used
to determine the correlation between the temperature difference over a heat pipe at a fixed supply
of heat. The heat pipe is oriented vertically, with the condenser zone below the evaporator. The
condenser is placed in a heat pipe support with fin structure, in the same way that the heat pipe is
oriented in the reactor. The evaporator is placed in a tube similar to the heat pipe supports in the
reactor, but with an extra hole for a heater element, of the same type as used in the reactor. The
setup is shown in figure D.1

Figure D.1: Drawings and photograph of the test setup used to determine the heat pipe heat transfer
correlation. The location of temperature sensors and heater are shown.

The results of the experiment are seen in figure D.2. A correlation is found in the form of y = axb+c.
The formula is used to determine the heat transfer through the heat pipes in the reactor.
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Figure D.2: Experimentally determined correlation between the temperature difference over a heat
pipe and a fixed supply of heat. The heat pipe is oriented vertically, with the condenser below the
evaporator.



Appendix E

Mass flow rate determination
comparison

The mass flow rate can be calculated with two methods. One uses the accurately determined
heat flows in the reactor section, the other uses the less accurate heat transfer correlation for the
heat pipes, shown in figure D.2. To make an assumption of the insulation losses per section, the
logarithmic mean temperature equation is used. The logarithmic mean temperature difference is
given by:

∆TLMTD =
∆TA −∆TB

ln(∆TA)− ln(∆TB)
(E.1)

Where A and B are the temperatures of the in- and outlets of the section, and the ∆ denotes the
difference with the ambient temperature. The results of this equation and the found ratios are shown
in table E.1.

Table E.1: Logarithmic mean temperature difference data and calculations over the three insulated
sections, with temperature difference between the in- and outlets of the sections with the ambient
temperature, measured to be 21.6oC. The numbering of the temperature is from figure 3.15. The
numbering of the experiments is explained in table E.2.

Property Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5
T1 108.93 108.73 118.89 116.11 114.09
T2 68.86 70.90 77.06 75.95 76.57
T3 97.94 98.57 112.79 113.58 113.98
T4 157.69 159.01 184.11 196.72 204.07
∆TLMTD

Reactor 103.35 104.29 123.43 129.12 132.35
HEX Top 109.91 110.37 127.12 130.70 132.42
HEX Bot 60.64 62.11 71.85 71.52 72.06
∆TLMTD/

∑
∆TLMTD

Reactor 0.38 0.38 0.38 0.39 0.39
HEX Top 0.40 0.40 0.39 0.39 0.39
HEX Bot 0.22 0.22 0.22 0.22 0.21

The ratios are relatively close together for different experimental conditions. In following calculations
it is assumed that 39% of the insulation losses is found each in the reactor and the top of the heat
exchanger, and 22% leaves the bottom of the heat exchanger.

The mass flow rates are found with equations E.2 and E.3.
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ṁreactor =
Qheaters +Qreaction − 0.39Qinsulation

cp(Treactor,out − Treactor,in)
(E.2)

ṁHEX =
QHEX + 0.39Qinsulation

cp(Treactor,out − Tcondenser,in)
(E.3)

The results of the two methods for several experimental runs are shown in table E.2.

Table E.2: Experimental values and results for two methods of determining the mass flow rate. One
uses the heat inputs in the reactor, the other uses the heat transfer through the heat exchanger,
determined with the correlation from figure D.2. The insulation losses are taken into account and
are assumed to be 60W.

Experiment Qheaters Qreaction QHEX Treactor,out Tcondenser,in ṁreactor ṁHEX

(W) (W) (W) (oC) (oC) (g/s) (g/s)
1 160.7 3.69 68.5 157.7 108.9 0.78 0.64
2 162.5 3.45 73.0 159.0 108.7 0.76 0.67
3 142.8 4.48 100.1 184.1 118.9 0.57 0.65
4 125.0 5.80 104.1 196.7 116.1 0.41 0.55
5 137.0 6.38 103.3 204.1 114.1 0.41 0.51
Experimental conditions
1 Base Case: 0o tilt, 241oC
2 Base Case: 0o tilt, 241oC
3 10o tilt, 241oC
4 20o tilt, 241oC
5 20o tilt, 247oC

The mass flow rates found with equation E.2 follow a more logical trend than the mass flow rates
found with equation E.3. Since the values used in the calculations are also more accurate, it is
assumed that ṁreactor is the more accurate value for the mass flow rate in the system.

E.1 HEX heat transfer determination method comparison

The heat transfer obtained from the heat pipe correlation is compared with the heat flow determined
with the value for ṁreactor in table E.3.

Table E.3: Heat exchanger cooling duty determined with the correlation from appendix D and with
the mass flow rate over the reactor.

Experiment QHEX QHEX

(From correlation) (From ṁreactorcp∆T )
1 68.5 88.7
2 73.0 86.2
3 100.1 83.9
4 104.1 72.6
5 103.3 76.1

There is a large gap in most cases. As the value for mreactor is assumed to be more accurate, it is
concluded that the correlation found in section D is insufficiently accurate. This is likely due to the
different conditions, such as the cp of the fluid, which is roughly 100 times lower for ambient air
than for the gas flow in the reactor. Also, the insulation is thicker is in the reactor than in the heat
pipe test setup. The method for determining the heat pipe correlation should be more adjusted to
the reactor conditions for it to gain accuracy.



Appendix F

Additional experimental results

F.1 Convective fluid heating

To attempt to heat the flow more effectively a heater was inserted into the empty heat pipe support
before the reactor inlet (which was being used to measure fluid temperature, see section 3.6.1).
This resulted in an increase in reactor outlet fluid temperature, though also a higher condenser
temperature. The space time yield and energy efficiency were slightly lower than the base case,
see table F.1. As this method of heating renders one of the fluid temperature sensors useless, this
heating method is dismissed for now. This method of heating is likely more effective if more heat
can be applied (now it was only 1 of the 8 heaters). Convective heating could eventually help create
a more homogeneous fluid temperature through the reactor.

Table F.1: Data from the base case (242oC, 120g catalyst, 50 bar) compared to the base case with
one heater directly heating the flow through a heat pipe support with fins.

Property Base Case With Fluid Heater
STY (mmol MeOH/gcat/h) 2.61 2.46
Energy Efficiency (%) 23.9 22.7
Reactor Outlet Temperature (oC) 159 167
Condenser Inlet Temperature (oC) 109 118

F.2 Active condenser cooling

As the condenser temperature is higher than targeted, application of active condenser cooling with
a computer fan operating at approximately 0.6W is tested. Condenser temperature is lowered 10-
25oC, depending on how close the fan is placed to the condenser. Due to the high mass flow rate, the
reactor outlet fluid temperature also decreases by the same amount. STY and efficiency decrease
as well. This shows that the reactor fluid temperature is more limiting to STY than condenser
temperature at this time. Relevant measurements are shown in table F.2.

Table F.2: Data from the base case (242oC, 120g catalyst, 50 bar) compared to the base case with
a 0.6W in front of the condenser.

Property Base Case Base Case With Fan
STY (mmol MeOH/gcat/h) 2.61 1.83
Energy Efficiency (%) 23.9 15.7
Reactor Outlet Temperature (oC) 159 136
Condenser Inlet Temperature (oC) 109 88
Condenser Outlet Temperature (oC) 69 46

85
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F.3 Heater temperature increase

The heater temperature is set at 242oC for the base case and the following experiments. With the
20o tilt orientation, a heater temperature of 247oC is tested. The results can be seen in table F.3.

Table F.3: Data from the 20o tilt experiment (242oC, 120g catalyst, 50 bar) compared to the same
case but with 247oC heater temperature.

Property 20o Tilt + 242oC 20o Tilt + 247oC
STY (mmol MeOH/gcat/h) 4.10 4.51
Energy Efficiency (%) 36.5 36.5
Heater Duty (W) 125 138
ξHEX 0.323 0.310
Mass Flow Rate (10−3 kg/s) 0.41 0.41
Reactor Outlet Temperature (oC) 197 204
Condenser Inlet Temperature (oC) 116 114
∆T Top Heat Exchanger (oC) 81 100
∆T Bottom Heat Exchanger (oC) 37.6 37.4

Increasing the temperature shows an increase in STY, though no increase in energy efficiency. The
heat transfer performance indicator ξHEX decreases. This case is dismissed for now as it is close
to the operating limit of PTFE, which is used in the seals, and also as electrical insulation on the
temperature sensors. During the following reactor run, it was found that the heater control NTC was
damaged, causing the reactor to overheat and melt the seals above and below the heaters. Therefore,
247oC should not be used as operational temperature with the current setup.



Appendix G

Previous work extra calculations

Table G.1: Values used to calculate ηenergy and ξHEX for the reactors of Basarkar, Brilman and the
current reactor. ∗Characteristics indirectly calculated from Brilman’s results.

Property Basarkar [13] Brilman [33] Current Reactor
STY (mmol MeOH/gcat/h) 6.76 6.4 4.10
Catalyst loading (g) 40 76∗ 120
Heat content of methanol (LHV) (W) 54.4 86.9 87.9
Heat content of hydrogen (HHV) (W) 71.6 114.3 115.7
QHeaters (W) 64.84 320 125
ηenergy (%) 37.5 20.0 36.5

QHEX (W) 11.1 0 62
QReaction (W) 3.59 5.73∗ 5.80
ξHEX 0.140 0 0.323

The catalyst loading of Brilman’s reactor is calculated using:

Loading =
320[W ] · 3600[s]

74 · 106 [J ]
[kg]
· 32 · 10−6 [kg]

[mmol]
· 6.4 [mmol]

[gcat][h]

= 76g (G.1)

Where 74 MJ/kg is the energy input given in the report [33]. The reaction heat of Brilman’s reactor
is calculated using:

QReaction =
6.4 [mmol]

[gcat][h]
· 76[gcat] · 42.47 [J ]

[mmol]

3600[s]
= 5.73W (G.2)
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