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Summary
Concern about the environmental footprint of aviation has re-sparked the interest in un-
conventional configurations, such as the blended wing body aircraft, BWB. While most
research studies recognize the potential of the hybrid-body, they also list a number of
challenges. Amongst these challenges is the need for adequate lateral-directional sta-
bility and control, which is complicated due to the concept’s relative short moment arm
and limited available control-volume. To refrain from further straining the trailing edge for
directional control, most BWB employ either a conventional vertical tail or resort to yaw-
control incorporated winglets. By combining the functionality of the vertical fin with the
aerodynamic benefits of a winglet, the required control surface could be obtained without
the drag penalty associated with a vertical tail.

Although a number of BWB, such as the X-48B, operate these active winglets, limited
information is available on the design of such a non-planar component and its influence
on the stability and control characteristics. The presented research investigates these
aspects aiming to provide a better understanding of the influence of the individual winglet
design variables. A design methodology was devised that implements a first order panel
method connected to a virtual test flight program. The information collected from the
analysis of 400 configurations was used to construct response surfaces that span the
entire design space. The generated winglet design program also monitors the impact of
the non-planar component on the aerodynamic performance, weight, and operating cost.
This enables the user to optimize the tip device, given specified stability and control re-
quirements.

It was found that implementing yaw-control incorporated winglets resulted in a statically
stable aircraft that meets the requirements for crosswind landing. However, none of the
tested configurations meet the dutch roll frequency criterion, corresponding to a satisfac-
tory handling quality level. Research indicates that the tip device has little influence on
𝜔፝፫, indicating the need to modify the baseline aircraft. Analysis of the response sur-
face estimates for the asymmetric eigenmodes yields a significantly large average error
and standard deviation for the spiral mode, as compared to the results obtained from the
corresponding flight mechanics models. Therefore, it is omitted from the study. Similar
errors can be found for a number of other parameters. These parameters can generally
be characterized by values that approach zero. The error and standard deviation is am-
plified when the parameter also changes sign. Normalization of these stability and control
characteristics had little influence on the accuracy of the response surface. In recognition
of the demonstrated inability of the response surface to accurately capture the behaviour
of these parameters, it is concluded that further research is required to reduce the error
of the estimates. Despite the indicated challenges, the system is able to explore various
control surface configurations. This provides valuable insight into the behaviour of the
stability and control characteristics and takes the first step towards the generation of less
computational intensive models.
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Nomenclature
Latin Symbols
𝐴 aspect ratio [−]
𝐴𝐹𝑊 airframe weight [𝑘𝑔]
𝑏 span [𝑚]
𝑏፟፥ፚ፩፩፞፝ flapped span [𝑚]
𝐵𝐻 block hour [ℎ]
𝑐 mean aerodynamic chord [𝑚]
𝐶ፃ aircraft drag coefficient [−]
𝐶ፃᑚ induced drag coefficient [−]
𝐶ፃᐿᑃ high lift drag coefficient [−]
𝐶ፋ aircraft lift coefficient [−]
𝐶ፋᎲ aircraft lift coefficient at zero angle of attack [−]
𝐶ፋᑞᑒᑩ maximum aircraft lift coefficient [−]
𝐶፥ section lift coefficient [−]
𝐶፥ rolling moment coefficient [−]
𝐶፥Ꮂ steady flight rolling moment coefficient [−]
𝐶፥ᑡ rolling moment coefficient due to roll-rate [−]
𝐶፥ᑣ rolling moment coefficient due to yaw-rate [−]
𝐶፥ᒇ rolling moment coefficient due to sideslip [−]
𝐶፥ᒉ rolling moment coefficient due to control surface deflection [−]
𝐶፦ᑢ pitching moment coefficient due to change in pitch-rate [−]
𝐶፦ᑦ pitching moment coefficient due to change in velocity [−]
𝐶፦ᒆ pitching moment coefficient due to change in angle of attack [−]
𝐶፦ᒆ̇ pitching moment coefficient due to rate of angle of attack [−]
𝐶፧ yawing moment coefficient [−]
𝐶፧Ꮂ steady flight yawing moment coefficient [−]
𝐶፧ᑡ yawing moment coefficient due to roll-rate [−]
𝐶፧ᑣ yawing moment coefficient due to yaw-rate [−]
𝐶፧ᒇ yawing moment coefficient due to sideslip [−]
𝐶፧ᒇ̇ yawing moment coefficient due to rate of sideslip [−]
𝐶፧ᒉ yawing moment coefficient due to control surface deflection [−]
𝐶፩ pressure coefficient [−]
𝐶ፗᎲ steady flight X-force coefficient [−]
𝐶ፗᑢ X-force coefficient due to change in pitch-rate [−]
𝐶ፗᑦ X-force coefficient due to change in velocity [−]
𝐶ፗᒆ X-force coefficient due to change in angle of attack [−]
𝐶ፘ side-force coefficient [−]
𝐶ፘᎲ steady flight side-force coefficient [−]
𝐶ፘᑡ side-force coefficient due to roll-rate [−]
𝐶ፘᑣ side-force coefficient due to yaw-rate [−]
𝐶ፘᒇ side-force coefficient due to sideslip [−]
𝐶ፘᒇ̇ side-force coefficient due to rate of sideslip [−]
𝐶ፘᒉ side-force coefficient due to control surface deflection [−]
𝐶ፙᎲ steady flight Z-force coefficient [−]
𝐶ፙᑢ Z-force coefficient due to change in pitch-rate [−]
𝐶ፙᑦ Z-force coefficient due to change in velocity [−]
𝐶ፙᒆ Z-force coefficient due to change in angle of attack [−]
𝐶ፙᒆ̇ Z-force coefficient due to change in rate of angle of attack [−]
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x 0. Nomenclature

𝑐፫ root chord [𝑚]
𝐶𝐺፱ᑒᑚᑣᑔᑣᑒᑗᑥ x-coordinate of the centre of gravity of the aircraft [−]
𝑐𝑟፰ wingtip to winglet root chord ratio [−]
𝐷 non-dimensional time derivative [−]
𝑒 oswald efficiency factor [−]
𝑒ፚ፯፠ average error [%]
𝐹ፀᑐ side-force [𝑁]
𝐹𝐶 flight cycles [−]
𝐹𝑇𝐴 number of flight test aircraft [−]
𝐻፰ hingeline to winglet chord ratio [−]
𝐼፱፱ moment of inertia about x-axis [𝑘𝑔 𝑚ኼ]
𝐼፱፳ product of inertia [𝑘𝑔 𝑚ኼ]
𝐼፲፲ moment of inertia about y-axis [𝑘𝑔 𝑚ኼ]
𝐼፳፳ moment of inertia about z-axis [𝑘𝑔 𝑚ኼ]
𝐾 non-dimensional moment of inertia [−]
𝐿 rolling moment [𝑁𝑚]
𝐿ፀ rolling moment [𝑁𝑚]
𝑙፰ winglet length [𝑚𝑚]
𝑀 pitching moment [𝑁𝑚]
𝑀𝐴𝐶 mean aerodynamic chord [𝑚]
𝑀𝑇𝑂𝑊 maximum take-off weight [𝑘𝑔]
𝑁ፀ yawing moment [𝑁𝑚]
𝑁𝐸 number of engines [−]
𝑂𝐸𝑊 operating empty weight [𝑘𝑔]
𝑝 roll-rate [𝑟𝑎𝑑/𝑠]
𝑞 pitch-rate [𝑟𝑎𝑑/𝑠]
𝑟 yaw-rate [𝑟𝑎𝑑/𝑠]
𝑄 number of produced aircraft [−]
�̄� dynamic pressure [𝑃𝑎]
𝑅 blending radius [𝑚]
𝑟 end position of the rudder as a ratio of 𝑙፰ [−]
𝑟፬ start position of the rudder as a ratio of 𝑙፰ [−]
𝑆 surface area [𝑚ኼ]
𝑆፟፥ፚ፩፩፞፝ flapped surface area [𝑚ኼ]
𝑆፫፞፟ reference surface area [𝑚ኼ]
𝑆𝐹𝐶 specific fuel consumption [𝑔/𝑘𝑁/𝑠]
𝑆𝐿𝑆𝑇 static thrust at sea level [𝑁]
𝑇Ꮃ
Ꮄ

time to half the amplitude [𝑠]
𝑇፫፦ roll mode time constant [𝑠]
�̇� acceleration in x-direction [𝑚/𝑠ኼ]
𝑉 velocity [𝑚/𝑠]
𝑉፰ crosswind velocity [𝑚/𝑠]
𝑊ኺ gross weight [𝑘𝑔]
𝑊 empty weight [𝑘𝑔]
𝑊 ፧፠።፧፞ engine weight [𝑘𝑔]
𝑊 fuel weight [𝑘𝑔]
𝑊፰።፧፠ structural wing weight [𝑘𝑔]
𝑤 downwash [𝑚/𝑠]
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Greek Symbols
𝛼 angle of attack [𝑑𝑒𝑔]
𝛼ፋኺ aircraft angle of attack at zero lift [𝑑𝑒𝑔]
𝛼፥ኺ local angle of attack at zero lift [𝑑𝑒𝑔]
𝛽 sideslip angle [𝑑𝑒𝑔]
𝛿 control surface deflection [𝑟𝑎𝑑]
𝜁 damping ratio [−]
𝜂 imaginary part of a complex eigenvalue [−]
𝜃 pitch angle [𝑑𝑒𝑔]
𝜌 density [𝑘𝑔/𝑚ኽ]
𝜎 standard deviation [%]
𝜙 roll angle [𝑑𝑒𝑔]
Ψ yaw angle [𝑑𝑒𝑔]
𝜑 winglet cant angle [𝑑𝑒𝑔]
𝜔 natural frequency [𝑟𝑎𝑑/𝑠]
Λ sweep angle [𝑑𝑒𝑔]
Λ፰ winglet sweep angle [𝑑𝑒𝑔]
𝜆 eigenvalue [−]
𝜆 winglet taper ratio [−]
𝜇 non-dimensional weight [−]
𝜉 real part of a complex eigenvalue [−]
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1
Introduction

Although there are numerous types of aircraft in service today, most adhere to the clas-
sical tube-and-wing configuration in which a tail is present to stabilize the vehicle. Over
the years various studies have been conducted to derive methods to estimate the sta-
bility and control characteristics of these types of aircraft to be implemented during the
early stages of design. These methods are often based on empirical data and tailored to
incorporate the individual components of an aircraft [1–3]. However, with the increasing
demand in passenger travel and freight transport, there is concern about the environ-
mental impact of aviation. To reduce the environmental footprint, despite the estimated
growth rate of air travel of 5%, a step change in aircraft design is needed. Renewed in-
terest in unconventional configurations, such as the blended wing body (BWB), produced
a number of research studies. Literature identifies the stability and control aspect as one
of the main challenges of the BWB aircraft [4, 5]. The problem can largely be attributed to
the required control surface volume to meet the handling characteristics, as a result of the
relative short moment arm. Adequate simulation models are required to predict the stabil-
ity and control characteristics. As most existing models incorporate empirical data, these
models need to be modified and validated for this new configuration. Although some stud-
ies have been performed to translate a number of stability and control methods for the
use for BWB aircraft, limited information is currently available [6–8]. The challenges can
be further specified to longitudinal and directional control [4–6]. A detailed investigation
by Cook and De Castro into the longitudinal characteristics of civil BWB aircraft indicates
the need to analyse the lateral-directional stability and control [9]. To gain directional
control, without sacrificing valuable trailing edge span needed for lateral and longitudinal
control, yaw-control incorporated winglets are proposed. By combining the functionality
of the vertical fin with the aerodynamic benefits of a winglet, the required control surface
could be obtained without the drag penalty associated with a vertical tail [1].

Limited information is available on the design of such a non-planar component and its in-
fluence on the stability and control characteristics of the aircraft. A better understanding
of the influence of individual design parameters on these characteristics could provide
future designers with the tools needed to generate models able to accurately describe
the behaviour of BWB aircraft. Therefore, the research question was formulated to be:

What is the influence of the design variables of a yaw-control incorporated winglet on
the lateral-directional stability and control of blended wing body aircraft?

To answer this question a design methodology able to design and optimize an active
winglet needs to be devised and analysed. This leads to the secondary research question:

How to design and optimize an effective winglet for blended wing body aircraft with
respect to drag, weight, and operating costs, which provides adequate lateral-directional

stability and control, by means of a computer aided optimization procedure?

1



2 1. Introduction

The report will first provide the context of the research. Once the challenges have been
identified, a more detailed overview of the fields of interest will be provided. The re-
quirements listed in these chapters will form the foundation for the design process. The
selected methodology and its implementation will be discussed in detail in Chapter 5. Fol-
lowed by the validation of the aerodynamic analysis and its computed stability and control
derivatives. Next, a sensitivity study is performed to establish the effect of the parameters
linked to the design procedure on the accuracy of the results. The subsequent chapter
will present the results of the winglet optimization and will analyse the influence of the
individual design parameters. The research will be concluded by critically reflecting on
the selected design procedure and will provide recommendations for future research.



2
Context

Concern about the environmental footprint of aviation has created the need for more effi-
cient aircraft and engines, as well as the need to utilize alternative fuels. These challenges
have sparked the interest in unconventional aircraft configurations. One of the concepts
that has attracted a lot of attention is the blended wing body aircraft, BWB. The concept is
a blend between the conventional tube-and-wing configuration and the flying wing aircraft.

In the early half of the 20th century the flying wing was considered the pinnacle of powered
flight by a number of respected aircraft designers [10]. The strongest advocate for this
concept, the renowned Jack Northrop, started his research on this type of aircraft in 1928.
His research resulted in the development of the XB-35 and YB-49 long-range bomber.
Although the Air Force recognized the capabilities of the jet powered YB-49, the produc-
tion contract was cancelled in favour of the more conventional B-47. In the late 1980’s
the Northrop company presented a new flying wing, the B-2 Spirit. Powered by 4 Gen-
eral Electric turbofan engines, the aircraft is considered to be one of the most advanced
tactical bombers in service today. Despite the demonstrated capabilities, the aeronauti-
cal community is divided on the potential of the all-flying wing for commercial purposes.
The main concerns about the performance of this concept can be traced back to the in-
efficient manner in which the useful load is to be stored within the wing and the relative
low aspect ratio of the system. Reference [10] investigates these aspects by comparing
both concepts. The study indicates that, for a given useful load and operating condition,
the aerodynamic performance of the flying wing is slightly better. However, the research
demonstrates that better results could be obtained by blending the fuselage and wing,
creating the blended wing body aircraft. The enhanced aerodynamics could potentially
reduce the environmental footprint [4, 10, 11]. However, the improved aerodynamic prop-
erties need to offset the weight penalty associated with the non-cylindrical pressure cabin.

Although most research studies recognize the potential of the concept, the 𝐶𝑂ኼ emission
levels could be reduced even further by employing alternative fuels. Studies investigating
the implementation of cryogenic fuels in the classical tube-and-wing configuration illus-
trate a substantial increase in drag [12]. However, the volume distribution inherent to the
hybrid body could accommodate cryogenic fuels, such as LNG and LH2, without signif-
icantly compromising the aerodynamic performance. The aerodynamic characteristics
presented in literature, in combination with the potential to utilize alternative energy car-
riers, warrant the rise in interest in the BWB concept.

Research into the concept has not only demonstrated its potential, it also revealed a num-
ber of challenges [4, 5]. Amongst the identified challenges are the stability and control of
the aircraft. In contrast to popular believe, it is possible to design a naturally stable hybrid
body, as is evident from the designs by Amstrong, Northrop, Horton, and others. How-
ever, most of these vehicles are designed for a limited number of passengers, simplifying

3



4 2. Context

the design process. Contemporary studies indicate that the concept has to cope with
a strong nose-down moment [4, 11]. This nose-down moment complicates the control
allocation and limits the applicability of trailing edge devices. To overcome this moment
aerodynamicists can resort to reflex airfoils, as featured on the Horton aircraft [4]. Other
possibilities include the use of leading edge carving or the implementation of a canard.

The challenges related to longitudinal stability and control have a direct impact on the
lateral-directional control options. Due to the relative short moment arm inherent to the
BWB concept, designers often have to employ a complex control surface architecture.
This as a result of the limited available trailing edge control surface volume. To reduce
the strain on the trailing edge the use of split drag rudders for directional control is omitted.
Other possibilities to gain directional control comprise of the use of vertical surfaces or
the employment of a complex control surface platform containing body flaps. However,
literature notes the low yaw-damping of planar aircraft designs [4, 5]. Therefore, most
BWB feature either winglets or a more conventional vertical tail for lateral-directional sta-
bility and control. By combining the functionality of the vertical fin with the aerodynamic
benefits of a winglet, the required control surface could be obtained without the drag in-
crease of a vertical tail [1]. Depending on the configuration, winglet rudders have the
added advantage of having a larger moment arm.

Despite the fact that a number of BWB aircraft fly the yaw-control incorporated winglet,
limited information is available on the impact of such a configuration on the stability and
control of the system. It is to be noted that the collaboration of Stanford, Boeing, and
NASA produced a BWB study that yielded windtunnel testing and the production of a
scale model for flight testing. Data of their X48-B model, figure 2.1, that employs active
winglets for directional control is available and will be used to define the design space.

Figure 2.1: The X48-B scale model with active winglets - source: NASA.gov

With renewed interest in unconventional configurations such as the BWB, research into
the effect of yaw-control incorporated winglets could provide valuable information for fu-
ture designs. By investigating the influence of various winglet design parameters on the
stability and available control power new models could be developed for the early stages
of design. Therefore, the thesis will devise a methodology to analyse these aspects by
generating a computer program able to design and optimize an active winglet.



3
Stability and Control

In the previous chapter it was indicated that one of the challenges associated with blended
wing body design was related to stability and control. In order to connect these aspects
to the design of an active winglet the stability and control requirements need to be quanti-
tatively identified. This chapter will discuss the fundamental principles of flight dynamics
and identify the driving requirements. It will do so by differentiating between stability and
control.

3.1. Stability Principles
The stability of an aircraft can be described by its response to a disturbance about one or
more of its three axes, while originating from a specified equilibrium or trimmed condition.
When the forces and moments created by the disturbance oppose the motion initiated by
said disturbance, the aircraft is termed statically stable. If the resultant motion converges
on a new equilibrium condition, the aircraft also possesses dynamic stability.

3.1.1. Static Stability
As indicated by the definition, the selected trimmed state defines the initial conditions
for the stability analysis. Hence, the trimmability of the aircraft, which is largely dictated
by the static stability characteristics, is of great importance. In order to analyse these
characteristics, a frame of reference is to be selected. Most flight dynamics manuals for-
mulate the equations of motion with respect to either the wind, body, or stability frame.
These right-handed orthogonal reference frames position its origin at the aircraft cen-
tre of gravity. For the analysis of forces and moments the stability frame was selected.
The orientation of the frame for zero sideslip and angle of attack is presented in figure 3.1.

Figure 3.1: Overview of the orientation of the selected reference frame
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Symmetry about the longitudinal axis of most aircraft reduces the complexity the equa-
tions of motion by decoupling the symmetric and asymmetric motions. As the focus of
the research is on sizing the winglet to achieve satisfactory lateral-directional stability and
control, the analysis of the requirements presented in this chapter will be limited to the
asymmetric motions. To establish the mathematical tools needed to determine the static
stability characteristics, one needs to review the forces and moments acting on the air-
craft. It is to be noted that these forces and moments are dependent on the selected
flight conditions. However, literature indicates the limited effect of the flight conditions
on the lateral-directional characteristics [13, 14]. For the asymmetric motions the side-
force 𝐹ፀᑐ , the rolling moment 𝐿ፀ, and the yawing moment 𝑁ፀ are of interest and can be
non-dimensionalized using equations 3.1-3.3 [1, 3, 7, 14].

𝐹ፀᑐ = 𝐶ፘ�̄�𝑆 (3.1)
𝐿ፀ = 𝐶፥�̄�𝑆𝑏 (3.2)
𝑁ፀ = 𝐶፧�̄�𝑆𝑏 (3.3)

These coefficients can be further specified using a first order Taylor series expansion.

𝐶ፘ = 𝐶ፘᎲ + 𝐶ፘᒇ𝛽 + 𝐶ፘᒉᑒ𝛿ፚ + 𝐶ፘᒉᑣ𝛿፫ (3.4)

𝐶፥ = 𝐶፥Ꮂ + 𝐶፥ᒇ𝛽 + 𝐶፥ᒉᑒ𝛿ፚ + 𝐶፥ᒉᑣ𝛿፫ (3.5)

𝐶፧ = 𝐶፧Ꮂ + 𝐶፧ᒇ𝛽 + 𝐶፧ᒉᑒ𝛿ፚ + 𝐶፧ᒉᑣ𝛿፫ (3.6)

Due to symmetry, the steady state flight coefficients, indicated by index 0, are usually
very small or equal to zero [14, 15]. Hence the system can be reduced to:

{
𝐶ፘ
𝐶፥
𝐶፧
} = [

𝐶ፘᒇ 𝐶ፘᒉᑒ 𝐶ፘᒉᑣ
𝐶፥ᒇ 𝐶፥ᒉᑒ 𝐶፥ᒉᑣ
𝐶፧ᒇ 𝐶፧ᒉᑒ 𝐶፧ᒉᑣ

] {
𝛽
𝛿ፚ
𝛿፫
} (3.7)

The first column of the matrix on the right-hand side notes the stability characteristics of
the aircraft without control deflections. When the disturbance initiates a sideslip the verti-
cal fin or winglet will experience a change in angle of attack. In a statically stable design
the resultant force balance will oppose the sideslipping motion. Closely related to 𝐶ፘᒇ is
the static directional, or weathercock, stability derivative 𝐶፧ᒇ . The weathercock stability
derivative describes the ability of the aircraft to generate a restoring yawing-moment to
counter the sideslip. The main contributions to 𝐶ፘᒇ and 𝐶፧ᒇ are the fuselage and the
vertical fin or winglet, which explains the weak yaw-damping of planar configurations. As
the restoring force generated by the vertical fin is often positioned above the centre of
gravity, it will initiate a rolling motion, illustrating the need to analyse both the lateral and
directional stability characteristics.

The remaining stability derivative, 𝐶፥ᒇ , is often referred to as the effective dihedral and
forms one the main lateral stability derivatives. As the coefficient mainly depends on the
characteristics of the wing, it is expected that the influence of the non-planar component
will be minor. Therefore the static stability requirement following from 𝐶፥ᒇ will not be im-
plemented as a limiting design criterion. Analysis of the aerodynamic properties of the
aircraft without winglets will produce the so-called tail-off characteristics, which will be
used to substantiate this claim. It will also provide insight into the impact of the tip device
on the static stability of the aircraft as a whole.
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Following the definition and orientation of the forces and moments the static stability re-
quirements can be listed to be:

𝑑𝐶ፘ
𝑑𝛽 < 0 (3.8)

𝑑𝐶፧
𝑑𝛽 > 0 (3.9)

𝑑𝐶፥
𝑑𝛽 < 0 (3.10)

It is to be noted that these requirements must hold throughout the entire flight envelope.
Hence it is to be validated that the non-linearities associated with large 𝛼 and 𝛽 do not
significantly compromise the static stability.

3.1.2. Dynamic Stability
The definition for stability indicates the need for an initial equilibrium condition. The be-
haviour of the aircraft when it encounters an atmospheric or pilot induced disturbance
at such a trimmed condition can be described by the equations of motion. A full deriva-
tion of these equations can be found in most text books on flight dynamics and will not
be repeated in the presented research study. As previously mentioned, the symmetric
pitching motion can be decoupled from the lateral-directional dynamics, resulting in two
systems of equations. Although the research focusses on the asymmetric behaviour of
the vehicle, the characteristics of the symmetrical eigenmotions will also be included in
the computer aided analysis.

⎡
⎢
⎢
⎢
⎣
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(3.11)

⎡
⎢
⎢
⎢
⎣
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(3.12)

The coefficients listed in the symmetric, equation 3.11, and asymmetric equations of mo-
tion, equation 3.12, will be obtained from an aerodynamic simulation. Solving the eigen-
value problem of the coefficient matrix provides information on the characteristics of these
so-called eigenmotions. The solution of the lateral-directional characteristic equation gen-
erally consists of 2 non-oscillatory and 1 harmonic motion. The simplified equations of
motion, given by equation 3.11 and 3.12, will be used in Chapter 8.1.3 to discuss the
results. It is to be noted that these results will be based on simulations that employ the
full, non-linear equations of motion.

Based on these properties, the predicted handling quality levels, HQL, can be derived.
Handling qualities depict the ease and precision with which the pilot can execute a flight
task [16]. Some of these characteristics are difficult to describe quantitatively, as they
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are based on the opinion of the pilot. However, for analytical purposes the handling qual-
ity level has been developed to quantitatively document the behaviour of specific type
aircraft. Different flight phases require different handling characteristics. Therefore, the
flight envelope is decomposed into flight phase category A, B, and C. In which A corre-
sponds to military combat operations, B relates to the nominal flight stages such as cruise
and climb. The final category, C, encompasses the more critical take-off and landing. All
presented HQL will be with respect to the flight phase B requirements.

The first eigenmotion to be discussed is the aperiodic roll subsidence, or roll mode, de-
noted by subscript ፫፦. The roll mode can be explained as the lag in response to a control
input and is directly related to the roll stability. The behaviour of this mode is largely
determined by the characteristics of the wing and can generally be substantially decou-
pled from the remaining two lateral-directional eigenmotions. Table 3.1 relates the time
constant to the corresponding HQL.

Table 3.1: Handling quality level criteria for the coupled and uncoupled roll and spiral

mode criterion HQL 1 HQL 2 HQL 3 HQL 4
roll ፓᑣᑞ ጺ ኻ.ኾ ጺ ኽ.ኺ ጺ ኻኺ.ኺ ጻ ኻኺ.ኺ

spiral ፓ Ꮃ
Ꮄ

ጻ ኼኺ ጻ ዂ ጻ ኾ ጺ ኾ
coupled ᎓Ꭶ ጻ ኺ. ጻ ኺ.ኽ ጻ ኺ.ኻ ጺ ኺ.ኻ

The second motion is also non-oscillatory and is termed the spiral mode. Usually char-
acterized by slow dynamic behaviour, the spiral is a complex coupled motion in yaw, roll,
and sideslip [13]. The properties of this eigenmotion are highly dependent on the effective
dihedral and weathercock stability. Depending on the balance between these parameters
the spiral can be stable or unstable. However, as 𝐶፥ᒇ and 𝐶፧ᒇ are often approximately
equal, the second aperiodic motion will be nearly neutrally stable. Similar to the roll sub-
sidence mode, the HQL of the spiral is dependent on the time to half the amplitude, table
3.1.

The final lateral-directional eigenmotion is the harmonic dutch roll. Named after the sway-
ing motion of Dutch ice-skaters, the eigenmotion describes the classical damped periodic
motion in yaw. This yawing motion is coupled to roll and to a lesser extend to sideslip
[13]. The aerodynamic properties of the vertical fin or winglet largely dictates the charac-
teristics of the eigenmotion. This leads to contradictory design requirements, as will be
illustrated shortly. The handling quality levels of the eigenmotion are based on both the
damping and frequency, as listed in table 3.2.

Table 3.2: Handling quality level criteria for the dutch roll

mode criterion HQL 1 HQL 2 HQL 3 HQL 4
dutch roll ᎓ ጻ ኺ.ኺዂ ጻ ኺ.ኺኼ ጻ ኺ.ኺኺ ጺ ኺ.ኺኺ

Ꭶ ጻ ኺ.ኾ ጺ ኺ.ኾ
᎓Ꭶ ጻ ኺ.ኻ ጻ ኺ.ኺ ጻ ኺ.ኺኺ ጺ ኺ.ኺኺ

Although a large fin would be beneficial for the stability of the dutch roll, it would would
have a negative impact on the spiral. Therefore a compromise needs to be made, which
often yields an unstable spiral mode and weakly damped dutch roll. The Routh-Hurwitz
stability criteria can be employed to find a combination of stability derivatives that results in
both a stable spiral and dutch roll. The stability criteria utilizes the characteristic equation,
equation 3.13, in combination with the Routh’s discriminant, equation 3.14. Based on the
properties of these individual components the lateral stability diagram can be constructed.
The diagram, depicted in figure 3.2, indicates the possible combinations of 𝐶፥ᒇ and 𝐶፧ᒇ
that yield a stable spiral and dutch roll.
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𝐴𝜆ኾ + 𝐵𝜆ኽ + 𝐶𝜆ኼ + 𝐷𝜆 + 𝐸 = 0 (3.13)
𝑅 = 𝐵𝐶𝐷 − 𝐴𝐷ኼ − 𝐵ኼ𝐸 (3.14)

Figure 3.2: Lateral stability diagram - source: J.A. Mulder et al, ”Flight Dynamics” [14]

3.2. Controllability
The rudder-incorporated winglets are the pilot’s primary yaw controls. Deflection of these
control surfaces alter the curvature of these non-planar surfaces, yielding a change in
side-force. This variation in forces and moments due to a control surface deflection is
referred to as the control power. For conventional vertical fins the control power is nearly
constant upto deflection angles of 25 degrees [3]. Beyond this point the non-linearities in
the flow reduce the effectiveness of the rudder until flow separation deteriorates its per-
formance. The maximum control power produced by a normal vertical fin corresponds to
a deflection angle of approximately 35 degrees. However, little information is available on
the behaviour of the control power of yaw-control incorporated winglets. As modern com-
putation methods are unable to accurately capture the non-linearities, the winglet rudder
is to be over dimensionalised until windtunnel test data is available [6].

A more detailed investigation into the winglet rudder, which is to fulfil the same function-
alities as a conventional fin, reveals the following requirements: [1, 3, 7]

• To provide a means for achieving a steady state of equilibrium (trim)

• To provide a means to counteract disturbances, such as gusts

• To provide sufficient directional control capabilities, up to high sideslip and rudder
deflection angles:

– for manoeuvring up to maximum yaw rates
– to maintain heading and manoeuvre during the most critical one engine inop-
erative, OEI, condition

– for landing in crosswinds of up to 55.5 km/h

• To have low control forces
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Literature identifies 3 critical conditions for sizing the vertical fin for commercial airliners
[1, 3, 7]. The first driving requirement was listed to be the one engine inoperative condi-
tion. However, as the engines of the BWB are positioned near the plane of symmetry, the
yawing moment due to engine failure will be relatively small. As a result this condition is
termed to be non-critical. The second requirement dictates that the aircraft is to be able to
perform a crosswind landing while maintaining sufficient control power to adjust for atmo-
spheric disturbances and changes in heading. In the acceptable means of compliance,
set forth by the European certification authority EASA, the maximum sideslip angle is set
to: [17]

𝛽 = arcsin
𝑉፰
𝑉 (3.15)

With 𝑉፰ being the crosswind velocity of 55.5 km/h. The certification specifications for
large transport aircraft, CS-25 [17], indicates that angles of 15 degrees are generally
sufficient to show compliance. However, during the low speed flight stages the angle,
computed in equation 3.8, might be larger than the prescribed sideslip angle. Hence, the
maximum sideslip angle during landing needs to be established.

The final requirement is related to both the stability and controllability of the vehicle. This
requirements indicates the need to postpone stall of the winglet beyond the maximum
sideslip angle. At this flight condition the aircraft still needs to posses sufficient control
power to return to a more acceptable sideslip angle. As there are no empirical mod-
els to estimate boundary layer separation for active winglets and computational models
have difficulties to account for the non-linearities in the flow, this requirement needs to be
validated at a later stage using windtunnel tests.



4
Winglet Design

Before discussing the design methodology employed to create the non-planar compo-
nent, the different aspects of winglet design will be addressed. First an introduction into
the tip device will be presented, followed by the aerodynamic principles and design con-
siderations. The chapter is concluded by listing the assumptions that define the design
space.

4.1. Introduction
It was 1908 when English polymath and engineer Frederick W. Lanchester first presented
his idea of trailing edge vortices [18]. In his publication titled Aerodynamics he visual-
ized the effect of the pressure differential between the upper and lower surface near the
wingtip. As the high pressure underneath the tip is forced to the lower pressure region on
top of the wing, the flow will experience a swirl known as tip or trailing edge vortices. This
rotation in the flow pushes the air over the wing downward, reducing the effective angle
of attack. Since the resultant aerodynamic force is defined to be perpendicular to the
flow, the lift force is tilted aft, introducing the lift induced drag. Lanchester mathematically
described the lift and drag forces using potential theory, which was later substantiated by
German scientist Ludwig Prandtl. These fundamental aerodynamic equations, in combi-
nation with his own observations, led Lanchester to be the first to obtain a patent for the
use of non-planar wingtip devices. However, designs of the early devices were merely
end-plates aiming to improve stability and reduce the effect of tip vortices.

Over the years, various studies were conducted regarding non-planar planforms. Start-
ing with the research by Lanchester and Prandtl, seeing its first application in the build by
Sommerville, it continued to inspire and intrigue scientists. An important break-through
came in themid 70’s when Richard T.Whitcomb from the NASA Langley Research Center
published a technical note on the use of vertical components to reduce the aerodynamic
drag. He had continued the work by Nagel(1924), Mangler (1937), Weber (1956), and
others, with one important distinction. While others had discussed the application of ver-
tical plates to improve the performance of the wing, Whitcomb stated that for an end-plate
to be fully effective, it ought to generate sufficient side-force. He proposed small vertical
wings to be placed at the wing tips, introducing the name winglets[19, 20].

Boeing continued the research and in 1988 the Boeing B747-400 became the first com-
mercial airliner to operate with these wingtip devices. After studies revealed the poten-
tial of winglets on competitor aircraft, Airbus began to develop its own winglets, termed
sharklets. These smoothly blended winglets were mounted on later versions of the A320
and will also be present on the latest member of the Airbus A320 family, the A320-NEO.
Continued research has produced a vast variety of winglets. These non-planar wingtip
devices are currently featured on nearly all derivatives of the Airbus and Boeing fleet.

11
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4.2. Aerodynamic Principles
The complexity of the 3-dimensional flow around the by Whitcomb prescribed tip devices
makes it impossible to provide a detailed description of the aerodynamic phenomena for
the vast variety of winglets. Most winglet studies limit the aerodynamic dialogue to the
relocation and dissipation of tip vortices in combination with the presence of a negative
drag component [20, 21]. A more elaborate account of the behaviour of the flow field will
be presented in this chapter. The presented phenomena will form the foundation needed
to analyse the results and to identify possible trends.

Winglets aim to reduce the lift induced drag while limiting its contribution to the other drag
components. The induced drag constitutes approximately 40% of the total drag during
cruise, the most fuel intensive flight segment of the long-range blended wing body air-
craft [22]. In 1908 Lanchester had laid down the mathematical foundation to compute the
aerodynamic forces generated by a lifting surface. Prandtl and Munk verified his compu-
tations and validated the use of vortices to describe the behaviour of a flow. According
to theory each lift generating section could be represented by a circulation of strength
Γ. Variation in the spanwise lift distribution would, therefore, correspond to a change in
circulation strength. The resulting roll-up of vortices would lead to the aforementioned
tip vortices. As these vortices push down on the flow, they introduce a downward ve-
locity component, which effectively angles the flow, creating the lift induced drag. The
on potential flow based theorems were expanded, yielding Munk’s well renowned theory
for minimum induced drag. Munk’s theorem states that to minimize the induced drag,
the roll-up of vortices should be minimized [23]. The corresponding constant downwash
profile was demonstrated to be a function of the cosine of the dihedral angle. In the pub-
lication he mathematically proved that the theorem holds for both planar and non-planar
configurations. This indicates that the induced drag can be minimized by carefully bal-
ancing the forces and orientation of the non-planar component.

Although a simple canted surface component could be sized according to conventional
wing design strategies, the wing-winglet interaction increases the complexity of the design
process. The presence of the additional surface at the wingtip allows the air to recirculate,
resulting in a higher tiploading. It is paramount that these velocities near the wingtip are
not amplified by the pressure distribution over the winglet. An ill designed winglet can su-
perimpose its supervelocities on the main wing, causing the wingtips to experience even
higher velocities. This could potentially introduce shock waves or increase its strength
[24]. It could also increase the chordwise region of supersonic flow at the tip. When the
supersonic section expands too far aft, the subsonic flow aft of the shock cannot remain
attached, which will lead to boundary layer separation [15]. Therefore great care has
to be taken while designing the junction between wing and winglet. Most early designs
correspond to a simple canted winglet that features a step-change in chord. Reducing
the winglet root chord and positioning it as far aft as structurally possible, would limit the
effect of the winglet suction peak on the pressure distribution over the wing. It is to be
noted that, if the step-change in chord is considerable, a vortex could be formed prior to
reaching the winglet. This trailing vortex, albeit being relatively weak, will have an im-
pact on the aerodynamic performance. Modern winglet designs often show winglet root
chords similar to the tip chord and apply blending to reduce the interference of both lifting
surfaces.

The recirculation near the wingtip is a direct result of the added surface. By mounting
a winglet, the pressure differential at the wingtip is no longer required to return to zero.
The resulting higher tiploading enables the wing to produce more lift, a phenomena often
referred to as the increase in effective span. This change in effective span has a positive
effect on the aspect ratio which in turn reduces the lift induced drag, equation 4.1. It also
allows the system to operate at a slightly lower lift coefficient.
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𝐶ፃᑚ =
𝐶ኼፋ
𝜋𝐴𝑒 (4.1)

When the winglet is to produce forces, it will also generate an induced velocity. Due
to its orientation the velocity is termed side-wash or, more generally, normal-wash. The
side-wash diffuses the rotation of the flow caused by the pressure difference on the upper
and lower side of the main wing. However, in general the winglets will still experience a
side-flow from the trailing vortices. The resulting normal-wash angles the aerodynamic
force generated by the winglet forward. Although this slightly reduces the side-force, it
introduces a negative drag component, lowering the total drag of the system[19, 20].

In order to produce adequate side-forces, the winglet itself creates a pressure difference
between its two sides. This results in a tip vortex, albeit this tip vortex is weaker. More im-
portantly, the trailing vortex is located far above the wing. Therefore it has little influence
on the flow over the wing. It had already been noted that the induced velocity imposed
by the trailing vortices reduce the effective angle of attack and rotates the resultant force.
However, as the impact of the vortices is limited, the x-component of the resultant force
is minimized.

Depending on the cant angle, the aerodynamic forces generated by the winglet will partly
contribute to the lift. Apart from having a positive impact on the effective span, the wing-
winglet configuration will be able to generatemore lift. As a result, the design lift coefficient
of the planform can be reduced. Hence, from an aerodynamic perspective it is best to
employ wingtip extension or to elongate the wing [19, 21, 25].

Although winglets improve the lift induced drag, it has a negative contribution to the par-
asitic drag due to the added wetted area. To conclude, winglets can reduce the induced
drag, but great care has to be taken when designing the wing-winglet intersection to en-
sure that the interaction is minimized. Since winglets aim to minimize 𝐶ፃᑚ , its effect is
most pronounced during the low speed flight stages when the aircraft operates at large
angles of attack [19, 25].

4.3. Design Considerations
The discussion on winglet design is not only dictated by aerodynamic phenomena, but
also has to address structural effects. Most papers use the root bending moment as
an indication for the change in wing weight [19, 20]. In their paper on multidisciplinary
design of wings and wing tip devices, Ning and Kroo argued that the root bending mo-
ment did not account for the effects of chordwise changes in the planform, both in torsion
and bending, and could, therefore, not be used as a good indicator for the wing struc-
tural weight [26]. They applied a semi-empirical method to estimate the wing weight. A
more elaborate structural model was proposed by Elham and Van Tooren in theirWinglet
Multi-Objective Shape Optimization [21]. The quasi-analytical weight estimation method
EMWET was utilized for their research and will also be incorporated in the current project.

Although there are numerous types of winglet configurations possible, not all are suited
for the incorporation of control surfaces. To accommodate a control surface, the winglet is
required to have a large section of limited curvature. The simplest of tip devices meeting
the requirements are end-plates as featured on the AW-52 or as seen on H-tails. Another
option is the more conventional single element winglet, either at an angle with the wing
or blended. As the incorporation of lateral-directional control into a winglet yields a rather
new and complex configuration, it was opted to design a single element canted winglet.
It has already been found that the wing-winglet interaction is strong for nearly vertical
surfaces and that blending ought to be applied to reduce these effects [24]. However, it
is beyond the scope of the current project to include blending parameters into the opti-
mization.
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Figure 4.1: The Armstrong Whitworth AW-52 with end-plates for directional control - source: C.V. Murray,
”Full-Scale Research on a Flying Wing”

4.4. Parametrization
In order to be able to perform a computer aided design optimization, the surface to be
designed needs to be represented by a consistent set of independent variables. The
number of variables should be limited to reduce the required computation time associated
with the exploration of a vast design space. To minimize this ’curse of dimensionality’ a
number of assumptions are made.

• The airfoils used for the winglet are known and are not included in the optimization.

• The twist of both the root and tip of the winglet is known and is not included in the
optimization.

• The hinge line of the control surface is at a constant percentage of the winglet chord.

• The winglet is aligned with the trailing edge of the wing.

In most winglet optimization studies the airfoils are kept out of the design space [19, 21,
26]. Studies either use the winglet airfoil prescribed by Whitcomb or the profile used at
the wing tip. A similar limitation will be enforced during the proposed design optimization.
The main reason being the added complexity of airfoil optimization and the sensitivity of
the parameters. Although the airfoils could be included in the design process by either us-
ing CST-coefficients or the more physically intuitive PARSEC-representation, this would
expand the design space by a minimum of 10 parameters per airfoil.

The second assumption is based on results from literature [8, 21, 27]. Studies indicate
that, although twist enables designers to tweak the spanload distribution, the impact of
this parameter is marginal. It was therefore opted to further reduce the design space to
be able to adhere to the selected optimization strategy without the need to generate a
large sample pool.

To accommodate a control surface a design variable needs to be added. Although the
start and end position along the vertical surface is fixed, the location of the hinge line is
not. It is assumed that the moveable is mounted on the aft spar of the vertical component.
In general the spar is positioned at a fixed chordwise position, hence the third assumption.

Literature aiming to optimize a winglet aligns the non-planar component with the trailing
edge. Although some studies researching the aerodynamic benefits of active winglets
indicate that extending the winglet beyond the trailing could have a positive effect on the
contraction of the wake, the program utilized for modelling the aircraft is unable to cope
with such discontinuities [8]. Hence, it is therefore opted to adhere to a similar approach
as was used in other winglet optimization studies.
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With the listed assumptions, the design space to be explored comprise of the following
variables:

• Winglet length (𝑙፰)

• Cant angle (𝜑)

• Winglet sweep angle (Λ፰)

• Wingtip to winglet root chord ratio (𝑐𝑟፰)

• Taper ratio (𝜆፰)

• Chordwise hinge line position (𝐻፰)

Figure 4.2: Parametric description of the rudder-incorporated winglet

A graphical representation of the variables used to describe the active winglet is pre-
sented in figure 4.2. Equations 4.2-4.4 are used to translate these variables to the non-
dimensional parameters listed above. Apart from these parameters the figure also notes
the blending radius 𝑅 and the position of the rudder, 𝑟፬ and 𝑟 .

𝑐𝑟፰ =
𝑐፫ᑨᑚᑟᑘᑖᑥ
𝑐፭ᑨᑚᑟᑘ

(4.2)

𝜆፰ =
𝑐፭ᑨᑚᑟᑘᑖᑥ
𝑐፫ᑨᑚᑟᑘᑝᑖᑥ

(4.3)

𝐻፰ = 𝑐፬
𝑐፬ + 𝑐፟

(4.4)

The design space that is to be explored is listed in table 4.1. To ensure that a feasible
solution would present itself, the design space was centred around the X-48B winglet
configuration. Other bounds, such as the sweep angle, are based on aerodynamic limi-
tations and requirements.

Table 4.1: Design space implemented in the winglet design program

፥ᑨ Ꭳ ጉᑨ ፫ᑨ ᎘ᑨ ፇᑨ
[፦] [፝፞፠] [፝፞፠] [ዅ] [ዅ] [ዅ]

upper bound ዂ.ኺኺ ኾ.ኺኺ .ኺኺ ኻ.ኺኺ ኻ.ኺኺ ኺ.ዂኺ
lower bound ኽ.ኺኺ ኻ.ኺኺ ኼ.ኺኺ ኺ. ኺ.ኽኺ ኺ.ዂኺ





5
Design Procedure

The requirements and design considerations listed in the previous chapters need to be
linked to produce a method able to analyse and optimize the design of an active winglet.
In this chapter the devised design methodology will be introduced and explained. The
second part of the chapter will discuss the implementation of the procedure into a Matlab
based program. The chapter is concluded by an introduction of the baseline aircraft.

5.1. Methodology
The type of optimization scheme that can be employed is dependent on the number of
design variables and the formulated objectives. As the leading criterion is to provide ad-
equate stability and control, the optimization scheme has to cope with the analysis and
computation of the stability derivatives. Therefore, the selection of the optimization pro-
cedure is centred around the computation of these derivatives.

Design optimization of a winglet during the preliminary design stage is most often per-
formed using a vortex lattice method. However, research into the ability of such a method
to accurately establish the stability derivatives revealed a large discrepancy between
the computed values and test data [7]. A higher fidelity potential flow solver, the 3-
dimensional panel method, shows better results [28, 29]. Therefore it was opted to test
and integrate such a 3D panel method. The commercial panel method VSAero is se-
lected, as it is a multi-order panel method that implements an integral viscous boundary
model [30]. Further information on the program can be found in Appendix B.2.

To establish the stability and control derivatives a single geometric configuration is to be
analysed for a number of different attitudes, flight conditions, and control surface deflec-
tions. The required computation time to compute a complete data set corresponding to
a single geometrical configuration is in the order of hours. It is to be noted that this time
could be significantly reduced when a more efficient mesher is selected. To limit the re-
quired computation time, a Kriging response surface optimization strategy was selected.
The method uses data entries for a number of sample points to construct a response sur-
face. The accuracy of the surface is highly dependent on the number of sample points and
the distribution of these points [31]. The best distribution is dependent on the behaviour
of the design objective. As this behaviour is often unknown, it is nearly always opted for
numerical problems to use equidistant sampling, such as the Latin Hypercube strategy.
To ensure that the sampling results in a more evenly spaced grid the Latin Hypercube
technique is connected to a min-max optimization [21, 31]. The min-max optimization
maximizes the minimum distance between the entry points, creating a well distributed,
space-filling, sampling pool.

17



18 5. Design Procedure

The space-filling Latin Hypercube sampling strategy will be used to generate a number
of winglet configurations. Each of the configurations will be analysed by VSAero to de-
termine the stability and control derivatives. Implementation of these derivatives into the
virtual flight test program Phalanx will provide information on crosswind landing and the
handling quality levels of said configuration. The response surface of these character-
istics will be used to limit the design space. The redefined design space will contain all
solutions that yield adequate lateral-directional stability and control.

From within the viable design space the configuration will be identified that yield the best
aerodynamic performance, weight properties and direct operating costs. To establish
these parameters the aerodynamic loading of each of the configurations will be analysed
by the class 2.5 wing weight estimation program EMWET [32]. The computed change in
wing weight will produce the structural weight of the configuration, which will be substi-
tuted in a mission analysis scheme to derive the fuel weight andmaximum take-off weight.
Based on these results an estimate for the airframe cost can be established using refer-
ence [1]. The aircraft design and economic study by Liebeck et al. specifies a method to
provide an indication of the direct operating cost during the early stages of design [33].
This method is used to ascertain the economic impact of each winglet configuration.

In the presented design methodology a distinction can be made between limiting and
optimizing design objectives. The limiting objectives are directly related to the stability
and control characteristics and are listed to be:

• The yawing moment coefficient due to sideslip needs to be positive

• A maximum winglet control surface deflection of 25 degrees during crosswind land-
ing

• A minimum user-specified handling quality level for the asymmetric eigenmotions

The optimizing design objectives are secondary objectives that will be applied to the re-
duced design space. Related to the performance and cost of the aircraft, the optimizing
objectives are given to be:

• Minimize structural weight

• Minimize MTOW

• Maximize lift over drag

• Minimize direct operating cost

5.2. Implementation
The introduced methodology is implemented in a flexible Matlab program that could be
employed to design or explore various control surface configurations. The program can
be decomposed into two parts with the aerodynamic solver VSAero as a natural bound-
ary. This separation into pre-, and post-aerodynamic analysis will be used to discuss the
functionalities and architecture of the program. A more detailed description of the individ-
ual components can be found in Appendix B.

It is to be noted that the program is separated into so-called computation levels. Within
such a level all computations pertaining to a specific task are performed. Hence, most of
the computation levels contain loops to analyse each of the winglet configurations. The
different levels are indicated by the black lines in figure 5.1 and 5.2, which illustrates the
workflow of the created design platform.
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5.2.1. Pre-Aerodynamic Analysis
The pre-aerodynamic stage of the program is centred around the generation of the ge-
ometry and mesh needed to perform a VSAero analysis. The generation of the model
and mesh is performed by a python based CAD program that requires detailed informa-
tion on the geometry. Various computational modules have been constructed to facilitate
the CAD program and incorporate it in the devised analysis and optimization platform. A
schematic representation of the first stage is provided in figure 5.1.

Figure 5.1: Overview of the program upto the aerodynamic analysis

At the heart of the Winglet Design Program is the Module Controller, which is called by
a front-end script listing the design space and critical flight condition. All communication
with the various functions and sub-programs is directed through this module, as it struc-
tures and prepares the data for analysis. Based on the predefined design space, theMod-
ule Controller initiates the generation of a specified number of winglet configurations. A
Latin Hypercube sampling strategy is utilized to perform this task. The space-filling sam-
pling method employs the previously mentioned min-max optimization to ensure a proper
distribution [31, 34].

The geometric properties of each of the winglet configurations is passed on to theWinglet
Blending module. This function employs a forth-order polynomial and a user-specified
radius to create a smooth transition from wing to winglet. The continuity of the wing is
an important criteria for the proprietary CAD program used to generate the model and
mesh. Although the incorporation of winglet blending into the optimization process is out
of scope, the module can easily be modified or replaced to test the influence of various
blending methods.

Once the planform is described, the geometry needs to be translated for the python based
CAD program known as the multi-model generator. This multi-model-generator, MMG,
utilizes elementary building blocks to construct the 3-dimensional model. Each of these
primitives can be initiated using so-called .json-files. These files contain information on
the selected airfoils and twist distribution, as well as a description of the leading, and
trailing edge. All information is computed by the Matlab program and is structured to be
compatible with the MMG.
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The final stage before calling the MMG is to produce a .json file pertaining to the mesh
settings. Apart from details on the density of the grid, the document is to contain infor-
mation on the type of computation. For the aerodynamic simulation it was opted to use
the VSAero panel method with incorporated viscous models. The aerodynamic solver
adheres to a card-based input system. Each card has a specified format and list a num-
ber of keywords related to the topic of said card. Based on these cards the user can
select the mathematical solver, boundary condition, etc. More detail on the aerodynamic
program will be presented in Appendix B.2.

Information on the geometry, mesh and control surfaces is passed on to the MMG, which
generates a 3-dimensional CAD model. Connected to the MMG is the open source soft-
ware package Salomé. Salomé is able to construct a variety of surface grids, based on
a high-level meshing strategy embedded in the MMG. The MMG combines the resulting
grid with data on the selected aerodynamic computation scheme to form the input file for
VSAero.

A faculty server dedicated to high performance computations and the use of commercial
packages was employed to access VSAero. Since the server requires a secure link, the
process was not included in the program and requires some manual steps. Rather than
having to run the files individually, a pre-processing script is created to aid the user. The
script also generates a number of configuration files that is used to process the data once
the aerodynamic analysis has been performed.

5.2.2. Post-Aerodynamic Analysis
The aerodynamic analysis produces a number of output files of which the .OUT is themost
important. The document contains all information regarding the pressure distribution,
velocity profiles, and boundary layer behaviour. These files form the starting point of the
second stage, which is depicted in figure 5.2.

Figure 5.2: Overview of the program after the aerodynamic analysis
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TheVSAero Post-Processor module scans the aerodynamic output to establish the forces
and moments coefficients. However, to compute the stability and control derivatives,
each geometric configuration is analysed for slightly different attitudes and flight condi-
tions. Each of these alterations can be identified from the name of the document. This
unique nomenclature is used to sort all coefficients to establish the stability and control
derivatives corresponding to a specific sample. Apart from the coefficients, the spanload
and local pitching moments are computed and connected to the Aircraft struct, containing
all information on the configuration.

The next stage is to determine the change in the structural wing weight due to the imple-
mentation of a winglet. It is to be noted that the aircraft is decomposed into a centre body
and outer wings, of which only the latter will be analysed. The rationale behind this is that
the centre body is not only subject to torsion and bending, but it also has to cope with the
more complex loading of the pressure cabin. The outer wing is defined to start at 8.0 m
from the line of symmetry and can be considered to be similar to a conventional wing.

The quasi-analytical structural weight estimation program EMWET is employed to es-
tablish the wing weight [32]. EMWET requires an input file specifying the geometry and
material properties of the wing and a second file that lists the forces and moments. The
method utilizes the geometry to derive the general structural composition of the wing. An
iterative process is then initiated to size the individual components by computing the local
bending moments and shear stresses. By adhering to an iterative computation scheme,
EMWET is able account for load relief effects caused by the weight of the system.

The change in wing weight is used in the Mission Analysis module to determine the con-
tribution of the various weight components. The scheme comprises of a classical class-I
weight estimation that uses fuel fractions and a fixed structural weight ratio [1, 2]. To
account for the change in wing weight, the ratio of the operating empty weight to 𝑊ኺ is
calculated for each configuration. For the fuel intensive flight stages, such as cruise and
loiter, the method requires information on the aerodynamic performance and specific fuel
consumption, SFC. Data on the SFC is to be implemented by the user, while the aerody-
namic performance is directly obtained from VSAero. As the baseline aircraft operates
on both conventional aviation fuel and LNG, the weight of the cryogenic tanks is to be
taken into account. Rather than sizing the actual fuel tanks, a fuel tank density is de-
rived based on a research study by NASA [35]. The obtained density was successfully
validated against commercially available space-grade cryogenic tanks. The resulting it-
erative process produces the operating empty weight (𝑂𝐸𝑊), 𝑊ኺ and the required fuel
weight,𝑊 .

Based on the weight decomposition and operating conditions the direct operating cost,
DOC, can be estimated. This universally accepted method was first published in 1944 by
the Air Transport Association of America, ATAA. The method was progressively modified
and updated to reflect the economic breakdown of modern airliners [33]. The scheme re-
quires an estimate of the airframe cost. An estimation method to compute this parameter
is provided in reference [1]. A detailed overview of the computation scheme can be found
in Appendix B.4.

As all optimization objectives have been determined, the focus shifts towards the limiting
objectives. To analyse these stability characteristics, the virtual test flight program Pha-
lanx is connected. The program was developed as a non-linear, multi-body flight dynam-
ics model, compatible with multi-disciplinary design procedures. Further information on
this virtual test flight program can be found in Appendix B.5. A general description of the
aircraft and the implementation of the computed stability and control derivatives initiates
the automatic generation of the flight mechanics model. Before Phalanx is able to derive
the behaviour of the aircraft, a trimmed condition is to be established. The program is
scripted to first determine the equilibrium condition during crosswind landing. This yields
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the required rudder deflection, which is defined as one of the limiting criteria. A second
trim run is initiated to establish the trimmed condition for a symmetric landing approach
that forms the starting point for the stability analysis. The analysis provides information
on the lateral-directional characteristics of a given geometric configuration. To create a
more flexible system in which the user is not limited to the design of the asymmetrically
deflected control surfaces, the winglet design program also gathers the information on
the longitudinal motions. However, it is to be noted that for a proper analysis of the sym-
metric behaviour, the stability derivatives need to be established at the flight condition
of interest. Since the dynamic pressure and Reynolds number has a profound impact
on the aerodynamic properties of the vehicle, the stability derivatives will differ for vari-
ous flight conditions. Although this will influence the behaviour of both the symmetric, and
asymmetric characteristics, literature indicates that the flight condition only has amarginal
impact on the lateral-directional properties [13]. The limited influence can be attributed
to the aerodynamic symmetry present in most aircraft. As the asymmetric motions are
largely concerned with the offset in aerodynamic loading, the influence of the change in
dynamic pressure and the shift in local centre of pressure is limited.

Before the response surface of the different design objectives can be constructed, the
data needs to be restructured. The geometry of each winglet configuration is collected in
a single matrix that is used to correlate the output of the objectives to a specific location
within the 6-dimensional design space. The Kriging response surface strategy assumes
a stochastic relation between the output of entry nodes. To estimate the objective pa-
rameters at untried locations, the method employs various regression, and correlation
models. These models attempt to capture the behaviour of the system by linking neigh-
bouring points. The manner in which these points are connected is defined by a nth-order
polynomial regression model, while the strength and range of each point is given by the
correlation model. An additional variable is introduced that describes the dominance of
the different design variables. Using a large variety of sample points, the program is able
to derive this so-called Kriging predictor by minimizing the least squares error. Once the
Kriging model is defined, it can be superimposed on a grid that spans the entire design
space. It was opted to use an equidistant grid, resulting in a total of 117649 unique winglet
configurations. Due to memory limitations encoded in Matlab it was not possible to em-
ploy a grid with a higher density.

The output, as obtained from the Kriging module, is passed on to the data analysis sec-
tion. This section translates the eigenmotion characteristics into HQL by comparing them
to the criteria listed in table 3.1 and 3.2. The output is gathered to construct a matrix ded-
icated to the HQL of the asymmetric eigenmotions. It is to be noted that the HQL matrix
can easily be expanded to include the symmetric motions.

Prior to optimizing the winglet, the design space is analysed to establish all configurations
that yield a stable and controllable platform. Therefore, the response surfaces related to
the HQL are compared to the minimum requirements specified by the user. If a con-
figuration does not meet the requirements, the objective value is set to zero. A similar
approach is used to establish whether the rudder deflection and 𝐶፧ᒇ are within bounds.
The resulting matrix is merged with the geometry and optimizing objectives, after which
all rows containing zeros are removed from the system. Both the original and reduced
matrices are flushed to the results directory for further analysis. These matrices allows
the user to identify a possible correlation between an individual design variable and the
behaviour of a design objective. This could produce valuable information for future de-
signs.

The reduced matrix, consisting of all viable solutions, is further analysed. The optimized
winglet configurations corresponding to an individual design objective is passed on to the
results directory. All relevant data is gathered, structured and plotted for further analysis.
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5.3. Baseline Aircraft
For the analysis of the design process and program the Advanced Hybrid Engine for
Aircraft Development, AHEAD, multi-fuel blended wing body aircraft was selected as a
baseline. The AHEAD consortium recognizes the need for a step change in both aircraft
and engine configuration to reduce the environmental footprint of aviation. The production
of 𝐶𝑂ኼ is directly related to the chemical process of transforming fuel into energy. There-
fore, the AHEAD project proposes the use of cryogenic fuels such as LNG and LH2,
which have a lower carbon-dioxide signature. As indicated in Chapter 2, implementation
of these fuels pose a significant problem for the classical tube-and-wing aircraft [12]. The
reason for this is the relative low volumetric density, which is defined as the energy the
fuel can generate per litre (VED [MJ/lt]). Analysis of the theoretical relative fuel mass and
volume as a function of the cryogenic fuel fraction for a given mission suggests the use
of a multi-fuel architecture. Therefore the AHEAD consortium is developing a dual-fuel
engine that employs both LNG and conventional aviation fuel simultaneously [36].

Figure 5.3: Theoretical fuel mass and volume as a function of the cryogenic fuel fraction

In the fall of 2011 a group of ten students were tasked to conceptually design a multi-fuel
BWB that incorporates the AHEAD hybrid engines. The long range aircraft was to be able
to accommodate 300 passengers on its 14000 km journey. The project yielded a slender
hybrid body that featured a canard for longitudinal stability and control. The study showed
great potential, but was unable to address all aspects due to time constraints. Based on
the findings of the conceptual design a new project was initialized to progress the design
to the preliminary stage. Although the general philosophy of the slender body design was
honoured, the planform was significantly modified to yield a more feasible design. It was
envisioned that the aircraft would be equipped with active winglets for yaw control. How-
ever, the complexity of the design process and the limited availability of computational
models yielded a conceptual design of these components.

My knowledge of the aircraft and involvement in the various design stages made the
AHEAD multi-fuel hybrid body an ideal option as a baseline aircraft. It had already been
stipulated in the previous section that the abilities of the mesher currently connected to
the MMG is limited. Hence a simplified representation of the AHEAD aircraft is used in
the design program. The implemented geometry models the aircraft without canard and
engines. As the research is investigating the effect of winglets on the lateral-directional
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stability and control, it is expected that the cancellation of the canard has limited influence
on the design. However, it is to be noted that a virtual moment about the pitch axis is to
be applied to account for the canard in order to obtain a trimmable aircraft. The inability
to account for the engines will have a more profound impact. Although the hybrid engines
are partly embedded in the fuselage, the components will still have a contribution to the
generated side-force.

Figure 5.4: An visualization of an older version of the AHEAD multi-fuel BWB

Simplification of the aircraft also entails that no high-lift devices are modelled. As the
BWB is analysed at landing conditions, empirical methods are employed to account for
the change in lift and drag due to the deployment of slats and flaps [1]. The increase in
lift at zero angle of attack can be estimated using equation 5.1. The equation utilizes the
change in zero lift angle of attack described by equation 5.2.

Δ𝐶ፋᎲ = 𝐶ፋᒆ ⋅ Δ𝛼ፋኺ (5.1)

Δ𝛼ፋኺ = Δ𝛼፥ኺ
𝑆፟፥ፚ፩፩፞፝
𝑆፫፞፟

𝛿ፇፋ (5.2)

In the equation Δ𝛼፥ኺ represents the 2-dimensional change in zero lift 𝛼, which is set to 5
degrees. A moderate deflection angle of 10 degrees was defined as the aircraft already
has to cope with a nose-down moment. Extending the leading and trailing edge also
influences the slope of the lift-curve. The resulting change in 𝐶ፋᒆ is difficult to predict and
was therefore only slightly increased.

Δ𝐶ፃᐿᑃ = 0.0023
𝑏፟፥ፚ፩፩፞፝

𝑏 𝛿ፇፋ (5.3)

An estimation method for the drag was also presented in reference [1]. The method
provides a crude estimate by using the deflection angle and flapped span to wing span
ratio, equation 5.2. As each of these simplifications will have an influence on the stability
and control, it is recommended that the design process is repeated once the mesher has
reached a more mature stage.

The planform of themulti-fuel hybrid body can be characterized by the slender centre body
and the aft position of the outer wings. The relative large surface area, as compared to
conventional aircraft, enables the BWB to operate at a design lift coefficient of 0.155. This
allowed designers to employ a modified version of the NACA/Langly N0011SC supercrit-
ical airfoil that possesses excellent aerodynamic and volumetric characteristics. A more
detailed description of the aircraft can be found in Appendix A.
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Validation

At the heart of the devised design methodology is the aerodynamic solver VSAero. De-
spite the fact that the winglet design tool employs a number of programs and methods,
the only component that still need validating is this first order panel method. Two research
studies have been found that describe the capabilities and limitations of VSAero [28, 29].
These papers, discussing a small business jet and the Fokker 100, will be used to validate
the aerodynamic platform. In this chapter the research by Nathman, McComas and Wei
is summarized and used to demonstrate the accuracy of VSAero. First, the computational
models and the data used for comparison will be introduced, followed by an analysis of
the clean configuration. The chapter is concluded by a brief overview of the impact of the
various methods available to model the control surfaces.

6.1. Description of Computational Model and Data
Both studies simulate the aircraft during low speed flight stages, acknowledging the limi-
tations of potential flow theory. The selected flight conditions and the models used during
the computations will be discussed in this section.

6.1.1. Learjet Model 23
In October 1964 a small business jet entered service. With a wing span of 10.84 m the
aircraft, designated Learjet Model 23, has a range of 2950 km and a capacity of upto 6
passengers. At that time, the design process of most small aircraft include limited wind-
tunnel data. In combination with the often qualitative rather than quantitative flight tests,
the designer obtained little feedback on the accuracy of the computed predictions [37].
In 1971 a full-scale windtunnel test at the NASA Ames 40 x 80 foot research facility was
conducted to aid the designers. The research investigated the aerodynamic behaviour of
the business jet at two Reynolds numbers, corresponding to a velocity of 27.8 m/s and
59.0 m/s. During the windtunnel tests the engines were replaced by flow-through nacelles
that mimic the idle condition of the two General Electric turbojets.

The data collected by NASA provided detailed information on the forces and moments
acting on the aircraft. In 2008 this data was utilized to determine the capabilities and
limitations of both VSAero and a vortex lattice method [28]. In this chapter only the data
pertaining to the VSAero computations of the 59.0 m/s simulations are included. For the
analysis Nathman and McComas accurately modelled the twin engine aircraft, featuring
its characteristic tip-tanks with lateral fins. The model, presented in figure 6.1, contains
a total of 7178 panels and employs similar flow-through nacelles. Further information on
the matrix solver, selected boundary layer settings, wake panels, and number of itera-
tions is not listed in the paper.
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Figure 6.1: Panel method representation of the Learjet Model 23 - source: J.K. Nathman and A. McComas,
”Comparison of Stability and Control Calculations from Vortex Lattice and Panel Methods” [28]

6.1.2. Fokker 100
As a redesign of the successful F-28 Fellowship, the Fokker 100 entered service early
April 1988. The regional jet of Dutch origin has a seating capacity of approximately 100
passengers. Powered by two aft mounted Rolls-Royce turbofan engines, the aircraft has
a range of 3170 km. The Fokker 100 had been selected by J.H. Wei as a baseline aircraft
for the validation of VSAero and the multi-model-generator [29]. Since limited information
on the geometric properties of the vehicle is available, he resorted to translating technical
drawings. Although they produced an accurate description of the planform and layout,
little information was provided regarding the airfoils and twist distribution.

The research by Wei focussed on parametric modelling of aircraft, aiming to establish
the stability and control characteristics. As part of his thesis he created the latest ver-
sion of the multi-model-generator, Appendix B.1. In the previous chapter it had already
been indicated that the capabilities of the software package are currently limited due to
the embedded mesh generator. Therefore, a simplified model of the Fokker 100 was
employed to validate the aerodynamic solver. A render of the panel method representa-
tion is provided in figure 6.2. The simplification leads to the cancellation of the following
features: nacelles; pylons; dorsal fin; wingbox fairing. The influence of these aspects on
the aerodynamic performance is recognized and is included in the discussion presented
in reference [29].

For the validation, a hybrid mesh is used to discretize the configuration into 9493 body
panels and 10642 wake panels. As a result, most of the aircraft can be modelled using a
structured, quadrilateral grid. Due to the large number of panels and complex geometry,
it was opted to employ the iterative Lapack BGS scheme. For more detailed information
on the performed panel method computations, the reader is referred to reference [29].

Figure 6.2: Panel method representation of the Fokker 100
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The data used for validating the VSAero computations is based on windtunnel tests that
correspond to a velocity of 98.6 m/s and an altitude of 3000 m. A summary of the results
will be presented in the remainder of this chapter.

6.2. Analysis of the Clean Configuration
The validation of the clean configuration will mainly focus on determining the program’s
ability to derive the lateral-directional characteristics. While a good representation of this
behaviour is imperative to the design of a winglet, the aerodynamic parameters 𝐶ፋ and
𝐶ፃ will be analysed first. Both research studies investigate the ability of the aerodynamic
solver to establish the lift at different angles of attack. Their results, depicted in figure
6.3, demonstrate the accuracy of the panel method. However, it is to be noted that both
simulations only analyse the linear part of the 𝐶ፋ-curve.

Figure 6.3: Comparison of the lift coefficient

The thesis by Wei also investigates the drag estimate, figure 6.4. Despite the fact that
the drag is underpredicted, VSAero appears to be able to capture the behaviour of 𝐶ፃ
rather well. The discrepancy in drag can be attributed to the simplification of the model.
However, at this stage it is impossible to state whether the deviation is caused entirely
by the absence of engines and nacelles, or in some part by the methods used by the
program itself.

Figure 6.4: Comparison of the drag coefficient

The next parameter that is to be analysed is the side-force coefficient. The VSAero results
for both aircraft, figure 6.5, provide a good estimation of 𝐶ፘ for small angles of sideslip.
For larger 𝛽 the estimates start to deviate and demonstrate more irregular behaviour.
Wei attributes these instabilities to improper modelling of the root chord wake line [29].
As a result the wake of the wing will partially intersect the aft part of the fuselage. If
these instabilities are indeed caused by the interaction between the wake and fuselage,
better results are to be expected for the BWB simulations. Wei also notes that some dis-
crepancies found for the lateral force and yawing moment are due to the absent dorsal fin.
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Figure 6.5: Comparison of the side-force coefficient

The results by Wei with respect to 𝐶፧ demonstrate similar characteristics. However, com-
parison to the Learjet computations indicates a larger error. Due to the relative small size
of the parameter it is more sensitive to minor pressure variations. These variations could
be caused by a difference in the level of convergence. Despite these discrepancies, the
plots presented in figure 6.6 demonstrate a sufficient level of accuracy.

Figure 6.6: Comparison of the yawing-moment coefficient

The final parameter that is to be analysed, is the rolling moment initiated by a sideslipping
motion. Only data with respect to the Fokker 100 is available. The results, depicted in fig-
ure 6.7, show similar instabilities as were found for 𝐶፧ and 𝐶ፘ. Apart from this irregularity
that occurs at approximately 7.0 degrees, the trend appears to be slowly diverging. Since
the linearised equations of motion will be utilized to ascertain the stability characteristics,
the divergent behaviour will not deteriorate the accuracy of the scheme.

Figure 6.7: Comparison of the rolling-moment coefficient
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To conclude, VSAero was found to be sufficiently accurate in establishing the various
aerodynamic properties, especially for relative small angels of attack and sideslip. The
limitations of the program seems to stem from the complex configuration and the resulting
challenges of modelling the wake. As the simplified BWB consists of a single element,
the instabilities ought to be minimized. Therefore, it is expected that the aircraft can still
be analysed at larger angles of sideslip.

6.3. Impact of Control Surface Options
The MMG features 3 options to model control surfaces. Each of these models will be
briefly introduced and analysed to determine the accuracy of the different representations.
The 3 control surface models are listed to be:

• VSAERO normal rotation

• not slotted-gap-transition surface

• not slotted-gap

A graphical representation of each of the methods is provided in figure 6.8. The first
option mathematically rotates the orientation of the moveable’s normal vector to mimic
a deflection. The other methods physically rotate the control surface to change the ori-
entation of the flow. In the first of these two options, the gap created between the wing
and the deflected surface is closed to prevent air from slipping through. The final option
models the surface without closing the opening.

Figure 6.8: Multi-Model-Generator control surface options - source: J.H. Wei, ”Parametric modelling for deter-
mining aircraft stability & control derivatives” [29]

It was found that last of the three options produced significant increases in drag. Due to
the opening, a low pressure area is created in the vicinity of the gap. Since VSAero is
unable to properly account for viscosity, this will lead to unrealistic velocities. Therefore,
reference [29] considers the not slotted-gap a non-viable option and will not be included
in the analysis.
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For small deflection angles, there was virtually no difference between the two remaining
methods. Beyond 𝛿 equals 20.0 degrees the deviations become more distinguishable.
Figure 6.9 illustrates a shift of the lift-drag polar for a 20.0 degrees aileron deflection. The
additional drag, associated with the transition surface option, is explained by investigat-
ing the pressure distribution over the airfoil, figure 6.10. The normal rotation shows a
relative sharp pressure peak that is positioned just forward of the control surface, while
the pressure peak of the transition surface is located on the moveable. Hence, the forces
generated by the secondary peak will have a different orientation. This translates to an
increase in induced drag for the transition surface.

Figure 6.9: Aerodynamic comparison of the different control surface models

Figure 6.10: Pressure distribution comparison for a 20.0 degrees control surface deflection - source: J.H. Wei,
”Parametric modelling for determining aircraft stability & control derivatives” [29]
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Both methods have also been tested for a rudder deflection of 33.0 degrees, figure 6.11.
Since 𝐶ፘ, 𝐶፥, and 𝐶፧ all show a similar pattern, it is opted to only include the plot for the
yawing-moment. The image illustrates the error to be smallest for the transition surface.
However, the normal rotation is better able to capture the general trend.

Figure 6.11: Comparison of the different control surface models on the yawing-moment coefficient

Comparison between the two control surface representations, indicate that the models
are nearly identical. The main difference between the models is caused by the variation
in shape and location of the secondary suction peak. This influences the contribution to
the lift induced drag. However, this effect is only visible at relative large deflection angles.
Comparison of the rudder performance at a deflection angle of 33.0 degrees reveals that
both models produce different curves. While the error of the transition surface is smallest,
the normal rotation is better able to capture the behaviour of the various lateral-directional
parameters. Therefore, it is opted to employ the normal rotation representation during the
remainder of the project.
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Sensitivity Study

The sensitivity study comprises of two parts. The first part investigates the accuracy of
various mesh sizes and compares two mathematical solvers. The analysis will be used
to select a grid size and mathematical solver that is able to quickly and accurately com-
pute the aerodynamic properties of the aircraft. In the second part a variety of options
will be tested to find an appropriate setting for the Kriging response surface methodology.

7.1. Aerodynamic Analysis
The required computational time of the program is largely dependent on the generation
of the VSAero input files and the aerodynamic analysis. While the user has little influence
on the computational time to generate the input files, the user has a significant impact on
the VSAero calculations. By minimizing the grid size and selecting an appropriate math-
ematical solver the computation time can be limited. In order to establish the impact of
both grid size and solver a sensitivity study is performed.

Literature indicates that the direct aerodynamic solver Lapack is the most accurate and
robust method to solve the flow tangency condition [30]. Therefore, the Lapack scheme,
in combination with a very fine grid, will be used as a baseline to investigate a variety of
mesh sizes. These mesh sizes are centred around the by VSAero proposed properties.
The density of the grid can be defined by the number of nodes in chordwise direction and
the spanwise pitch. As the change in lift distribution is rather gradual in spanwise direc-
tion the pitch size can be relatively large, compared to its chordwise counterpart. The
number of chordwise nodes needs to be sufficient to accurately capture the suction peak
and the behaviour of the boundary layer. If the number of nodes is too small the effect of
the suction peak is averaged out. However, increasing the density beyond a given point
does not add to the accuracy of the scheme and will only increase the computation time.
The selected number of nodes for the sensitivity study are: 20, 30, 40, 50, and 60. It is to
be noted that, due to the architecture of the MMG, the wing is decomposed in an upper
and lower surface, each corresponding to an individual mesh. The spanwise pitch that is
tested is listed to be: 1800, 1600, 1400, 1200, and 1000. As the spanwise distribution is
defined as a pitch, increasing this value would yield a lower grid density. The results of
the sensitivity study are tabulated in table 7.1.

As noted, literature has found the Lapack solver to be most accurate and robust. How-
ever, the scheme is less suited for configurations with a considerable number of compu-
tation nodes. Research indicates that an iterative solver could be more efficient in these
scenarios. The fastest iterative solver embedded in VSAero is termed Blocked GS, with
GS being the acronym forGauss-Seidel [30]. A similar grid analysis was performed using
this method, its results are presented in table 7.2.
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Table 7.1: Grid sensitivity study for the Lapack solver

LAPACK
CL 20 30 40 50 60

1000 4.70% 1.32% 2.19% 1.83% 0.14%
1200 4.56% 1.29% 2.05% 1.49% 0.25%
1400 4.36% 1.46% 2.36% 2.00% 0.62%
1600 4.67% 0.67% 1.97% 2.11% 0.90%
1800 3.68% 0.06% 2.19% 1.80% 0.65%

CD 20 30 40 50 60
1000 5.40% 0.22% 1.05% 1.05% 0.45%
1200 5.02% 0.45% 0.67% 0.82% 0.67%
1400 4.80% 0.30% 1.27% 0.97% 1.35%
1600 5.10% 1.42% 0.45% 1.12% 2.02%
1800 3.07% 2.70% 0.60% 0.60% 1.95%

CM 20 30 40 50 60
1000 8.26% 1.07% 2.91% 2.75% 0.61%
1200 8.11% 1.07% 2.75% 2.14% 0.84%
1400 7.80% 1.30% 3.21% 2.91% 1.45%
1600 8.19% 0.08% 2.68% 3.14% 2.07%
1800 6.66% 0.69% 2.98% 2.52% 1.22%

Table 7.2: Grid sensitivity study for the Blocked GS solver

Blocked GS
CL 20 30 40 50 60

1000 4.61% 1.66% 2.50% 2.42% 0.20%
1200 4.70% 1.18% 2.92% 1.88% 0.31%
1400 4.58% 1.12% 3.07% 2.28% 0.03%
1600 4.36% 0.65% 2.92% 2.36% 0.48%
1800 4.36% 0.87% 2.73% 2.50% 1.38%

CD 20 30 40 50 60
1000 5.17% 0.67% 1.50% 1.65% 0.60%
1200 5.47% 0.37% 1.95% 1.12% 1.12%
1400 5.32% 0.60% 2.47% 1.42% 1.12%
1600 4.35% 1.35% 1.95% 1.35% 1.50%
1800 4.20% 0.60% 1.42% 1.42% 0.00%

CM 20 30 40 50 60
1000 8.11% 1.61% 3.37% 3.44% 0.69%
1200 8.26% 0.92% 3.98% 2.68% 0.84%
1400 8.03% 0.77% 4.21% 3.21% 0.23%
1600 7.73% 0.08% 3.98% 3.44% 1.15%
1800 7.65% 0.54% 3.75% 3.60% 2.07%

The aim of the aerodynamic analysis is to obtain a lift coefficient with a deviation of less
than 1.0%, while minimizing the error for 𝐶ፃ, with a maximum of 2.0%. From the results
it can be concluded that the a minimum of 30 chordwise points per surface is required
to properly reflect the pressure distribution. A second observation is the variation of the
accuracy between 30 and 40 nodes. The lower estimated error of the coarser grid can be
explained by the apparent inability of the mesh to cope with the large pressure gradient
at the leading edge. As the mesh only has a limited number of computation nodes, the
peak of the pressure distribution is under-predicted. However, the width of this peak is
overestimated due to the same principle of averages that caused the deviation in peak
strength. From the simulations it seems that the error due to the coarseness of the mesh
is averaged out.
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The tables also show that the accuracy of both methods are compatible. However, analy-
sis of the required computational time illustrate a significant time advantage when opting
for the iterative Blocked GS solver. An overview of the computational time as a function
of the mesh size can be found in figure 7.1.

Figure 7.1: Computation time versus grid size for both tested solvers

Based on the presented accuracies and the corresponding computation power a mesh
size of 30x1600 was selected. Although the 30x1800 grid seems to better represent the
drag, the grid was discarded due to the transient behaviour during convergence.

7.2. Response Surface Models
A response surface strategy utilizes the information of sample points to predict the be-
haviour at off-site local. It does so by connecting neighbouring points and searching for
a trend between these data samples, the so-called regression. The strength of this rela-
tion, or the realm of influence, is determined by a correlation model [31]. The employed
response surface methodology provides a number of options that correspond to a spe-
cific regression and correlation scheme. Each of these models is tested to establish the
accuracy of the response surface to determine the best strategy. The regression models
are defined as an nth-order polynomial, while the correlation models include: [34]

• Exponential

• Gaussian

• Linear

• Spherical

• Cubic

• Spline
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The winglet design program is used to generate and analyse 200 unique winglet con-
figurations. Each configuration produces information on both the limiting and optimizing
objectives. The data needed to establish the stability and control characteristics is vast
and requires multiple surfaces to generate. Hence, a selection needs to be made to test
the various models. For the sensitivity study the optimizing objectives are selected, which
are supplemented by two stability parameters. Amongst these parameters is the yawing
moment coefficient due to sideslip, as it is one of the limiting criteria. The second pa-
rameter is the yawing moment coefficient due to rudder deflection, 𝐶፧ᒉᑣ . This parameter
was selected as it is one of the leading parameters during rudder design. For each of
these parameters a response surface model is constructed based on the input of the 200
samples. The average error of the model was determined by comparing the surface to
40 randomly generated winglets. Apart from the computing the average error, the study
also lists the error of the individual configuration to derive the standard deviation. The
process was repeated for all regression and correlation models. Detailed information on
these models can be found in reference [34].

Chapter 5 indicated that the accuracy of a response surface is dependent on the number
of sample points and the behaviour of the system one wants to identify. The first stage
of the sensitivity study pertains to modelling the underlying behaviour of the system. To
analyse the impact of the number of data entries the exercise is repeated for a data set
of 400 geometries. The results of a selected number of correlation models are presented
in tables 7.3 and 7.4. An overview of all results can be found in Appendix C.1.

Table 7.3: Accuracy of the Gaussian correlation model on the various parameters

Correlation model: Gaussian
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 201.73% 7.62% 0.48% 1.40% 0.48% 0.24%

 1008.43% 7.48% 0.41% 0.92% 0.38% 0.20%
1 ፞ᑒᑧᑘ 39.35% 5.93% 0.44% 1.02% 0.46% 0.22%

 58.93% 4.77% 0.33% 0.67% 0.34% 0.16%
2 ፞ᑒᑧᑘ 45.25% 4.18% 0.36% 0.76% 0.38% 0.19%

 84.01% 3.58% 0.29% 0.69% 0.30% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 35.39% 5.48% 0.46% 0.89% 0.47% 0.25%
 43.97% 3.66% 0.29% 0.60% 0.29% 0.17%

1 ፞ᑒᑧᑘ 67.71% 6.02% 0.48% 0.95% 0.50% 0.27%
 203.14% 5.13% 0.34% 0.91% 0.36% 0.19%

2 ፞ᑒᑧᑘ 55.80% 5.02% 0.39% 0.66% 0.41% 0.22%
 214.38% 4.47% 0.26% 0.56% 0.27% 0.14%

The first thing to note when analysing the results is the large average error and even
larger standard deviation of the 𝐶፧ᒇ and 𝐶፧ᒉᑣ estimates. The results suggest the inability
of the method to accurately predict these parameters. A more detailed analysis revealed
that the large discrepancy can be explained by the size of the variable. Both 𝐶፧ᒇ and
𝐶፧ᒉᑣ are small and as the parameters approach zero the relative error becomes more
pronounced. This can be clearly seen when comparing the error for each of the 40 test
configurations, tabulated in table 7.5. Normalization of these parameters yielded no in-
crease in accuracy of the model.
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Table 7.4: Accuracy of the cubic correlation model on the various parameters

Correlation model: Cubic xx.
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 77.36% 13.37% 0.53% 1.99% 0.53% 0.22%

 217.90% 19.34% 0.41% 1.76% 0.43% 0.18%
1 ፞ᑒᑧᑘ 40.23% 5.37% 0.45% 1.11% 0.46% 0.23%

 66.77% 5.57% 0.31% 0.78% 0.33% 0.16%
2 ፞ᑒᑧᑘ 45.12% 4.31% 0.36% 0.75% 0.39% 0.18%

 99.25% 3.34% 0.27% 0.70% 0.28% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 116.01% 10.31% 0.56% 2.18% 0.50% 0.27%
 420.60% 8.59% 0.38% 2.21% 0.40% 0.21%

1 ፞ᑒᑧᑘ 61.86% 6.65% 0.49% 0.99% 0.51% 0.27%
 160.71% 6.99% 0.32% 0.94% 0.34% 0.18%

2 ፞ᑒᑧᑘ 35.15% 4.65% 0.41% 0.66% 0.42% 0.22%
 85.97% 4.29% 0.27% 0.59% 0.29% 0.16%

An interesting observation is the limited influence of the regression and correlation mod-
els. Literature clearly demonstrates the importance of selecting an appropriate scheme
to properly model the behaviour of a system, although the presented results shows oth-
erwise [31]. The limited effect of the scheme could be attributed to the high density of
sample points. By increasing the number of data entries, the dependency on estimation
models is reduced as the effect of interpolation is minimized. Although the effect of the re-
gression and correlation scheme is minimal, a selection was made based on the average
error and standard deviation. The selected model encompasses a 2nd order polynomial
in combination with a cubic correlation model.

When comparing the results of the model based on 200 samples to that consisting of 400
nodes it can be observed that the average error is similar. This similarity could also be
explained by the high density of data points.

To conclude, the selected response surface strategy comprises of a 2nd order polynomial
regression model connected to a cubic correlation scheme and is based on 400 sample
points. The results presented in the next chapter are based on these settings.
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Table 7.5: Established error, as computed using a 2nd order polynomial cubic scheme

ፂᑟᒇ ፂᑟᒉᑣ
Config Analysis Estimate Error Analysis Estimate Error

1 0.0138 0.0052 62.43% -0.0153 -0.0157 2.45%
2 0.0255 0.0238 6.62% -0.0254 -0.0254 0.15%
3 0.0030 0.0005 82.48% -0.0060 -0.0058 4.26%
4 0.0417 0.0399 4.27% -0.0219 -0.0234 6.57%
5 0.0444 0.0379 14.76% -0.0229 -0.0239 4.44%
6 -0.0029 -0.0018 35.39% -0.0065 -0.0070 6.75%
7 0.0026 0.0006 78.09% -0.0062 -0.0050 19.17%
8 0.0237 0.0270 14.19% -0.0184 -0.0181 1.86%
9 0.0249 0.0344 38.40% -0.0182 -0.0171 5.98%

10 0.0066 0.0034 49.26% -0.0069 -0.0077 11.67%
11 -0.0001 -0.0006 550.04% -0.0105 -0.0104 1.21%
12 0.0278 0.0209 24.70% -0.0172 -0.0163 5.09%
13 0.0252 0.0245 2.78% -0.0245 -0.0245 0.02%
14 0.0052 0.0042 18.93% -0.0073 -0.0069 5.36%
15 0.0195 0.0209 7.45% -0.0134 -0.0139 4.12%
16 0.0123 0.0116 6.18% -0.0101 -0.0107 6.03%
17 0.0056 0.0046 17.24% -0.0090 -0.0093 3.41%
18 0.0551 0.0532 3.45% -0.0247 -0.0275 10.99%
19 0.0285 0.0296 3.90% -0.0228 -0.0217 4.73%
20 0.0054 0.0074 37.81% -0.0149 -0.0135 9.27%
21 0.0232 0.0197 15.10% -0.0189 -0.0184 2.73%
22 -0.0052 -0.0030 43.57% -0.0116 -0.0097 15.89%
23 0.0068 0.0101 49.18% -0.0069 -0.0061 11.62%
24 0.0181 0.0134 26.14% -0.0156 -0.0158 1.15%
25 0.0192 0.0211 9.82% -0.0116 -0.0121 4.68%
26 0.0091 0.0063 30.82% -0.0104 -0.0106 1.73%
27 0.0399 0.0402 0.64% -0.0257 -0.0266 3.62%
28 0.0064 0.0072 11.38% -0.0130 -0.0130 0.45%
29 0.0161 0.0145 9.90% -0.0132 -0.0138 4.10%
30 0.0231 0.0176 23.82% -0.0146 -0.0145 0.28%
31 0.0049 0.0052 5.89% -0.0098 -0.0097 1.01%
32 0.0194 0.0233 19.96% -0.0190 -0.0178 6.36%
33 0.0185 0.0141 23.75% -0.0155 -0.0157 1.07%
34 0.0665 0.0532 19.94% -0.0409 -0.0398 2.86%
35 0.0346 0.0355 2.74% -0.0267 -0.0260 2.62%
36 0.0372 0.0346 7.05% -0.0216 -0.0229 5.59%
37 0.0287 0.0390 35.59% -0.0230 -0.0229 0.51%
38 0.0388 0.0360 7.24% -0.0213 -0.0217 1.66%
39 0.0300 0.0304 1.40% -0.0146 -0.0148 1.21%
40 0.0340 0.0327 3.80% -0.0184 -0.0190 3.52%
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Results

The results in this chapter are based on the aerodynamic analysis and response sur-
face calculations presented in the previous chapter. The constructed response surfaces
enable the user to investigate the influence of the design variables on a number of key pa-
rameters, and ultimately optimize the configuration. The parameters that will be analysed
in this chapter are 𝐶፥ᒇ , 𝐶፧ᒇ , 𝐶፧ᒉᑣ , the eigenvalues of the equations of motion, the lift over
drag ratio, and the wing weight. The first part of this chapter will examine the behaviour
of the listed parameters, while the second part will discuss the winglet optimization.

It is to be noted that the twist distribution is not included in the design process, hence
the resultant spanload will not be optimized. This could lead to an unintended bias when
comparing results, as one configuration might be closer to its optimum than another.

8.1. Parameter Analysis
This section on the behaviour of key parameters is decomposed into two stages. During
the first stage the influence of the design variables on the aerodynamic performance and
structural wing weight will be investigated, as a means to validate the constructed design
process. Research into the implementation and optimization of conventional winglets
identifies a clear relationship between the cant angle and the two performance parame-
ters. Hence, the first stage is to verify whether these trends can also be observed in the
presented winglet study. The second stage will discuss a variety of stability and control
parameters. The aim is to identify and explain the behaviour of these parameters to pro-
vide a first step towards the generation of less computational intensive models.

8.1.1. Performance Parameters
While the investigation of the capabilities of VSAero in Chapter 6 validated the aero-
dynamic solver, the design program itself still needs to be authenticated. Comparison of
the behaviour of the aerodynamic performance and structural wing weight to other winglet
studies will be used as a verification of the system as a whole, before continuing to anal-
yse the stability and control properties.

Lift over Drag ratio
Due to the selected aerodynamic method, both 𝐶ፋ and 𝐶ፃ will change when varying the
geometry. This is in contrast to winglet studies that employ vortex lattice methods, which
are able to predefine a specific lift coefficient. Therefore, the lift over drag ratio, LD, will
be used to compare aerodynamic performance.

39
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The complexity of the flow, as introduced in Chapter 4.2, requires a systematic approach
to assess the influence of the individual design variables. The first variables to be anal-
ysed are the cant angle and aspect ratio. The resulting carpet plots are depicted in figure
8.1. During the analysis the taper ratio was set to 0.41 and Λ፰ was fixed at 40.0 degrees.
It was found that the winglet taper ratio had limited influence on the performance and
demonstrated similar behaviour as the root chord ratio.

Figure 8.1: The variation in lift over drag as a function of the aspect ratio and cant angle

A number of interesting observations can be made from the resulting plots. One thing to
notice is the parabolic behaviour of the 𝑙፰-curves, which appears to be more pronounced
for shorter winglets. In order to explain this behaviour, a more detailed analysis of 𝐶ፋ and
𝐶ፃ is needed. Investigation into these aerodynamic coefficients indicates that the shape
of the parabolic progression of 𝐶ፋ is nearly independent of the cant angle, figure 8.2.
Therefore, it was opted to generate a number of VSAero configurations, corresponding
to a single cant angle, to compare the behaviour found by the aerodynamic solver to the
constructed response surface. The VSAero predictions lead to a scattering of points, as
depicted in figure 8.3. The response surface, unable to capture this erratic behaviour,
establishes a curvature that minimizes the average error. For the performed analysis the
average error was found to be 0.97%, with a maximum of 1.29%. However, to fully under-
stand the irregularities of the computed lift coefficient, one has to redirect its scope away
from the winglet. Analysis of the spanwise lift distribution illustrates the sensitivity of the
aerodynamic computations over centre body. Due to the high levels of sweep, the mesh
becomes significantly skewed. As a result, the skewed cells appear to be more sensitive
to pressure variations. Therefore, VSAero advices to use grids with sweep angles smaller
than 60.0 degrees [30]. However, the shape of the baseline multi-fuel hybrid body makes
it impossible to honour this criterion.
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Figure 8.2: An isolated overview of the effect of the cant angle on the lift coefficient

Figure 8.3: Comparison between the lift and drag coefficient of a 3.0 m winglet

Figure 8.4: The variation in spanload of a 3.0 m winglet as a function of the root chord ratio

Returning to the carpet plots presented in figure 8.1 and focussing on the nearly verti-
cal winglet, it can be seen that increasing 𝑙፰ has a negative effect on LD, despite the
increase in aspect ratio. This can be explained by the quadratic relation between the lift
coefficient and the induced drag. The presence of the winglet obstructs the formation of
trailing vortices at the wingtip, allowing for a higher tiploading. This increase in lift can be
further amplified by elongating the non-planar surface, which diverts the trailing vortices
away from the wing. The resultant forces generated by the surface will also contribute to
𝐶ፋ, albeit being marginal due to its orientation. The indicated rise in 𝐶ፋ, in combination
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with the increase in surface drag and the limited influence of the nearly vertical surface on
the effective span, yields a significant increase in drag. This is in accordance with Munk’s
theorem for minimized induced drag [23]. The theorem states that the normal-wash, cor-
responding to a minimum induced drag, can be described as a function of the cosine of
the dihedral. Hence, theory indicates that the normal-wash generated by a nearly vertical
winglets ought to be limited.

When the cant angle is increased, the force generated by the winglet is angled to have a
stronger component in z-direction, adding to the total lift. Apart from its influence on 𝐶ፋ,
the canted surface will have a more pronounced effect on the aspect ratio of the system
as a whole. As a direct result of the change in effective span and corresponding aspect
ratio, the induced drag of the system can be reduced by elongating the non-planar com-
ponent. Similar to the previously discussed configuration, a balance needs to be found
between the generated forces and the cant angle, as is evident from figure 8.1. From
these carpet plots it can be seen that larger values for the lift over drag can be achieved
by increasing the cant angle. This observation is substantiated by other research on the
effect of winglets [19, 21].

Analysis of the effect of sweep reveals a similar need for balance between the cant angle
and the forces produced by the winglet. This behaviour can be explained by connecting
sweep theory to Munk’s theorem. Sweep theory indicates that the velocity as experienced
by the surface is dependent on the relative angle to the flow. By increasing this angle the
forces generated by the surface will be lowered. For near vertical configurations the
optimum sweep angle is at approximately 55.0 degrees. This relative large Λ፰ limits
the production of the normal-wash. However, as the cant angle increases the parabolic
curves in figure 8.5 translate towards higher LD and lower Λ፰. This is in agreement with
Munk’s theorem.

Figure 8.5: The variation in lift over drag as a function of the aspect ratio and sweep angle
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Structural Wing Weight
Each of the design variables will have an impact on the structural continuity of both the
front and aft spar, as well as on the torsion and bending moment. Throughout the analy-
sis the change in wing weight will be explained by determining the influence of the design
variables with respect to these aspects.

Before discussing the effect of the individual parameters, it is to be noted that the imple-
mentation of a winglet redistributes the aerodynamic forces near the wingtip. Due to the
added surface the lift distribution near the wingtip will be higher, as it is no longer required
to return to zero. The corresponding increase in bending moment, in combination with
the added weight of the structural component, will have a negative effect on the wing
weight. However, the shape and size of the configuration will have a strong influence on
the aerodynamic and structural loading.

The effect of the cant angle as a function of the aspect ratio is monitored first. The re-
sults, depicted in figure 8.6, are based on a fixed taper ratio of 0.41 and a Λ፰ of 40.0
degrees. The figure illustrates a significant increase in structural weight for increasing
𝜑. Changes to the cant angle alter the orientation of the resultant force generated by the
winglet. When 𝜑 increases, the new orientation has a negative impact on the wing weight,
as it significantly contributes to the bending moment due to its large moment arm. The
presented relationship between the cant angle and wing weight has also been identified
in other winglet studies [19, 21, 26].

Figure 8.6: An isolated overview of the effect of the cant angle on the structural wing weight
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Figure 8.6 also reveals the influence of the root chord ratio. When the root chord ratio
is reduced, the front spar will encounter a discontinuity due to the constant chordwise
position of the spar. To cope with the resulting stress concentrations, the member is rein-
forced by increasing its size. A similar situation is created when tapering the non-planar
surface, albeit the effect is less pronounced. The structural discontinuity causes the wing
weight to increase, despite the minor reduction in aerodynamic loading associated with a
reduction in 𝑐𝑟፰ and 𝜆፰. As 𝜑 increases, the kink in the structural member becomes less
pronounced and the aerodynamic loading will occupy a more prominent role. This effect
is clearly visible in the carpet plots as the change in gradient of the constant 𝑙፰-curves.

To explain the influence of sweep, depicted in figure 8.7, one has to account for both
structural and aerodynamic effects. When the surface is swept, the local centre of pres-
sure is translated aft. However, as the longitudinal distance to the centre of gravity is
expanded, the forces generated by the swept surface decrease. Apart from altering the
torsion and bending moment, sweep also yields a discontinuity of the load paths. Similar
to the effect of the root chord ratio, this discontinuity creates stress concentrations that
need to be compensated for by increasing the mass of the spars.

Figure 8.7: The variation in structural wing weight as a function of the cant and sweep angle

To conclude, the performance parameters show similar trends as identified by other
winglet studies. Hence, further investigation of the stability and control characteristics
is warranted.

8.1.2. Stability and Control Parameters
This section investigates the behaviour of key stability and control parameters. The aim
is to provide insight into the influence of the design variables, which is needed to con-
struct less computational intensive models. The stability and control parameters that are
investigated are 𝐶፥ᒇ , 𝐶፧ᒇ and 𝐶ᒉᑣ .

It is to be noted that, although the canted surface will have a contribution to both the
rolling and yawing moment, the effective dihedral and weathercock stability will be dis-
cussed separately. The reason for this is the relative large error in the response surface
with respect to the decomposed forces induced by the sideslipping motion. The deviation
between these estimates would make the analysis of the behaviour and orientation of the
resultant force unreliable. An overview of the error of the various response surfaces can
be found in Appendix C.2.
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Effective Dihedral
The effective dihedral can be described as a moment response to a sideslipping motion.
The behaviour of this parameter is rather complex and largely depends on the character-
istics of the wing. The current research will identify the variation of 𝐶፥ᒇ for varying winglet
configurations. It will do so by relating the change in configuration to the corresponding
change in moment arm or generated forces. Similar to the analysis of the performance
parameters, the investigation of 𝐶፥ᒇ starts with the generation of a number of carpet plots.
These plots have been constructed using a constant taper ratio of 0.41 and a sweep an-
gle of 40.0 degrees.

Figure 8.8: The variation in effective dihedral as a function of the cant angle and aspect ratio

The results, visualized in figure 8.8, show a clear repetitive pattern that demonstrates only
minor variations for changing cant angle. From the figure it can be seen that the effective
dihedral is reduced when smaller root chord ratios are applied. To explain this behaviour,
it is important to emphasize that 𝐶፥ᒇ describes the rolling motion due to sideslip. In a
sideslipping motion the winglet on the leading wing will partly obstruct the flow near the
wingtip. On the trailing wing the canted surface will act as an endplate, creating a slightly
higher wingloading. However, due to the motion there will also be a discrepancy in the
sweep angle as experienced by the two wings, figure 8.9. This would lead to an asymmet-
ric spanload that generates a restoring rolling moment. The previously mentioned block-
ing effect of the winglet will slightly reduce this asymmetric lift distribution and shorten
its moment arm, albeit this effect is limited. The sideslip also causes a force differential
between the two winglets, as a result of the variation in effective angle of attack. Due to
the lateral velocity component, the leading winglet will experience an increase in 𝛼, while
the angle of attack on the trailing tip device is reduced. This effect is most pronounced for
nearly vertical winglets. Decomposition of this resultant force will have a lift generating
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component that contributes to the restoring moment. Hence, as the root chord ratio is
reduced, the force differential deteriorates and the stabilizing moment becomes smaller.

Figure 8.9: The effect of sideslip on the perceived sweep angle - source: J.A. Mulder et al, ”Flight Dynamics”
[14]

Similar to the root chord ratio, the length of the winglet will influence the generated forces.
However, 𝑙፰ will also have a more pronounced impact on the moment arm. When the
winglet is canted, the orientation, size and position of the resultant force is altered. Hence,
the contribution of the winglet to 𝐶፥ᒇ is a balance between the force differential, the change
in moment arm, and the variation of the perceived sweep angle. The resulting relation for
the cant angle, as found by the response surface, is depicted in figure 8.10.

Figure 8.10: An isolated overview of the effect of the cant angle on the effective dihedral

It had been illustrated that the contribution of the winglet to 𝐶፥ᒇ is dependent on a number
of aspects. As a result the influence of the sweep angle will also vary. Figure 8.11 visual-
izes the effect of Λ፰ for a winglet corresponding to a length of 5.5 m, a taper ratio of 0.41,
and a root chord ratio of 1.0. The plot shows a vertical translation that is in accordance
with the previously demonstrated cant angle behaviour. It also shows that the influence
of sweep is more pronounced for small values of 𝜑. This further illustrates the previously
introduced theorem.
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Figure 8.11: The variation in effective dihedral as a function of the cant and sweep angle

Weathercock Stability
In contrast to 𝐶፥ᒇ , the weathercock stability can be more easily explained. However,
rather than monitoring 𝐶፧ᒇ directly, it was opted to use the side-force coefficient due to
sideslip, 𝐶ፘᒇ . The choice was motivated by the apparent difficulties of the response sur-
face to accurately map the behaviour of 𝐶፧ᒇ . Further investigation into the accuracy of
the different surfaces showed a significantly lower average error and standard deviation
for 𝐶ፘᒇ , Appendix C.2. By analysing this parameter, the behaviour of the weathercock
stability can be described in more detail. The only component that will not be monitored,
but theorized, will be the influence of the design variables on the longitudinal distance
between the centre of gravity and the location of the resultant force.

To generate a yawing moment there ought to be a resultant side-force that is not aligned
with the centre of gravity. In the previous analysis it had been noted that the sideslipping
motion creates a difference between the perceived angles of attack of the leading and
trailing winglets. This imbalance in 𝛼፞፟፟ is largely responsible for the aforementioned
side-force due to sideslip. Monitoring the behaviour of 𝐶ፘᒇ for a range of 𝑙፰ and root
chord ratios clearly demonstrates that a larger surface corresponds to a stronger lateral
force, figure 8.12.

By selecting an appropriate combination combination of 𝜆፰, 𝑙፰, and 𝑐𝑟፰, one can obtain
a specified 𝐶ፘᒇ . However, each of these parameters will also have an influence on the
moment arm and, therefore, on 𝐶፧ᒇ . Decreasing the taper ratio will result in a higher
aspect ratio, and corresponds to an aft translation of the local centre of pressure. The
taper ratio also modifies the shape of the non-planar component. Smaller values for 𝜆፰
will yield a downward shift of the c.p. In combination with sweep, this downward shift will
result in a shorter moment arm. Sweep also translates the c.p. aft when the winglet is
elongated. The final option to alter the surface area is by changing the root chord ratio.
Due to its definition and alignment, a reduction in 𝑐𝑟፰ would also yield a longer moment
arm.

Another observation that can be made from figure 8.12, is the change in 𝐶ፘᒇ with varying
cant angle. As the cant angle is increased, the orientation of the resultant force reduces
the component in lateral-direction. It is to be noted that 𝜑 only alters the side-force and
not the moment arm.
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Figure 8.12: The variation in side-force coefficient due to sideslip as a function of the cant angle and aspect
ratio

Figure 8.13: An isolated overview of the effect of the cant angle on the side-force coefficient due to sideslip

The final design variable that is to be analysed is the sweep angle. The impact of this
variable on the moment arm has already been discussed. However, figure 8.14 also
demonstrates its influence on the side-force due to sideslip. Increasing the sweep angle
would reduce the forces generated by the winglet. The effect of sweep on the weather-
cock stability is dependent on whether the change in moment arm is stronger than the
change in side-force, which depends on the characteristics of the winglet.
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Figure 8.14: The variation in side-force coefficient due to sideslip as a function of the cant and sweep angle

Rudder Control Power
The control surfaces embedded in the winglets are the pilot’s primary controls to adjust
the heading. Therefore, it is imperative that these moveables are able to initiate an ad-
equate yawing moment. In addition to the winglet design variables, an extra parameter
had to be included to account for the control surface. For this purpose the hinge position
was defined, which represents the chordwise location of the hingeline with respect to the
trailing edge. It is recognized that the controls incorporated in the canted surface will also
have a contribution to the rolling moment. However, as a proper control allocation of both
aileron and elevator is yet to be performed, the focus will solely be on the moment about
the z-axis.

The rudder deflection is mathematically modelled as the local rotation of the normal-
component in the flow-tangency condition, effectively simulating the control surface as
a non-slotted flap. According to plain flap aerodynamics, a secondary pressure peak will
form in response to the sudden change in geometry. During the analysis of the control
power a limited deflection of 5.0 degrees was used, resulting in only a minor secondary
peak. Hence, once a winglet configuration has been selected, it is to be investigated
whether the boundary layer is able to cope with the flow characteristics for a wide range
of deflection angles.

Figure 8.15: The variation in control power as a function of the cant angle and aspect ratio
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Analysis of the behaviour of the control power demonstrates a clear dependency on the
size of the canted surface, figure 8.15. The carpet plots for only 2 cant angles have been
included, as the plots reveal similar behaviour to 𝐶ፘᒇ . The images correspond to a winglet
with a taper ratio of 0.41, a sweep angle of 40.0 degrees, and 𝐻፰ of 0.30. Since the hinge
position is defined as a percentage of the chord, enlarging the surface area will also re-
sult in an increase of the control surface. The control power is not only dictated by the
forces generated by the moveable, it also depends on its distance to the centre of grav-
ity. However, the discussion on the influence of the geometric variables on the moment
arm has already been presented during the analysis of 𝐶፧ᒇ , and will not be repeated here.

Figure 8.16: An isolated overview of the effect of the cant angle and sweep on the control power

Figure 8.17: An isolated overview of the effect of the hinge position and various geometric parameters on the
control power



8.1. Parameter Analysis 51

A more detailed description of the cant angle and sweep is visualized in figure 8.16. The
image clearly shows the change in orientation of the generated forces for varying 𝜑 and its
influence on the control power. The plot on the right-hand side demonstrates the impact
of sweep theory. The influence of Λ፰ on 𝐶፧ᒉᑣ is equal to the relationship found between
sweep and previously discussed stability parameters.

The final stage of the analysis investigates the influence of the hinge position itself. As
was to be expected, the results show that increasing 𝐻፰ corresponds to an increase in
control power. It is to be noted that the presented research allows for a wide range of
𝐻፰. Large values for the hinge position could compromise the structural integrity of the
design. It could also cause the leading edge suction peak to interact with the secondary
pressure jump. Therefore, more detailed research is advised when considering such a
configuration.

8.1.3. Eigenmode Analysis
The solution to the eigenvalue problem of the equations of motion provides insight into
the dynamic stability of the aircraft. In Chapter 3.1.2 it had been indicated that the lateral-
directional equations produce 2 aperiodic, and 1 oscillatory mode. The analysis of the
individual modes is be based on the constructed response surfaces. At the beginning of
each subsection the level of accuracy of each of these models will be presented. As the
correlation between the various stability derivatives is rather complex, a simplified system
will be used to guide the discussion on the influence of the geometric design variables on
the different eigenmodes.

Roll Mode
The aperiodic roll subsidence mode is a heavily damped motion and can often be signif-
icantly decoupled from the other eigenmodes. The winglet design program utilizes the
eigenvalue to construct the response surface. It was found that the average error was
approximately 10.0%, with a standard deviation of 7.3%.

Since the non-oscillatory roll is heavily damped, the other motions will have little time to
impact this eigenmotion. Therefore, the equations of motion can be simplified by assum-
ing that the aircraft is only able to roll, equation 8.1. This would lead to the following
expression for the eigenvalue of the roll mode: [14]

(𝐶፥ᑡ − 4𝜇𝐾ኼፗ𝐷)
𝑝𝑏
2𝑉 = 0 (8.1)

𝜆፫፦ =
𝐶፥ᑡ

4𝜇𝐾ኼፗ
(8.2)

𝑇፫፦ = −1
𝜆 (8.3)

According to the simplified equation, the eigenmode depends on the rolling moment co-
efficient due to an initialized roll-rate and on the general characteristics of the aircraft.
Hence the impact of the winglet design variables ought to be limited. The carpet plots
depicted in figure 8.18 illustrate that for nearly vertical winglets the time constant is hardly
influenced by the geometry. When the cant angle is increased, the significance of the
non-planar component becomes more visible. This can be explained by the change in
orientation of the resultant force and its contribution to the rolling moment.
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A closer investigation into the influence of the various parameters reveals that the root
chord ratio has the most pronounced effect, figure 8.19. As the root chord ratio is reduced
𝑇፫፦ converges on a single value, regardless of the cant angle. This suggests that the
contribution to the rolling moment due to roll-rate is largely generated by the inboard
section, despite the relative shorter moment arm. Further investigation also shows the
marginal effect of the taper ratio and sweep angle. This also suggests that the contribution
of the winglet to 𝑇፫፦ is dominated by the transition from wing to winglet, rather than by
the forces generated by the canted surface.

Figure 8.18: The variation in roll damping as a function of the cant angle and aspect ratio

An additional white line was needed to align all pages and images properly, and so
we keep on typing..
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Figure 8.19: An isolated overview of the effect of the various geometric parameters on the roll mode

Spiral Mode
The spiral is a complex eigenmode that couples roll, yaw, and sideslip [13]. The weakly
damped motion is often close to neutral stability. These small values for 𝜆፬፩ and the
presence of both stable and unstable configurations result in an extremely large error and
standard deviation. As the average error is defined as the deviation of the estimate with
respect to the aerodynamically computed value, sign changes and values approaching
zero will cause a relative large error. Analysis of the accuracy of the eigenvalue indicates
the average error to equal 58.0%, with a standard deviation of 114.8%. It is recognized
that the response surface data is not reliable and further investigation is needed to gen-
erate more accurate models. Therefore, it is opted to omit the analysis of the aperiodic
spiral mode from this report.

Dutch Roll
The last asymmetric eigenmotion is the harmonic dutch roll. The complex conjugates that
result from the characteristic equation provide the damping and frequency of this swaying
motion. For a complete analysis the behaviour of both 𝜁፝፫ and 𝜔፝፫ will be mapped. The
average error for the damping was found to be 15.3% with a standard deviation of 13.2%,
while the frequency corresponds to a 𝑒ፚ፯፠ of 12.6% and a 𝜎 of 8.6%.
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The dutch roll can be described as a motion in yaw, roll, and sideslip. However, the peri-
odic motion can be approximated by omitting roll from the equation. The resulting system,
equation 8.3, produces a quadratic equation that yields the following expression for the
damping and frequency:

[
𝐶ፘᒇ − 2𝜇𝐷 −4𝜇

𝐶፧ᒇ 𝐶፧ᑣ − 4𝜇𝐾ኼፙ𝐷
] [ 𝛽፫
ኼፕ
] = 0 (8.4)

𝜆፝፫ = 𝜉 ± 𝜂𝑖 (8.5)

𝜉 =
𝐶፧ᑣ + 2𝐾ኼፙ𝐶ፘᒇ

8𝜇𝐾ኼፙ
(8.6)

𝜂 =
±√(−2𝜇 (𝐶፧ᑣ + 2𝐾ኼፙ𝐶ፘᒇ))

ኼ
− (24𝜇ኼ𝐾ኼፙ) (4𝜇𝐶፧ᒇ + 𝐶ፘᒇ𝐶፧ᑣ)

16𝜇ኼ𝐾ኼፙ
(8.7)

𝜁፝፫ =
−𝜉

√𝜉ኼ + 𝜂ኼ
(8.8)

𝜔፝፫ = √𝜉ኼ + 𝜂ኼ𝑉𝑏 (8.9)

The expressions indicate that the stability of the oscillatory motion is strongly influenced
by the design of the non-planar component. Investigation into the impact of the geometric
design variables on 𝜁፝፫ substantiate this claim.

Figure 8.20: The variation in dutch roll damping as a function of the cant angle and aspect ratio
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The vertical shift and compression of the carpet plots with increasing cant angle is clearly
visible in figure 8.20. As the cant angle becomes larger, the lateral forces generated by
the canted surface deteriorate. Reduction of the surface area of the winglet has a simi-
lar effect. Further investigation into the influence of the individual design parameters on
a 5.50 m winglet confirms this relation, figure 8.21. The impact of the root chord ratio
and length is most noticeable, as they have the strongest influence on the size of the tip
device. When the cant angle is increased the effect of all geometric variables, including
sweep, becomes weaker. This is most likely a direct result of the change in orientation of
the normal force and its contribution to the yawing moment.

Figure 8.21: An isolated overview of the effect of the various geometric parameters on the dutch roll damping

The simplified equation for the frequency, equation 8.9, indicates that the parameter is
dependent on a large number of factors. Most of these parameters are related to ei-
ther the characteristics of the vertical component or the general properties of the aircraft.
However, the carpet plots, represented in figure 8.22, illustrate the limited influence of
the winglet configuration on 𝜔፝፫. The influence is even further reduced when the cant
angle is increased. A more detailed investigation was performed on a 5.50 m winglet to
identify the correlation between the variables and the frequency, figure 8.23. Similar to
𝜁፝፫, it appears that the frequency is dependent on the production of lateral forces. Hence,
a large surface area and small values for 𝜑 correspond to an increase in frequency. This
corroborates the dependency on the vertical component, as indicated by equation 8.9.
It is to be noted that all investigated configurations lead to a dutch roll frequency that
is below the threshold for satisfactory flight characteristics, as indicated by the handling
quality levels, table 3.2. Since a wide spectrum of winglet configurations has been anal-
ysed, which appears to have little influence on 𝜔፝፫, the baseline aircraft is to be modified
to meet the HQL requirements.
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Figure 8.22: The variation in dutch roll frequency as a function of the cant angle and aspect ratio

Figure 8.23: An isolated overview of the effect of the various geometric parameters on the dutch roll frequency
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8.2. Winglet Optimization
The previous section provided insight into the behaviour of the various parameters, as
mapped by the response surfaces. In this section these maps will be used to identify the
best winglet configuration for a number of design objectives. Chapter 5.1 differentiates
between the so-called limiting, and optimizing objectives. During the optimization each
of the 117649 configurations is tested against the stability and control requirements to
verify whether they meet the limiting objectives. The resulting reduced design space is
then analysed for each of the optimization criteria. However, at the end of the previous
section it was found that none of the winglet configurations meet the dutch roll frequency
criterion. Since the tip device appears to have little influence on 𝜔፝፫, it was opted to dis-
regard the dutch roll as a limiting objective and introduce it as part of the optimization.

Of the 117649 configurations 15407 provide satisfactory stability and control. Amongst
these viable solutions are a wide range of geometric combinations. This can be seen
from figure 8.24 by the large variety for both the aerodynamic ratio and the structural wing
weight fraction. The image also indicates the relative position of the optimized winglets.
It was found that MTOW and DOC coincide and are, therefore, plotted on top of each
other. From the plot it can be observed that both optima for MTOW and DOC gravitate
towards the aerodynamic maximum. Due to the baseline’s 14000 km mission, the eco-
nomic impact of the fuel usage becomes more prominent. Since the fuel consumption
for long-range commuters is largely dependent on the aerodynamic performance, LD be-
comes dominant. The geometric properties corresponding to each of the optimization
objectives can be found in table 8.1.

Figure 8.24: Overview of the tested samples

Table 8.1: Geometry of the optimized configurations

፥ᑨ Ꭳ ጉᑨ ፫ᑨ ᎘ᑨ ፇᑨ
[፦] [፝፞፠] [፝፞፠] [ዅ] [ዅ] [ዅ]

minimumፖᑨᑚᑟᑘ 3.00 8.3 35.0 0.55 0.30 0.38
minimum MTOW 6.33 45.0 40.0 1.00 0.30 0.38
maximum LD 6.33 45.0 45.0 1.00 0.30 0.30
minimum DOC 6.33 45.0 40.0 1.00 0.30 0.38
maximum Ꭶᑕᑣ 8.00 45.0 30.0 1.00 0.53 0.72

The response surface estimates of the stability and control characteristics for each of the
objectives are listed in table 8.2. The negative value for 𝐶፧ᒇ indicates that the baseline air-
craft is statically unstable. In the previous section, figures 8.12-8.14, the stabilizing effect
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of winglets has been demonstrated. Similar observations resulted from studies investi-
gating the effect of winglets on classical tube-and-wing aircraft [38, 39]. From the table
it can be observed that to minimize the wing weight a small, near vertical tip device was
selected. The relative small surface area will produce limited lateral forces, which corre-
sponds to the low values for the moment and force coefficients due to sideslip. These
values are increased for the larger surfaces found for the remaining optimization objec-
tives. A comparison of the optimization criteria is provided in table 8.3. The comparison
reveals that despite the significant increase in𝑊፰።፧፠, MTOW is reduced for all configura-
tions.

Table 8.2: Stability and control parameters of the optimized configurations

ፂᑟᒇ ፂᑝᒇ ፂᑐᒇ ፂᑟᒉᑣ ᎑ᑣᑔᑨ ፓᑣᑞ ᎓ᑕᑣ Ꭶᑕᑣ
[ዅ] [ዅ] [ዅ] [ዅ] [፝፞፠] [፬] [ዅ] [፫ፚ፝/፬]

baseline -0.0132 -0.0662 -0.0110
minimumፖᑨᑚᑟᑘ 0.0012 -0.0783 -0.0510 -0.0056 24.6 0.32 0.057 0.212
minimum MTOW 0.0087 -0.1306 -0.0729 -0.0157 23.5 0.25 0.162 0.235
maximum LD 0.0064 -0.1215 -0.0653 -0.0130 23.3 0.26 0.152 0.229
minimum DOC 0.0087 -0.1306 -0.0729 -0.0157 23.5 0.25 0.162 0.235
maximum Ꭶᑕᑣ 0.0273 -0.1652 -0.1239 -0.0325 24.6 0.23 0.329 0.258

Table 8.3: Optimization parameters of the optimized configurations

ፖᑨᑚᑟᑘ ፌፓፎፖ ፋፃ ፃፎፂ
[፤፠] [%] [፤፠] [%] [ዅ] [%] [$] [%]

baseline 16837 2.0997E+06 27.48 2.2653E+07
minimumፖᑨᑚᑟᑘ 21466 127.49 2.0894E+06 99.51 28.28 102.90 2.2635E+07 99.92
minimum MTOW 27014 160.44 2.0616E+06 98.19 29.04 105.66 2.2531E+07 99.46
maximum LD 27230 161.73 2.0627E+06 98.24 29.04 105.66 2.2539E+07 99.50
minimum DOC 27014 160.44 2.0616E+06 98.19 29.04 105.66 2.2531E+07 99.46
maximum Ꭶᑕᑣ 27924 165.85 2.0724E+06 98.70 28.96 105.39 2.2595E+07 99.74

Since the limiting HQL can be set by the user, the program is used to determine the in-
fluence of this handling characteristic on the performance of the aircraft. For the current
analysis, which is limited to the roll mode and spiral, it was found that the presented op-
tima already correspond to an HQL of 1. However, when the program is expanded and
additional objectives have been defined, the winglet design tool could be utilized to anal-
yse the structural, aerodynamic, or economic impact of a design requirement.

The accuracy of the response surface estimates is analysed by generating aerodynamic
models for each of the 5 configurations. The results of this exercise are presented in ta-
ble 8.4 and 8.5. As explained in Chapter 7, the large deviation found for the weathercock
stability can partly be attributed to the size of 𝐶፧ᒇ . Another cause for the discrepancies
found in table 8.4 is the sensitivity to minor pressure variations of the skewed cells at cen-
tre body. The position of the configuration within the design space has an impact as well.
Since the response surface utilizes neighbouring samples to estimate the characteristics
at a specified local, the average error is often relatively large near the boundaries of the
design space. This effect is most visible for the LD and dutch roll frequency configuration.
Further limitations of the method can be related to its mathematical representation of a
system. Response surfaces attempt to capture the underlying behaviour using smooth,
continuous relationships. However, if a parameter is dependent on a large number of
variables or demonstrates erratic behaviour, it becomes increasingly more difficult to ac-
curately construct a surface, as is evident from the deviation in 𝛿፫ᑔᑨ . These relative large
errors indicate the need for further research into the applicability of response surfaces
during the optimization process.
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Table 8.4: Stability and control parameter comparison to VSAero model

ጂፂᑟᒇ ጂፂᑝᒇ ጂፂᑐᒇ ጂፂᑟᒉᑣ ጂ᎑ᑣᑔᑨ
[%] [%] [%] [%] [%]

minimumፖᑨᑚᑟᑘ -20.00 -0.83 -4.14 -22.51 165.87
minimum MTOW -39.65 0.22 -16.95 -1.84 -40.41
maximum LD -50.34 -21.86 -21.77 -6.47 -40.75
minimum DOC -39.65 0.22 -16.95 -1.84 -40.41
maximum Ꭶᑕᑣ 36.51 38.60 21.93 5.93 -13.45

Table 8.5: Optimization parameter comparison to VSAero model

ጂፖᑨᑚᑟᑘ ጂፌፓፎፖ ጂፋፃ ጂፃፎፂ
[%] [%] [%] [%]

minimumፖᑨᑚᑟᑘ -2.15 0.78 -0.85 0.36
minimum MTOW -2.44 -0.19 0.02 -0.12
maximum LD -1.04 -0.14 -0.38 0.14
minimum DOC -2.44 -0.19 0.02 -0.12
maximum Ꭶᑕᑣ -2.48 0.33 -0.64 0.22

The sensitivity study and the results presented in table 8.4 illustrate the difficulties of the
response surface to accurately capture the behaviour of some parameters. In recogni-
tion of these inaccuracies, a secondary analysis is performed using the original 400 data
samples. During the process 2 of the 400 samples were corrupted, leaving 398 viable
configurations. Analysis reveals that 60 out of the 398 options meet the limiting objec-
tives. From this reduced database the best samples with respect to the optimization
criteria have been selected and are tabulated in table 8.6.

Table 8.6: Geometry of the best samples

፥ᑨ Ꭳ ጉᑨ ፫ᑨ ᎘ᑨ ፇᑨ
[፦] [፝፞፠] [፝፞፠] [ዅ] [ዅ] [ዅ]

minimum wing weight 4.30 3.6 32.9 0.8991 0.9185 0.5985
minimum MTOW 7.87 44.3 45.9 0.8720 0.4875 0.3303
maximum LD 7.87 44.3 45.9 0.8720 0.4875 0.3303
minimum DOC 3.53 28.1 46.2 0.7647 0.3210 0.3419
maximum Ꭶᑕᑣ 6.34 44.7 30.5 0.6569 0.9423 0.6306

It is to be noted that the geometry for both MTOW and LD are equal. In contrast to the op-
timization process, the best configuration found with respect to the cost does not coincide
with MTOW. This can be explained by the limited number of samples and the dependency
of the direct operating cost on the structural weight, Appendix B.4.

The stability and control parameters corresponding to the best samples are tabulated in
table 8.7 and visualized in figure 8.25. From the plots it can be seen that the winglet cor-
responding to the minimum wing weight has the strongest 𝐶፧ᒇ . Due to its nearly vertical
orientation, the 4.30 m winglet is able to produce significant lateral forces. The plot also
demonstrates the minor destabilizing effect of the MTOW and LD winglet on the effective
dihedral. In section 8.1.2 it was indicated that 𝐶፥ᒇ is dependent on a number of aspects.
Further investigation is needed to isolate the phenomena responsible for this destabiliz-
ing effect.
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Table 8.7: Stability and control parameters of the best samples

ፂᑟᒇ ፂᑝᒇ ፂᑐᒇ ፂᑟᒉᑣ ᎑ᑣᑔᑨ ፓᑣᑞ ᎓ᑕᑣ Ꭶᑕᑣ
[ዅ] [ዅ] [ዅ] [ዅ] [፝፞፠] [፬] [ዅ] [፫ፚ፝/፬]

baseline -0.0132 -0.0662 -0.0110
minimum wing weight 0.0254 -0.0978 -0.1204 -0.0195 20.53 0.71 0.112 0.211
minimum MTOW 0.0041 -0.0618 -0.0593 -0.0172 10.31 0.24 0.162 0.160
maximum LD 0.0041 -0.0618 -0.0593 -0.0172 10.31 0.24 0.162 0.160
minimum DOC 0.0033 -0.0935 -0.0571 -0.0078 18.33 0.28 0.099 0.215
maximum Ꭶᑕᑣ 0.0076 -0.1304 -0.0695 -0.0188 17.62 0.35 0.168 0.280

Table 8.8: Optimization parameters for the best samples

ፖᑨᑚᑟᑘ ፌፓፎፖ ፋፃ ፃፎፂ
[፤፠] [%] [፤፠] [%] [ዅ] [%] [$] [%]

baseline 16837 2.100E+06 27.48 2.265E+07
minimum wing weight 21657 128.63 2.113E+06 100.65 27.99 101.86 2.276E+07 100.48
minimum MTOW 28639 170.09 2.067E+06 98.43 29.08 105.83 2.257E+07 99.63
maximum LD 28639 170.09 2.067E+06 98.43 29.08 105.83 2.257E+07 99.63
minimum DOC 23778 141.23 2.070E+06 98.57 28.70 104.44 2.255E+07 99.54
maximum Ꭶᑕᑣ 27263 161.92 2.117E+06 100.81 28.33 103.09 2.282E+07 100.75

Figure 8.25: Overview of the stability characteristics for sideslip

A linearisation of the stability and control characteristics is used to establish the behaviour
of the aircraft. To investigate the accuracy of the method, the linearised model for 𝐶፧, 𝐶፥,
and 𝐶ፘ is compared to the non-linearised properties corresponding to a range of sideslip
angles. It is to be noted that the linearised models are based on the aerodynamic anal-
ysis of the aircraft at an angle of attack of zero. An additional curve has been added to
figure 8.26 to establish the influence of a change in 𝛼. The figure illustrates the validity
of the linearisation and demonstrates a particularly good approximation for 𝐶፥. The minor
deviation found for 𝐶፧ and 𝐶ፘ at large angles of sideslip can be attributed to the size of
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the parameters and the relative small angle used to ascertain the linearised values. How-
ever, the flow appears to remain attached, even at maximum sideslip angles. Hence, the
stall criterion listed in Chapter 3 is met.

Another important conclusion to be drawn from figure 8.26 is the significant impact of 𝛼
on the stability characteristics. Therefore, it is recommended to investigate the imple-
mentation of empirical models to account for this variation in slope. Although additional
simulations could capture the change due to 𝛼, empirical models are preferred as they
limit the required computational time.

Figure 8.26: Comparison between the linearised and non-linearised stability characteristics for sideslip

The non-linear behaviour of the control power is analysed and compared to its linear
counterpart, figure 8.27. The presented results are based on 𝛼 equals zero and two val-
ues for 𝛽. Up to deflection angles of approximately 8 degrees the power curve for zero
sideslip shows near linear behaviour. Beyond this angle the non-linearities in the flow
decrease the available control power. At 𝛿፫ equals 30.0 degrees the deviation between
the two models was found the be 24.2%. Despite this reduction in control power, the
aerodynamic computations indicate that the flow is still able to remain attached. A similar
exercise was performed at maximum sideslip. Sideslip alters the angle of attack of the
winglet, effectively translating the power curve downward. It can be seen that the control
power shows some irregularities for large, negative deflections. These variations are an
indication that the aerodynamic solver has not yet fully converged, which is most likely
due to minor flow separation. Analysis of the available control power at 30.0 degrees
deflection yields a deviation of 44.7%. Assuming the ailerons are able to counteract the
rolling moment, the non-linear rudder deflection angle to achieve trim is computed to be
26.8 degrees. Although this is beyond the threshold of the limiting criterion, the rudder
demonstrates that it is still capable of generating additional power.
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Figure 8.27: Comparison between the linearised and non-linearised DOC control power

This chapter demonstrated the ability of the program to analyse the influence of the indi-
vidual winglet design variables. The identified behaviour of the various parameters was
utilized to optimize the tip device with respect to 5 optimization objectives. However, the
relative large error for some of these parameters, as caused by the response surfaces,
indicates the need for further research into the applicability of the method. Therefore, a
secondary analysis was performed based on the 400 tested configurations. The results
indicate that the aerodynamic performance, MTOW, and direct operating cost can be im-
proved by employing yaw-control incorporated winglets, despite the significant increase
in𝑊፰።፧፠.

Figure 8.28: Isometric view of the best sample DOC configuration at an angle of attack of 4.9 degrees
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Conclusion and Recommendations

The devised design methodology has been successfully implemented to create a pro-
gram capable of exploring various control surface configurations. Based on user-input
the program automatically generates a specified number of geometries that span a pre-
defined design space. These samples are analysed using a first order panel method to
establish the aerodynamic performance and derive the stability and control derivatives.
The aerodynamic loading of each configuration is utilized by a class II & 1/2 wing weight
estimation method. Connected to a mission analysis module, the scheme is able to pro-
vide information on the structural, and maximum take-off weight. A direct operating cost
algorithm employs these values to establish the economic impact of the design. The com-
puted characteristics are then implemented in a virtual test flight program that analysis
the behaviour of the baseline BWB aircraft during critical landing conditions. The informa-
tion gathered for each of the samples was successfully connected to a response surface
methodology. The selected methodology allowed the design space to be expanded, en-
abling the user to map the behaviour of the stability and control characteristics.

Validation of the program was done in twofold. First the aerodynamic panel method had
been validated using test data from the Fokker 100 and Learjet Model 23. Secondly,
the winglet design program was validated as a whole, by comparing the behaviour of the
aerodynamic performance and structural wing weight to literature. Once the program had
been validated, it was employed to analyse 400 unique yaw-control incorporated winglet
configurations. The influence of each of the 6 winglet design variables that comprise the
design space had been analysed for: LD, 𝑊፰።፧፠, 𝐶፥ᒇ , 𝐶ፘᒇ , 𝐶፧ᒉᑣ , and the eigenvalues of
the asymmetric eigenmodes. However, research indicated that none of the tested winglet
configurations met the dutch roll frequency requirement set forth by the handling quality
level criterion. Since the tip device appeared to have little influence on 𝜔፝፫, it was opted
to disregard the dutch roll as a limiting objective and introduce it as part of the optimization.

It was found that the accuracy of the program was largely dependent on the capability
of the response surface to capture the behaviour of the individual parameters. To es-
tablish the accuracy, 40 randomly generated winglet configurations were analysed and
compared to the response surface estimates. The estimates for the aerodynamic per-
formance, structural wing weight, and operating cost displayed an average error of less
than 1.0%. Larger deviations were found for parameters characterized by values that
approach zero. The largest deviation was found for 𝜆፬፩ and 𝐶፧ᒇ with an average error
of 58.0% and 35.2% respectively. Normalization of these values had little influence on
the accuracy. Therefore, further research is needed to reduce the error caused by the
response surfaces.
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The behaviour, as identified by the response surfaces, was utilized to optimize the tip de-
vice with respect to 5 optimization objectives. However, in recognition of the inaccuracies
of the method, a secondary analysis was performed based on the original 400 samples.
The results indicated that the aerodynamic performance, MTOW, and direct operating
cost can be improved by employing yaw-control incorporated winglets, despite the sig-
nificant increase in 𝑊፰።፧፠. To conclude, the devised program successfully mapped the
behaviour of the stability and control parameters and could provide the first step towards
the generation of less computational intensive models, if the accuracy of the response
surfaces could be improved.

Apart from the need to improve the accuracy of the response surface, the research iden-
tified other aspects that should be further developed to progress the winglet design pro-
gram. This leads to the following recommendations:

• For stability analysis, the program utilizes the linearised equations of motion. Anal-
ysis of the results illustrate the validity of the linearisation and suggests that better
estimates can be obtained by selecting a larger value for Δ𝛽 and Δ𝛿፫. It also demon-
strates the influence of a change in angle of attack, that should be accounted for by
either empirical models or additional simulations.

• Investigation into the influence of the design variables on the dutch roll frequency
revealed that none of the tested configurations meet the requirement set forth by
the handling quality criterion. It was found that the non-planar component had little
effect on 𝜔፝፫. Therefore, the baseline aircraft needs to be modified to establish
its impact on this stability characteristic. Once the design space includes viable
options, the dutch roll can be reinstated as a limiting objective.

• One of the requirements listed for a vertical fin or winglet is the need to postpone
stall beyond the maximum sideslip angle. During the research this criterion had
been validated for an individual configuration. However, connecting an empirical
model, able to accurately predict stall, would expand the capabilities of the program
and would lead to a more complete system.

• During the mission analysis the computed lift over drag ratio is used to estimate the
fuel usage. As the aerodynamic performance is dependent on the density andMach
number, the computed ratio established during low speed flight will not properly
reflect the performance during cruise. Therefore, the use of an additional program,
able to compute the aerodynamic properties during cruise, is recommended.

• The aircraft configurations that can be analysed by the winglet design program is
currently limited by the mesher embedded in the multi-model-generator. Expand-
ing the capabilities of the mesher would significantly improve the flexibility of the
program and will reduce the required computational time.
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Baseline Aircraft

The AHEAD multi-fuel blended wing body, MF-BWB, aircraft has been developed at the
faculty of Aerospace Engineering at Delft University of Technology. The high level char-
acteristics of aircraft are listed in this appendix. It will also provide all the data needed to
analyse and design a yaw-control incorporated winglet.

Table A.1: High level mission requirements of the AHEAD MF-BWB

Parameter Unit
፩ፚ፬፬፞፧፠፞፫፬ ኽኺኺ [ዅ]

፩ፚ፲፥፨ፚ፝ ኽዃዃኺ [፤፠]
፫ፚ፧፠፞ ኻኾኺኺኺ [፤፦]

ፚ፥፭።፭፮፝፞ ኻኻ.ኺኺ [፤፦]
ፌፚ፡ ኺ.ዂኺ [ዅ]

፟፮፞፥ ፫ፚ፭።፨ ኺ.ዂኺ [ዅ]
፩፫።፦ፚ፫፲ ፟፮፞፥ ፋፍፆ

Table A.2: Weight break-down of the MF-BWB preliminary design study

Parameter Unit
ፖᎲ ኼኼኼ [፤፠]

ፎፄፖ ኻኺኺኼ [፤፠]
ፖᑡᑒᑪᑝᑠᑒᑕ ኽዃዃኺ [፤፠]
ፖᑗᑃᑅᐾ ዀኾዀኺ [፤፠]
ፖᑗᑜᑖᑣ ኻዀኻኼ [፤፠]
ፖᑗᑥᑒᑟᑜ ኻዃኽዀ [፤፠]
ፖᑖᑟᑘᑚᑟᑖ ዀኽኺ [፤፠]

Table A.3: Centre of gravity and inertias of the MF-BWB preliminary design study

Parameter Unit
ፂፆᑩᑒᑚᑣᑔᑣᑒᑗᑥ ኼዀ.ኻ [፦]

ፈᑩᑩ ኻኻዃዀኺኺኺኺ [፤፠ ፦Ꮄ]
ፈᑪᑪ ኽኺዃዀኺኺኺኺ [፤፠ ፦Ꮄ]
ፈᑫᑫ ኾኼኽኼኺኺኺኺ [፤፠ ፦Ꮄ]
ፈᑩᑫ ኼኼዀዃዃኼ [፤፠ ፦Ꮄ]
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Table A.4: Planform parameters and aerodynamic properties of the MF-BWB preliminary design study

Parameter Unit
ᑣ ኾዂ.ኺ [፦]

ፌፀፂ ኼኾ.ኺ [፦]
 ዀዂ.ኺ [፦]

ፒᑨᑚᑟᑘ ዂኾ.ኺ [፦Ꮄ]
ፒᑔᑒᑟᑒᑣᑕ ኻኺኼ.ኺ [፦Ꮄ]
ፒᑣᑖᑗ ዃኾ.ኺ [፦Ꮄ]
ፀ ዀ. [ዅ]

ፂᑃᎲ ኺ.ኻ [ዅ]
ፂᑃᑞᑒᑩ ኺ.ዂኺኺ [ዅ]
ፂᑃᒆ ዀ.ኺኺ [፫ፚ፝ᎽᎳ]
ፂᐻᎲ ኺ.ኺኺዃ [ዅ]
፞ ኺ.ዀዃኼ [ዅ]

The multi-model-generator requires detailed information on the planform to construct the
model. The leading and trailing edge coordinates used to generate the MF-BWB are tab-
ulated in table A.5. The table also notes the local quarter chord twist. A constant dihedral
angle of 2.02 degrees is applied to the 2-dimensional representation. It had already been
indicated in Chapter 5 that the NACA/Langly N0011SC supercritical airfoil was employed.
A top view of the aircraft can be found in figure A.1.

Figure A.1: Top view of the preliminary AHEAD multi-fuel BWB
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Table A.5: Planform coordinates and quarter chord twist angle

Leading Edge Trailing Edge Twist
፱ [፦] ፲ [፦] ፱ [፦] ፲ [፦] [፝፞፠]

ኺ.ኺኺ ኺ.ኺኺ ኾዂ.ኺኺ ኺ.ኺኺ ኻ.ኽኺ
ኺ.ኺኼ ኺ.ኾኺ ኾ.ዃዂ ኺ.ኾኺ ኻ.ኽኺ
ኺ.ኺ ኺ.ዀኺ ኾ.ዃዀ ኺ.ዀኺ ኻ.ኽኺ
ኺ.ኻዀ ኺ.ዂኺ ኾ.ዃኻ ኺ.ዂኺ ኻ.ኽኺ
ኺ. ኻ.ኾኺ ኾ.ኻ ኻ.ኾኺ ኻ.ኽኺ
ኻ.ኺኾ ኻ.ዂኺ ኾ.ኺ ኻ.ዂኺ ኻ.ኽኺ
ኼ.ኻኻ ኼ.ኾኺ ኾ.ኻኺ ኼ.ኾኺ ኻ.ኽኺ
ኽ.ኻኾ ኼ.ዂኺ ኾዀ.ዂ ኼ.ዂኺ ኻ.ዀኺኼ
.ዀዃ ኽ.ኾኺ ኾዀ.ኾኽ ኽ.ኾኺ ኻ.ኺዃ
ኻኻ.ኻ ኾ.ኺ ኾ.ዃ ኾ.ኺ ኻ.ዃኺ
ኻ.ኻ .ኺ ኾኾ.ዃኺ .ኺ ኼ.ኺኼዃ
ኼኾ.ዂዀ .ኺኺ ኾኾ.ኻዀ .ኺኺ ኼ.ኻኼ
ኼዀ.ዀኻ .ኺ ኾኽ.ዃዃ .ኺ ኼ.ኻ
ኼዂ.ኻዂ ዂ.ኺኺ ኾኽ.ዂ ዂ.ኺኺ ኼ.ኼዀ
ኼዃ.ዀ ዃ.ኺኺ ኾኽ.ዂ ዃ.ኺኺ ኼ.ኾዂዂ
ኽኻ.ዀኼ ኻኻ.ኺኺ ኾኽ.ዂ ኻኻ.ኺኺ ኼ.ዃኼዃ
ኽኽ.ዀ ኻኽ.ኺኺ ኾኽ.ዂ ኻኽ.ኺኺ ኽ.ኽዀዃ
ኽኾ.ኽዃ ኻኾ.ኺኺ ኾኽ.ዂ ኻኾ.ኺኺ ኽ.ዃኺ
ኽ.ኼኺ ኻ.ኺኺ ኾኽ.ዂ ኻ.ኺኺ ኽ.ዂኻኺ
ኽ.ኽዂ ኻ.ኼ ኾኽ.ዃዀ ኻ.ኼ ኽ.ዀኺ
ኽ.ዀ ኻ.ኺ ኾኾ.ኺዂ ኻ.ኺ ኽ.ኻኺ
ኽዀ.ኼዂ ኻዀ.ኺ ኾኾ.ኽ ኻዀ.ኺ ኽ.ኺዃ
ኽዀ.ኾኾ ኻዀ.ኽ ኾኾ.ዀኾ ኻዀ.ኽ ኽ.ኾዀኼ
ኽ.ኽኽ ኻ.ዃ ኾ.ኻዃ ኻ.ዃ ኽ.ኼኻ
ኽዂ.ኼኻ ኻዃ.ኼኺ ኾ. ኻዃ.ኼኺ ኼ.ዃዀዂ
ኽዃ.ኺዃ ኼኺ.ኾኽ ኾዀ.ኽኻ ኼኺ.ኾኽ ኼ.ኼኻ
ኽዃ.ዃዂ ኼኻ.ዀ ኾዀ.ዂ ኼኻ.ዀ ኼ.ኾኽ
ኾኺ.ዂዀ ኼኼ.ዃኺ ኾ.ኾኽ ኼኼ.ዃኺ ኼ.ኼኼዀ
ኾኻ.ኾ ኼኾ.ኻኽ ኾ.ዃዃ ኼኾ.ኻኽ ኻ.ዃዃ
ኾኼ.ዀኽ ኼ.ኽ ኾዂ.ኾ ኼ.ኽ ኻ.ኽኻ
ኾኽ.ኻ ኼዀ.ዀኺ ኾዃ.ኻኺ ኼዀ.ዀኺ ኻ.ኾዂኾ
ኾኾ.ኽዃ ኼ.ዂኽ ኾዃ.ዀዀ ኼ.ዂኽ ኻ.ኼኽ
ኾ.ኼዂ ኼዃ.ኺ ኺ.ኼኼ ኼዃ.ኺ ኺ.ዃዂዃ
ኾዀ.ኻዀ ኽኺ.ኽኺ ኺ.ዂ ኽኺ.ኽኺ ኺ.ኾኼ
ኾ.ኺኾ ኽኻ.ኽ ኻ.ኽኾ ኽኻ.ኽ ኺ.ኾዃ
ኾ.ዃኽ ኽኼ. ኻ.ዂዃ ኽኼ. ኺ.ኼኾ
ኾዂ.ዂኻ ኽኾ.ኺኺ ኼ.ኾ ኽኾ.ኺኺ ኺ.ኺኺኺ





B
Components

The winglet design program consists of a number of components dedicated to a specific
task. In this appendix the high-level functionalities and architecture of these components
will be described. For a more detailed presentation of the programs, the reader is referred
to the listed papers and manuals.

B.1. Multi-Model-Generator
The multi-model-generator is an initiative by the TU Delft, resulting in a program able to
generate and analyse various aircraft configurations during the early stages of design.
Originally based on the ICAD design platform, the knowledge based engineering method
utilized 4 elementary building blocks to generate an aircraft. These primitives consist of:
wing-trunk; fuselage-trunk; engine part; and connection element. Depending on the level
of detail provided by the user, the program is able to translate the geometry into a format
compatible with discipline-specific analysis software.

In 2002 the ICAD platform was acquired by Dassault Systemès. Due to the unavailability
of the platform, it was opted to re-initiate the project, translating it to a similar knowledge
based system. The development of the new MMG led to a program that focussed on the
wing-, and fuselage-trunk. The design program was capable of modelling an arbitrary
aircraft with or without slotted moveables. However, as the selected Genworks GDL plat-
form evolved, some of the functionalities of the program were lost. As a result the MMG
was no longer able to perform adequately, leading to another translation.

The compatibility and limitations of theGenworksmodel instigated the transition to Python.
The translation to this open source platform has been initiated recently. Therefore, the
program is still being developed and many of the functions embedded in the original code
are still missing. The primary attributes of the wing-, and fuselage-trunk have already
been scripted, allowing the user to generate a large variety of aircraft. Although the ge-
ometric models can be acquired, the connection to discipline-specific software, such as
VSAero, is limited. These limitations are caused by the discretization strategy employed
to generate the mesh. As a result, the program is currently limited to wing or fuselage-
wing configurations.

The object based code employs so-called .JSON-files to generate the aircraft. These
files adhere to a tree-like structure in which the individual components are described us-
ing keywords. The MMG links these keywords to the various objects that define the wing
or fuselage. To generate such a component, the user is to provide data on the bounds,
or rails, of the part. For a wing the rails comprise of a 2-dimensional representation of
the leading, and trailing edge. Once details on the twist, dihedral, and the airfoil sections
have been processed, the 2-dimensional layout is translated to a 3-dimensional geome-
try. This geometry can be visualised and inspected using the proprietary ParaPy platform.

69



70 B. Components

An additional layer is created when the wing is to contain control surfaces. Chapter 6
introduced the 3 different methods available to construct moveables. Each of the options
requires a description of the clean wing, which is to be decomposed into a number of sec-
tions. Depending on the selected option, the program will rotate the local normal-vector
or the actual geometry, according to the input provided by the .JSON-file.

The resulting geometric model can be exported as a .stp-file or processed for discipline-
specific analysis. Currently the post-processing ability of the system is limited to provide
input for VSAero. This requires the model to be discretized into a number of panels.
Therefore, the program connects to the open source software package Salomé. Salomé
is able to construct a variety of surface grids, based on a high-level meshing strategy em-
bedded in the MMG. Apart from the surface grid, the program requires a description of the
progression of the wake. Each discontinuity at the trailing edge of the wing will produce a
so-called wake-line, that provides a first estimation of the shape of the wake. The reader
is referred to reference [29] for further information on the capabilities and limitations of
the MMG.

The MMG, still being in an early stage of development, is able to generate geometric
models for a vast variety of aircraft and has the potential to bridge the gap between model
generation and discipline-specific analysis.

B.2. VSAero
Founded on potential flow theory, VSAero is capable of establishing the aerodynamic
properties of any arbitrary object submerged in a low velocity flow. In contrast to vortex
lattice methods, which represents a 3-dimensional shape as a 2-dimensional lifting sur-
face, panel methods discretize the actual geometry. As the resultant surface grid utilizes
sources, sinks, and doublets to model the vorticity of each of the panels, the panel method
is applicable to both lifting, and non-lifting surfaces. The Fortran based program employs
the Neumann boundary condition to solve for the perturbation potential given by Green’s
Identity [30]. This architecture enables VSAero to account for more complex features,
such as jet flows, by modifying the local boundary conditions.

Originally the code was written as a first-order panel method, neglecting higher-order
terms for the unknown source strength [28]. Over the years the available computing
power increased significantly, leading to the incorporation of these additional terms. The
development of this multi-order aerodynamic solver resulted in a hybrid scheme that dis-
tinguishes between thick and thin surfaces (t/c < 0.01). By adopting different mathe-
matical expressions for these surfaces, the system became better able to predict the
behaviour of the wake. Apart from its effect on the wake, the modified program also
demonstrates improved predicting capabilities for thin body models. Since each of the
panels will induce a velocity on their neighbouring panels, the increase in accuracy is also
visible in compound models [28].

To expand the scope of the panel method, VSAero couples viscous computations to po-
tential flow. A variety of viscous models is readily available, as are the methods in which
they are integrated. All these options can be selected in the VSAero operating file. This
file adheres to a card based system, where each card corresponds to a specific topic and
follows a predefined format. Only a limited number of cards will be discussed in this re-
port. For further information on the program and the operating file, the reader is referred
to reference [30]. The VSAero operating file starts with a slot in which the user can list
information he or she deems important. This text based entry slot does not adhere to
a predefined format and won’t have any influence on the simulation. The second card
enables the user to select the data to be printed in the output files and will determine
the available post-processing methods. It had already been noted that VSAero has the
capability to incorporate viscous models. These models can be set in card 4, together
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with the number of wake, and viscous/potential iterations. Once an appropriate number
of iterations has been specified, the user is to provide information on the onset conditions,
card 6, and the reference values utilized to non-dimensionalize the forces and moments,
card 7. Amongst the options is the ability to set the operating velocity, orientation, and the
different body rates. Card 6 also includes the option to define a mathematical model to
account for compressibility effects. However, the most important slot is card 8. This card
lists the geometry of the model and specifies the mathematical solver. In Chapter 7 it had
been indicated that VSAero incorporates both direct, and iterative solvers to resolve the
system of unknown source strengths. Reference [30] states that the robust direct solver
LAPACK produces the best results, especially for models comprising of a limited number
of panels. As the number of panels increase, the required computational time grows ex-
ponentially and iterative solvers might prove to be a better solution. For more complex
configurations, such as models including rotors or propellers, more dedicated solvers can
be employed.

The VSAero computation produces 3 files. The most interesting of these output files is the
.OUT-file, which contains all information requested by the users in slot 2. This text-based
file can be connected to a post-processing algorithm to automatically structure and pro-
cess all data. A second file structures the computed data to be compatible with Omni3D.
This program allows the user to visualize the various parameters by projecting them on
the 3-dimensional model, or by plotting them in a 2-dimensional graph. The final file has
the extension .RES and can be used to continue the computations if the obtained level
of convergence is insufficient.

The capabilities and mathematical models embedded in the multi-order panel method are
vast and a detailed overview is beyond the scope of this report. Therefore, the reader is
referred to reference [30] for further information on VSAero.

B.3. EMWET
EMWET, the Elham Modified Weight Estimation Technique, is defined as a class II & 1/2
wing weight estimation method. The method, as described in reference [32], combines an
analytical approach for the wing box with empirical relations for other components, such
as joints and control surfaces. According to the authors, the geometric model used in
similar methods is crude and does not accurately represent the wing. The research also
revealed that the aerodynamic loads used to compute the wing weight does not properly
reflect the actual loading. As a result, the wing box could not be properly analysed, lead-
ing to discrepancies in the weight estimation.

To overcome these problems, EMWET connects to an aerodynamic solver capable of de-
riving the spanload and local pitching moment. For the presented project VSAero was se-
lected, however, generally the class II & 1/2 weight estimation method employs Q3D. The
quasi-3-dimensional aerodynamic solver is able to utilize the geometric input for EMWET
to ascertain an accurate representation of the load case for the actual wing.

Another distinct difference is that EMWET utilizes a newly defined efficiency parameter
to account for the curvature of the top and lower surface of the wing. By introducing this
so-called airfoil effective distance, EMWET relates the size of the wingbox to the actual
shape of the wing sections. To simplify the computations, the effective distance is utilized
to represent the upper and lower panel by two flat plates. It is assumed that these pan-
els are to withstand the bending moment, whereas the spars are sized to cope with the
shear loads. The components are sized iteratively to ascertain the structural wing weight.
This approach enables the program to account for load relief caused by engines and the
wing itself. For further information on the program, the reader is referred to reference [32].
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The method had been validated against various types of aircraft of different manufac-
turers and showed an average error of less than 2% for conventional aluminium based
commuter aircraft. Due to the short computation time and high level of accuracy, the
EMWET method provides an excellent structural platform to be used in the winglet opti-
mization.

B.4. DOC
The design process is not only subject to compromise on a technical level, the economic
impact should also be included in the analysis. In 1944 the Air Transportation Associ-
ation of America, ATA, presented a universally recognized method to predict the cost
known as the direct operating cost, DOC. As the world of aviation evolved, so did the
cost analysis method. The model was progressively modified and updated to reflect the
economic break-down of modern airliners. The computation scheme embedded in the
winglet design tool is based on the scheme prescribed by Liebeck et al [33]. The model
was composed by a collaboration between Boeing, NASA, and McDonnell Douglas. The
scheme added interest cost, as well as landing fees, navigation fees and cabin crew cost
to the original ATA model.

The widely recognized economic estimation technique consists of cash costs and own-
ership costs. A further decomposition yields the following economic elements that have
to be taken into account: [33]

1. Flight Crew

2. Cabin Crew

3. Landing Fees

4. Navigation Fees

5. Maintenance - Airframe

6. Maintenance - Engine

7. Fuel

8. Depreciation - Aircraft and Spares

9. Insurance

10. Interest

The first 7 components are associated with the cash costs, while the remainder is known
as the ownership costs. Although the research of the impact of winglet design is limited
to the change in DOC, all components have been included to increase the flexibility of the
program.

The cash costs can directly be derived from the high level requirements and weight break-
down obtained from the Mission Analysis module. The flight crew and cabin crew costs
are computed on a annual basis. Their contributions are identified to be:

𝐹𝑙𝑖𝑔ℎ𝑡 𝐶𝑟𝑒𝑤 = 482 + 𝑀𝑇𝑂𝑊1000 𝐵𝐻 𝐹𝐶 (B.1)

𝐶𝑎𝑏𝑖𝑛 𝐶𝑟𝑒𝑤 = 78𝑠𝑒𝑎𝑡𝑠30 𝐵𝐻 𝐹𝐶 (B.2)

In the equations BH is the block hours and FC the number of flight cycles per year. It is to
be noted that, due to its origin, MTOW is to be translated into pounds. The expressions
for the landing and navigation are listed to equal:
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𝐿𝑎𝑛𝑑𝑖𝑛𝑔 𝐹𝑒𝑒𝑠 = 4.25𝑀𝑇𝑂𝑊1000 𝐹𝐶 (B.3)

𝑁𝑎𝑣𝑖𝑔𝑎𝑡𝑖𝑜𝑛 𝐹𝑒𝑒𝑠 = 0.136 ⋅ 500√𝑀𝑇𝑂𝑊1000 𝐹𝐶 (B.4)

The contribution of the maintenance components consists of a labour and a material
component. A third component is added to account for the overhead and is defined as
twice the direct labour cost resulting in the following airframe maintenance costs:

𝐴𝑖𝑟𝑓𝑟𝑎𝑚𝑒 𝐿𝑎𝑏𝑜𝑢𝑟 =(1.26 + 1.774𝐴𝐹𝑊10 − 0.1071(𝐴𝐹𝑊10 )
ኼ
)𝐵𝐻

+ (1.614 + 0.7227𝐴𝐹𝑊10 + 0.1024(𝐴𝐹𝑊10 )
ኼ
) (B.5)

𝐴𝑖𝑟𝑓𝑟𝑎𝑚𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 =(12.39 + 29.8𝐴𝐹𝑊10 + 0.1806(𝐴𝐹𝑊10 )
ኼ
)𝐵𝐻

+ 15.2097.33𝐴𝐹𝑊10 − 2.862(𝐴𝐹𝑊10 )
ኼ

(B.6)

𝐴𝑖𝑟𝑓𝑟𝑎𝑚𝑒 𝑇𝑜𝑡𝑎𝑙 = (3 ⋅ 25 𝐴𝑖𝑓𝑟𝑎𝑚𝑒 𝐿𝑎𝑏𝑜𝑢𝑟 + 𝐴𝑖𝑟𝑓𝑟𝑎𝑚𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙) 𝐹𝐶 (B.7)

With AFW being the airframe weight defined as the manufacturer’s empty weight minus
the dry weight of the engines. A similar scheme is devised to derive the engine mainte-
nance cost using the static thrust at sea level, SLST, and the number of engines, NE.

𝐸𝑛𝑔𝑖𝑛𝑒 𝐿𝑎𝑏𝑜𝑢𝑟 = 25(0.645 + 0.05𝑆𝐿𝑆𝑇10ኾ )(0.566 + 0.434𝐵𝐻 )𝐵𝐻 𝑁𝐸 (B.8)

𝐸𝑛𝑔𝑖𝑛𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = (25 + 18𝑆𝐿𝑆𝑇10ኾ )(0.62 + 0.38𝐵𝐻 )𝐵𝐻 𝑁𝐸 (B.9)

𝐸𝑛𝑔𝑖𝑛𝑒 𝑇𝑜𝑡𝑎𝑙 = (3𝐸𝑛𝑔𝑖𝑛𝑒 𝐿𝑎𝑏𝑜𝑢𝑟 + 𝐸𝑛𝑔𝑖𝑛𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙) 𝐹𝐶 (B.10)

The fuel cost can simply be computed by multiplying the required fuel volume by the cost
as specified by the user.

The ownership costs are derived from the airframe cost. A method to estimate the devel-
opment, testing and production of an airframe is presented by Raymer [1]. The prescribed
model is a modified version of the DAPCA IV cost model that decomposes the airframe
cost in a number of subcomponents.

𝐸𝑛𝑔𝑖𝑛𝑒𝑒𝑟𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠 = 4.86𝑊ኺ.
፞ 𝑉ኺ.ዂዃኾ𝑄ኺ.ኻዀኽ = 𝐻ፄ (B.11)

𝑇𝑜𝑜𝑙𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠 = 5.99𝑊ኺ.
፞ 𝑉ኺ.ዀዃዀ𝑄ኺ.ኼዀኽ = 𝐻ፓ (B.12)

𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑜𝑟𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠 = 7.37𝑊ኺ.ዂኼ
፞ 𝑉ኺ.ኾዂኾ𝑄ኺ.ዀኾኻ = 𝐻ፌ (B.13)

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝐻𝑜𝑢𝑟𝑠 = 0.133𝐻ፌ = 𝐻ፐ (B.14)
𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝐶𝑜𝑠𝑡 = 45.42𝑊ኺ.ዀኽኺ

፞ 𝑉ኻ.ኽ = 𝐶ፃ (B.15)
𝐹𝑙𝑖𝑔ℎ𝑡 𝑇𝑒𝑠𝑡 𝐶𝑜𝑠𝑡 = 1243.03𝑊ኺ.ኺ.ኽኼ

፞ 𝑉ኺ.ዂኼኼ𝐹𝑇𝐴ኻ.ኼኻ = 𝐶ፅ (B.16)
𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝐶𝑜𝑠𝑡 = 11.0𝑊ኺ.ኺ.ዃኼኻ

፞ 𝑉ኺ.ዀኼኻ𝑄ኺ.ዃዃ = 𝐶ፌ (B.17)

In the equations𝑊 is the empty weight, V the maximum velocity in knots, Q the number
of aircraft to be produced and FTA being the number of flight test aircraft. The computed
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hours are multiplied by the respective average hourly rate and summed together with the
remaining costs. To arrive at the cost per aircraft, the total cost needs to be divided by
the number of aircraft, resulting in the following expression for the total airframe cost.

𝐴𝐹𝐶 =
𝐻ፄ ∗ 𝑅ፄ + 𝐻ፓ ∗ 𝑅ፓ + 𝐻ፌ ∗ 𝑅ፌ +𝐻ፐ ∗ 𝑅ፐ + 𝐶ፃ + 𝐶ፅ + 𝐶ፌ + 𝐶ፚ፯

𝑄 (B.18)

The parameterR denotes the average hourly rate, while 𝐶ፚ፯ is the estimate of the avionics
cost. The computed value can be inserted in the expressions for the ownership cost, with
𝑆𝑝𝑎𝑟𝑒𝑠 defined as the investment in spares as a percentage of 𝐴𝐹𝐶.

𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 = (1 − 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙) 𝐴𝐹𝐶
𝑃𝑒𝑟𝑖𝑜𝑑 + 𝑆𝑝𝑎𝑟𝑒𝑠ፚ፟

𝐴𝐹𝐶
𝑃𝑒𝑟𝑖𝑜𝑑 + 𝑆𝑝𝑎𝑟𝑒𝑠፞፧፠

𝐴𝐹𝐶
𝑃𝑒𝑟𝑖𝑜𝑑

(B.19)
𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 = 0.0035𝐴𝐹𝐶 (B.20)

𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 = 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒 (𝐴𝐹𝐶
(1 + 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒)ኼ ፏ፞፫።፨፝

−1 + (1 + 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑟𝑎𝑡𝑒)ኼ ፏ፞፫።፨፝
) (B.21)

The total cost is the summation of the ten listed components. The cost analysis requires
input from the user. For an indication of these values, the user is referred to reference
[33] and [1].

B.5. Phalanx
The Phalanx flight mechanics toolbox originated at the TU Delft as part of the Design
Engineering Engine. Over the years the system was featured in a number of European
projects, including in the multidisciplinary optimization of a BWB [40]. The program can
best be described as a variable fidelity scheme that is applicable to both rotorcraft and
fixed-wing aircraft. Due to its modular architecture, Phalanx is capable of linking sub-
models from different disciplines to construct a single, non-linear aircraft model. Using
the automatically generated aircraft model, the system is able to describe the behaviour
of the vehicle. Before the various stability analysis can be initiated, an equilibrium con-
dition needs to be established. By deploying each of the control surfaces individually
and monitoring their influence, the program is able to find a trimmed condition. Once the
trimmed condition is found, the user can select the type of analysis he or she is inter-
ested in. Amongst the available options are time domain simulations and an analysis of
the handling quality levels. Another feature embedded in Phalanx is the possibility to fly
the actual aircraft using the FlightGear package.

At the heart of the flight mechanics toolbox are the equations of motion. Modelling the
equations using multi-body dynamics creates a flexible program that allows for deforma-
tions during manoeuvres and the deployment of the landing gear. The Matlab based
program employs a module library from which various components can be selected. The
complexity, or fidelity, of the program can be defined using identifiers linked to a spe-
cific module. This set-up allows users to quickly modify or expand existing computational
blocks to tailor the simulation to their needs. The input required for these simulations are
dependent on the selected modules. The minimum input comprises of: the stability and
control derivatives; reference values; flight condition information; inertia tensor; aircraft
mass; control surface data; and information on the engine. The data pertaining to each
of these components is stored within an aircraft struct, that is build using the aircraft def-
inition script. This script provides the program with a high level description of the vehicle
and the fidelity of scheme. In addition, it links the aircraft specific data to the simulation
using a string-identifier. For further information on the program, the reader is referred to
reference [40].



C
Sensitivity Data

In Chapter 7 the influence of the available regression and correlation models on the re-
sponse surface have been described. An elaborate overview of the results of this analysis
is presented this appendix. The appendix is concluded by providing detailed information
on the computed error for each of the analysed parameters.

C.1. Sensitivity Data: Regression and Correlation Models

Table C.1: Accuracy of the exponential correlation model on the various parameters

Correlation model: Exp xxx.
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 120.44% 4.40% 0.39% 0.90% 0.41% 0.20%

 566.51% 3.60% 0.31% 0.79% 0.31% 0.16%
1 ፞ᑒᑧᑘ 74.67% 4.49% 0.43% 0.90% 0.44% 0.22%

 275.95% 4.01% 0.30% 0.70% 0.30% 0.16%
2 ፞ᑒᑧᑘ 43.98% 4.69% 0.36% 0.75% 0.40% 0.18%

 84.70% 4.20% 0.29% 0.69% 0.29% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 49.29% 5.11% 0.46% 0.94% 0.46% 0.25%
 114.14% 3.47% 0.29% 0.61% 0.28% 0.15%

1 ፞ᑒᑧᑘ 37.27% 4.42% 0.45% 0.79% 0.48% 0.26%
 61.00% 3.57% 0.27% 0.54% 0.28% 0.15%

2 ፞ᑒᑧᑘ 53.34% 4.60% 0.40% 0.64% 0.40% 0.22%
 198.35% 4.72% 0.26% 0.57% 0.28% 0.15%
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Table C.2: Accuracy of the Gaussian correlation model on the various parameters

Correlation model: Gaussian
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 201.73% 7.62% 0.48% 1.40% 0.48% 0.22%

 1008.43% 7.48% 0.41% 0.92% 0.38% 0.18%
1 ፞ᑒᑧᑘ 39.35% 5.93% 0.44% 1.02% 0.46% 0.23%

 58.93% 4.77% 0.33% 0.67% 0.34% 0.16%
2 ፞ᑒᑧᑘ 45.25% 4.18% 0.36% 0.76% 0.38% 0.18%

 84.01% 3.58% 0.29% 0.69% 0.30% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 35.39% 5.48% 0.46% 0.89% 0.47% 0.25%
 43.97% 3.66% 0.29% 0.60% 0.29% 0.17%

1 ፞ᑒᑧᑘ 67.71% 6.02% 0.48% 0.95% 0.50% 0.27%
 203.14% 5.13% 0.34% 0.91% 0.36% 0.19%

2 ፞ᑒᑧᑘ 55.80% 5.02% 0.39% 0.66% 0.41% 0.22%
 214.38% 4.47% 0.26% 0.56% 0.27% 0.14%

Table C.3: Accuracy of the linear correlation model on the various parameters

Correlation model: Lin xxxx.
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 94.55% 4.34% 0.38% 0.99% 0.42% 0.20%

 399.78% 3.52% 0.32% 0.79% 0.34% 0.16%
1 ፞ᑒᑧᑘ 86.42% 4.80% 0.39% 0.92% 0.42% 0.21%

 349.77% 4.03% 0.30% 0.76% 0.32% 0.15%
2 ፞ᑒᑧᑘ 44.22% 4.43% 0.35% 0.75% 0.38% 0.18%

 91.09% 3.82% 0.28% 0.70% 0.29% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 44.95% 5.18% 0.46% 0.91% 0.47% 0.25%
 89.51% 3.81% 0.29% 0.56% 0.32% 0.17%

1 ፞ᑒᑧᑘ 36.10% 4.41% 0.46% 0.80% 0.48% 0.26%
 51.25% 3.73% 0.29% 0.54% 0.30% 0.16%

2 ፞ᑒᑧᑘ 36.17% 4.44% 0.39% 0.67% 0.42% 0.22%
 91.62% 4.39% 0.26% 0.58% 0.28% 0.15%
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Table C.4: Accuracy of the spherical correlation model on the various parameters

Correlation model: Spherical
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 129.96% 4.45% 0.39% 0.93% 0.41% 0.20%

 626.15% 3.48% 0.32% 0.78% 0.32% 0.15%
1 ፞ᑒᑧᑘ 82.57% 4.62% 0.41% 0.93% 0.45% 0.22%

 314.25% 3.88% 0.31% 0.74% 0.33% 0.16%
2 ፞ᑒᑧᑘ 49.43% 4.30% 0.35% 0.75% 0.38% 0.18%

 126.64% 3.90% 0.28% 0.70% 0.29% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 35.39% 5.48% 0.46% 0.89% 0.47% 0.25%
 43.97% 3.66% 0.29% 0.60% 0.29% 0.17%

1 ፞ᑒᑧᑘ 47.03% 4.40% 0.46% 0.80% 0.49% 0.26%
 112.54% 3.44% 0.30% 0.54% 0.30% 0.16%

2 ፞ᑒᑧᑘ 42.68% 4.87% 0.40% 0.64% 0.41% 0.22%
 128.30% 4.84% 0.25% 0.60% 0.27% 0.15%

Table C.5: Accuracy of the cubic correlation model on the various parameters

Correlation model: Cubic xx.
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 77.36% 13.37% 0.53% 1.99% 0.53% 0.24%

 217.90% 19.34% 0.41% 1.76% 0.43% 0.20%
1 ፞ᑒᑧᑘ 40.23% 5.37% 0.45% 1.11% 0.46% 0.22%

 66.77% 5.57% 0.31% 0.78% 0.33% 0.16%
2 ፞ᑒᑧᑘ 45.12% 4.31% 0.36% 0.75% 0.39% 0.19%

 99.25% 3.34% 0.27% 0.70% 0.28% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 116.01% 10.31% 0.56% 2.18% 0.50% 0.27%
 420.60% 8.59% 0.38% 2.21% 0.40% 0.21%

1 ፞ᑒᑧᑘ 61.86% 6.65% 0.49% 0.99% 0.51% 0.27%
 160.71% 6.99% 0.32% 0.94% 0.34% 0.18%

2 ፞ᑒᑧᑘ 35.15% 4.65% 0.41% 0.66% 0.42% 0.22%
 85.97% 4.29% 0.27% 0.59% 0.29% 0.16%
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Table C.6: Accuracy of the spline correlation model on the various parameters

Correlation model: Spline xx.
Samples: 200

Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ
0 ፞ᑒᑧᑘ 284.08% 6.36% 0.46% 1.33% 0.49% 0.22%

 1519.71% 4.76% 0.40% 1.01% 0.38% 0.19%
1 ፞ᑒᑧᑘ 41.95% 6.02% 0.42% 0.99% 0.44% 0.21%

 59.81% 4.72% 0.30% 0.68% 0.33% 0.16%
2 ፞ᑒᑧᑘ 45.60% 4.39% 0.37% 0.77% 0.38% 0.18%

 102.49% 3.77% 0.28% 0.67% 0.30% 0.14%

Samples: 400
Polynomial order ፂᑟᒇ ፂᑟᒉᑣ ፋፃ ፖᑨᑚᑟᑘ ፌፓፎፖ ፃፎፂ

0 ፞ᑒᑧᑘ 105.88% 4.59% 0.45% 1.03% 0.47% 0.24%
 430.09% 3.98% 0.37% 0.84% 0.38% 0.19%

1 ፞ᑒᑧᑘ 47.23% 5.25% 0.47% 0.82% 0.49% 0.26%
 107.09% 4.78% 0.33% 0.65% 0.33% 0.18%

2 ፞ᑒᑧᑘ 37.54% 4.62% 0.39% 0.65% 0.40% 0.21%
 96.27% 4.22% 0.26% 0.57% 0.27% 0.14%
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C.2. Sensitivity Data: Error Estimation
To derive the accuracy of the system, 40 randomly generated winglets have been anal-
ysed by VSAero and compared to the response surface estimates.

Table C.7: Established error for ፂᑟᒇ and ፂᑟᒉᑣ , as computed using a 2nd order polynomial cubic scheme

ፂᑟᒇ ፂᑟᒉᑣ
Config Analysis Estimate Error Analysis Estimate Error

1 0.0138 0.0052 62.43% -0.0153 -0.0157 2.45%
2 0.0255 0.0238 6.62% -0.0254 -0.0254 0.15%
3 0.0030 0.0005 82.48% -0.0060 -0.0058 4.26%
4 0.0417 0.0399 4.27% -0.0219 -0.0234 6.57%
5 0.0444 0.0379 14.76% -0.0229 -0.0239 4.44%
6 -0.0029 -0.0018 35.39% -0.0065 -0.0070 6.75%
7 0.0026 0.0006 78.09% -0.0062 -0.0050 19.17%
8 0.0237 0.0270 14.19% -0.0184 -0.0181 1.86%
9 0.0249 0.0344 38.40% -0.0182 -0.0171 5.98%

10 0.0066 0.0034 49.26% -0.0069 -0.0077 11.67%
11 -0.0001 -0.0006 550.04% -0.0105 -0.0104 1.21%
12 0.0278 0.0209 24.70% -0.0172 -0.0163 5.09%
13 0.0252 0.0245 2.78% -0.0245 -0.0245 0.02%
14 0.0052 0.0042 18.93% -0.0073 -0.0069 5.36%
15 0.0195 0.0209 7.45% -0.0134 -0.0139 4.12%
16 0.0123 0.0116 6.18% -0.0101 -0.0107 6.03%
17 0.0056 0.0046 17.24% -0.0090 -0.0093 3.41%
18 0.0551 0.0532 3.45% -0.0247 -0.0275 10.99%
19 0.0285 0.0296 3.90% -0.0228 -0.0217 4.73%
20 0.0054 0.0074 37.81% -0.0149 -0.0135 9.27%
21 0.0232 0.0197 15.10% -0.0189 -0.0184 2.73%
22 -0.0052 -0.0030 43.57% -0.0116 -0.0097 15.89%
23 0.0068 0.0101 49.18% -0.0069 -0.0061 11.62%
24 0.0181 0.0134 26.14% -0.0156 -0.0158 1.15%
25 0.0192 0.0211 9.82% -0.0116 -0.0121 4.68%
26 0.0091 0.0063 30.82% -0.0104 -0.0106 1.73%
27 0.0399 0.0402 0.64% -0.0257 -0.0266 3.62%
28 0.0064 0.0072 11.38% -0.0130 -0.0130 0.45%
29 0.0161 0.0145 9.90% -0.0132 -0.0138 4.10%
30 0.0231 0.0176 23.82% -0.0146 -0.0145 0.28%
31 0.0049 0.0052 5.89% -0.0098 -0.0097 1.01%
32 0.0194 0.0233 19.96% -0.0190 -0.0178 6.36%
33 0.0185 0.0141 23.75% -0.0155 -0.0157 1.07%
34 0.0665 0.0532 19.94% -0.0409 -0.0398 2.86%
35 0.0346 0.0355 2.74% -0.0267 -0.0260 2.62%
36 0.0372 0.0346 7.05% -0.0216 -0.0229 5.59%
37 0.0287 0.0390 35.59% -0.0230 -0.0229 0.51%
38 0.0388 0.0360 7.24% -0.0213 -0.0217 1.66%
39 0.0300 0.0304 1.40% -0.0146 -0.0148 1.21%
40 0.0340 0.0327 3.80% -0.0184 -0.0190 3.52%
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Table C.8: Established error for ፂᑝᒇ and ፂᑐᒇ , as computed using a 2nd order polynomial cubic scheme

ፂᑝᒇ ፂᑐᒉᑣ
Config Analysis Estimate Error Analysis Estimate Error

1 -0.1606 -0.1040 35.25% -0.0852 -0.0648 23.99%
2 -0.1210 -0.1412 16.64% -0.1162 -0.1163 0.10%
3 -0.1481 -0.1006 32.08% -0.0542 -0.0473 12.67%
4 -0.1466 -0.1164 20.59% -0.1569 -0.1507 3.94%
5 -0.1460 -0.1397 4.28% -0.1679 -0.1521 9.40%
6 -0.0806 -0.0826 2.53% -0.0404 -0.0389 3.54%
7 -0.1401 -0.1001 28.58% -0.0543 -0.0421 22.51%
8 -0.1143 -0.1202 5.18% -0.1080 -0.1110 2.78%
9 -0.0878 -0.1069 21.74% -0.1159 -0.1365 17.77%

10 -0.1328 -0.0973 26.69% -0.0628 -0.0513 18.31%
11 -0.0895 -0.1007 12.59% -0.0472 -0.0455 3.51%
12 -0.1476 -0.1079 26.89% -0.1249 -0.1062 14.93%
13 -0.1584 -0.1337 15.58% -0.1150 -0.1145 0.41%
14 -0.0834 -0.0986 18.18% -0.0608 -0.0661 8.68%
15 -0.0953 -0.1045 9.67% -0.0960 -0.0990 3.16%
16 -0.1230 -0.1061 13.69% -0.0752 -0.0752 0.04%
17 -0.0810 -0.0937 15.64% -0.0628 -0.0619 1.36%
18 -0.1295 -0.1058 18.28% -0.1881 -0.1812 3.69%
19 -0.1029 -0.1224 18.96% -0.1218 -0.1247 2.36%
20 -0.0773 -0.1055 36.47% -0.0634 -0.0708 11.57%
21 -0.1249 -0.1352 8.27% -0.1103 -0.1019 7.67%
22 -0.0547 -0.0855 56.43% -0.0359 -0.0394 9.73%
23 -0.0913 -0.0966 5.80% -0.0668 -0.0734 9.79%
24 -0.1522 -0.1209 20.56% -0.0952 -0.0836 12.19%
25 -0.1207 -0.1253 3.76% -0.1034 -0.1060 2.59%
26 -0.0989 -0.1135 14.82% -0.0718 -0.0699 2.58%
27 -0.1212 -0.0985 18.71% -0.1482 -0.1460 1.51%
28 -0.0877 -0.0987 12.52% -0.0656 -0.0696 6.15%
29 -0.1286 -0.1100 14.47% -0.0906 -0.0831 8.20%
30 -0.1658 -0.1220 26.37% -0.1067 -0.0969 9.19%
31 -0.1173 -0.1119 4.64% -0.0608 -0.0638 5.03%
32 -0.0848 -0.1266 49.27% -0.0965 -0.1070 10.87%
33 -0.1561 -0.1222 21.70% -0.0988 -0.0960 2.82%
34 -0.1713 -0.1323 22.77% -0.2253 -0.1948 13.53%
35 -0.1336 -0.1433 7.26% -0.1387 -0.1428 2.96%
36 -0.1247 -0.1268 1.72% -0.1481 -0.1445 2.42%
37 -0.1012 -0.1324 30.74% -0.1233 -0.1465 18.85%
38 -0.1424 -0.1177 17.34% -0.1553 -0.1489 4.16%
39 -0.1200 -0.1061 11.55% -0.1263 -0.1267 0.33%
40 -0.1219 -0.1209 0.89% -0.1329 -0.1363 2.52%
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Table C.9: Established error for ᎑ᑣᑔᑨ , as computed using a 2nd order polynomial cubic scheme

᎑ᑣᑔᑨ
Analysis Estimate Error
39.2595 16.7163 57.42%
43.8206 45.0615 2.83%
21.7216 7.4517 65.69%
83.0040 82.6842 0.39%
84.7809 68.5981 19.09%
-19.1225 -19.5689 2.33%
18.0446 -0.3817 102.12%
56.0387 54.0388 3.57%
59.7197 75.6729 26.71%
41.9760 11.4408 72.74%
-0.3790 -3.2874 767.42%
70.5489 55.5439 21.27%
44.9149 42.1706 6.11%
30.7872 37.0173 20.24%
63.6782 61.8825 2.82%
53.5698 46.5676 13.07%
27.1314 21.8692 19.40%
97.2282 81.3577 16.32%
54.6696 61.6594 12.79%
15.7073 24.4135 55.43%
53.3553 47.6016 10.78%
-19.7649 -5.0992 74.20%
42.4407 58.0881 36.87%
50.5014 33.7382 33.19%
72.4244 70.1237 3.18%
37.9683 28.3260 25.40%
67.9023 71.7903 5.73%
21.6105 28.2264 30.61%
53.1661 42.4236 20.21%
69.0663 51.3546 25.64%
21.8225 23.0484 5.62%
44.7346 60.5437 35.34%
52.2309 52.4768 0.47%
70.8986 64.4580 9.08%
56.5638 66.1483 16.94%
75.1178 71.1750 5.25%
54.4173 64.1410 17.87%
79.5727 76.9160 3.34%
89.5651 89.8283 0.29%
80.6870 77.6843 3.72%
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Table C.10: Established error for ᎘ᑤᑡ and ᎘ᑣᑞ, as computed using a 2nd order polynomial cubic scheme

᎘ᑤᑡ ᎘ᑣᑞ
Config Analysis Estimate Error Analysis Estimate Error
0.0278 0.0319 14.57% 3.5525 3.3720 5.08%
0.0190 0.0155 18.13% 3.8731 3.8135 1.54%
0.0473 0.0438 7.47% 2.6289 3.4612 31.66%
0.0123 0.0180 46.59% 3.1413 3.4452 9.67%
0.0154 0.0180 16.98% 3.7584 3.5451 5.68%
0.0405 0.0420 3.69% 4.0653 3.2639 19.71%
0.0323 0.0370 14.55% 3.2597 3.4219 4.98%
0.0041 0.0178 333.07% 4.6842 3.6914 21.20%
0.0065 0.0114 75.39% 3.7838 3.4134 9.79%
0.0313 0.0362 15.91% 3.0333 3.2836 8.25%
0.0535 0.0400 25.19% 3.3573 3.4654 3.22%
0.0244 0.0179 26.56% 3.8571 3.4010 11.82%
0.0255 0.0212 16.67% 3.2596 3.6284 11.32%
0.0205 0.0278 35.64% 3.9516 3.4483 12.74%
0.0165 0.0208 26.42% 3.5789 3.3320 6.90%
0.0336 0.0265 21.05% 2.8279 3.4022 20.31%
0.0223 0.0265 18.74% 3.3278 3.2617 1.98%
0.0168 0.0228 35.72% 3.4116 3.5287 3.43%
0.0002 0.0191 11019.55% 3.4965 3.3523 4.12%
0.0355 0.0305 14.10% 4.4019 3.4113 22.50%
0.0146 0.0169 15.87% 4.3127 3.5971 16.59%
0.0346 0.0410 18.44% 3.6895 3.1870 13.62%
0.0219 0.0198 9.88% 3.3680 3.3634 0.14%
0.0243 0.0290 19.09% 3.0199 3.3106 9.63%
0.0299 0.0156 47.93% 3.7210 3.2834 11.76%
0.0329 0.0283 14.04% 3.7502 3.3884 9.65%
0.0097 0.0149 54.22% 3.2613 3.4497 5.78%
0.0316 0.0274 13.38% 3.4507 3.2880 4.72%
0.0323 0.0228 29.50% 2.5752 3.3762 31.11%
0.0173 0.0205 18.85% 3.2221 3.4978 8.55%
0.0270 0.0269 0.36% 3.7172 3.4211 7.97%
0.0146 0.0242 65.66% 4.1611 3.7942 8.82%
0.0104 0.0177 70.60% 3.8757 3.4934 9.86%
0.0033 0.0145 343.97% 3.8786 3.7461 3.41%
0.0053 0.0162 203.74% 3.7809 3.5483 6.15%
0.0055 0.0143 158.38% 3.1355 3.4502 10.03%
0.0076 0.0177 133.70% 3.5644 3.3921 4.84%
0.0236 0.0144 39.06% 3.0747 3.2573 5.94%
0.0057 0.0128 123.68% 3.6810 3.4400 6.55%
0.0022 0.0176 710.21% 3.0521 3.3028 8.21%
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Table C.11: Established error for ᎓ᑕᑣ and Ꭶᑕᑣ, as computed using a 2nd order polynomial cubic scheme

᎓ᑕᑣ Ꭶᑕᑣ
Config Analysis Estimate Error Analysis Estimate Error
0.1509 0.1444 4.34% 0.2794 0.2488 10.95%
0.3645 0.3195 12.34% 0.2428 0.2558 5.37%
0.0712 0.0764 7.40% 0.3143 0.2189 30.35%
0.3659 0.4629 26.50% 0.2834 0.2504 11.63%
0.4418 0.4637 4.94% 0.2691 0.2687 0.12%
0.0422 0.0269 36.31% 0.1876 0.2183 16.36%
0.0636 0.0360 43.35% 0.2752 0.2209 19.71%
0.3945 0.3512 10.96% 0.2069 0.2440 17.91%
0.3332 0.4074 22.29% 0.2048 0.2235 9.14%
0.1121 0.0771 31.22% 0.2764 0.2278 17.58%
0.0753 0.0595 21.05% 0.2154 0.2246 4.30%
0.2647 0.2729 3.08% 0.2541 0.2365 6.95%
0.3021 0.3122 3.35% 0.2866 0.2562 10.60%
0.1170 0.1413 20.75% 0.1919 0.2213 15.34%
0.2656 0.2555 3.81% 0.2136 0.2340 9.51%
0.1637 0.1827 11.58% 0.2735 0.2317 15.28%
0.1202 0.1062 11.65% 0.2060 0.2355 14.31%
0.5684 0.5855 3.00% 0.2701 0.2445 9.48%
0.3258 0.3249 0.27% 0.2286 0.2551 11.61%
0.1710 0.1706 0.24% 0.1723 0.2334 35.47%
0.3362 0.2400 28.61% 0.2317 0.2552 10.15%
0.0173 0.0541 212.47% 0.1633 0.2224 36.16%
0.1287 0.1761 36.77% 0.2173 0.2196 1.06%
0.2193 0.1926 12.16% 0.2946 0.2510 14.80%
0.2451 0.2754 12.37% 0.2336 0.2551 9.21%
0.1697 0.1435 15.46% 0.2120 0.2392 12.83%
0.4715 0.4358 7.57% 0.2622 0.2317 11.64%
0.1766 0.1231 30.25% 0.2088 0.2297 10.03%
0.1685 0.2067 22.67% 0.2933 0.2379 18.88%
0.2608 0.2651 1.66% 0.2984 0.2470 17.21%
0.1197 0.1130 5.60% 0.2344 0.2363 0.80%
0.2980 0.3282 10.11% 0.1859 0.2403 29.25%
0.1636 0.2354 43.88% 0.2649 0.2453 7.40%
0.5765 0.5861 1.67% 0.2765 0.2630 4.90%
0.5137 0.4002 22.09% 0.2549 0.2709 6.24%
0.3211 0.3795 18.19% 0.2636 0.2563 2.78%
0.3952 0.3980 0.71% 0.2220 0.2654 19.56%
0.2829 0.4002 41.48% 0.2796 0.2523 9.75%
0.3779 0.3989 5.57% 0.2431 0.2346 3.49%
0.4120 0.4198 1.89% 0.2682 0.2503 6.67%
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Analysis of the response surface indicates disproportionally large errors for parameter
values approaching zero. These values have a significant impact on the average error.
As a result the error becomes distorted, leading to uncharacteristic 𝑒ፚ፯፠ and 𝜎. Therefore,
the error of parameters approaching zero are omitted, to provide a better representation
of the accuracy of the scheme.

Table C.12: average error and standard deviation of the presented parameters

፞ᑒᑧᑘ 
ፂᑟᒇ 35.15% 85.97%
ፂᑟᒉᑣ 4.65% 4.29%
ፂᑝᒇ 18.23% 12.37%
ፂᑪᒇ 7.45% 6.42%
᎑ᑣᑔᑨ 22.35% 23.91%
᎘ᑤᑡ 58.00% 114.82%
᎘ᑣᑞ 9.98% 7.30%
᎓ᑕᑣ 15.31% 13.20%
Ꭶᑕᑣ 12.62% 8.65%
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