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SUMMARY

A scanning tunnelling microscope (STM) is a powerful tool that allows "seeing" or "touch-
ing" individual atoms of a surface or adsorbed on a surface. This feat is made possible
by the precise positioning of a sharp conducting probe, a.k.a. the tip, close enough to a
conducting sample that the electron can jump between them. This is made possible by
a phenomenon called quantum tunnelling and presented in more detail in Chapter 2.

Often, in STM experiments, the tip is hopefully external to the observation, like mi-
croscopes and telescopes have no impact on the object emitting the light they receive.
However, for the STM, this approximation is only sometimes valid, and the effect of the
nearby tip often needs to be considered in the observation modelling. This thesis aimed
to not only consider the effect of the tip but also to make it an active part of the experi-
ments. This is accomplished in multiple ways: as an atom manipulator (chapters 5 and
6), as a local magnetic field source (chapter 5), or as a confining potential (chapter 6).

After a brief introduction in Chapter 1, the thesis presents in Chapter 2 the back-
ground theory and experimental considerations needed for the following chapters. The
chapter begins by explaining the quantum tunnelling phenomenon and some experi-
mental techniques used in the thesis, like differential conductance and spin-polarised
electron tunnelling. This chapter also introduces the two STMs present in our lab and
used for the thesis. The chapter concludes by presenting a historical and theoretical
overview of the image potential state, which is central to the experiment in Chapter 6.

Following this mise-en-bouche, Chapter 3 develops two models used for numerical
calculation and interpretation of the experimental observations. The first model intro-
duces the Spin Hamiltonian and the rate equation. These two allow us to reproduce the
measurements on a single or multiple interacting magnetic adatoms with good fidelity.
The second model merges the multiple potentials produced by the tip and sample. The
global potential allows us to correctly predict the energy of the image potential states
observed in Chapter 6.

Chapter 4 presents the novel Cu2N over Cu3Au substrate used in the following chap-
ter. This substrate combines the well-known properties of CuN over Cu without being
constrained by the lattice mismatch limiting the island size. This allows larger structures
to be assembled on the substrate without compromising the ease of atom manipula-
tion. This substrate forms the base on which are assembled the instrinically frustrated
atomic spin loops presented in Chapter 5. Those loops are studied notably by using the
tip on which a magnetic cluster is attached to create a local magnetic field. This local
field allows us to locally bias the global and probe the behaviour of the loop under new
conditions, revealing properties that could not be observed before.

ix



x SUMMARY

In the last chapter, Chapter 6, the STM is used to probe higher energy resonance,
the field-emission resonance (FER). The FERs are the manifestation of local states ex-
isting above certain surfaces called image potential states (IPS). In our STM setup, the
IPSs are not only constrained by the potential created by the tip and its position but
also by square areas of bare copper surrounded by insulating chloride. These squares
create a potential that laterally confines the electrons that exhibit particle-in-a-box-like
behaviours. Changing the distance between the sample and the tip changes the shape
of the tip potential and gives us a new adjustable parameter, helping the understanding
of the observations.



SAMENVATTING

Een scanning tunnelling microscope (STM) is een krachtig instrument waarmee indi-
viduele atomen aan een oppervlak of geadsorbeerd op een oppervlak kunnen worden
"gezienöf äangeraakt". Deze prestatie wordt mogelijk gemaakt door een scherpe gelei-
dende naald, ook wel de tip genoemd, zo dicht bij een geleidend substraat te plaatsen
dat een elektron van de een naar de ander kan springen. Dit wordt mogelijk gemaakt
door een fenomeen dat quantum tunneling wordt genoemd en in meer detail wordt be-
schreven in hoofdstuk 2.

Idealiter is de naald bij STM-experimenten extern aan de waarneming, zoals micro-
scopen en telescopen geen invloed hebben op het object dat het licht uitzendt dat ze
ontvangen. Voor de STM is deze benadering echter slechts soms geldig en moet het ef-
fect van de nabije tip vaak worden meegenomen in het modelleren van de observatie.
Deze dissertatie is erop gericht om niet alleen rekening te houden met het effect van de
tip, maar om het ook een actief onderdeel van de experimenten te maken. Dit wordt op
verschillende manieren bereikt: als een atoommanipulator (hoofdstuk 5 en 6), als een
lokale magnetische veldbron (hoofdstuk 5), of als een opsluitende potentiaal (hoofdstuk
6).

Na een korte introductie in hoofdstuk 1, presenteert het proefschrift in hoofdstuk 2
de achtergrondtheorie en experimentele overwegingen die nodig zijn voor de volgende
hoofdstukken. Het hoofdstuk begint met het uitleggen van het kwantumtunnelfeno-
meen en enkele experimentele technieken die in het proefschrift gebruikt worden, zoals
differentiële geleiding en spin-gepolariseerde elektronentunneling. Dit hoofdstuk in-
troduceert ook de twee STM’s die in ons lab aanwezig zijn en gebruikt worden voor dit
proefschrift. Het hoofdstuk sluit af met een historisch en theoretisch overzicht van de
beeldpotentiaaltoestand, die centraal staat in het experiment in hoofdstuk 6.

Na deze mise-en-bouche ontwikkelt hoofdstuk 3 twee modellen die gebruikt wor-
den voor de numerieke berekening en interpretatie van de experimentele waarnemin-
gen. Het eerste model introduceert de spin Hamiltoniaan en de snelheidsvergelijking.
Deze twee stellen ons in staat om de metingen aan een enkel of meerdere wisselwer-
kende magnetische atomen met goede getrouwheid te reproduceren. Het tweede model
voegt de meervoudige potentialen samen die door de tip en het substraat worden gepro-
duceerd. De globale potentiaal stelt ons in staat om de energie van de beeldpotentiaal-
toestanden waargenomen in hoofdstuk 6 correct te voorspellen.

Hoofdstuk 4 presenteert het nieuwe Cu2N op Cu3Au substraat dat in het volgende
hoofdstuk wordt gebruikt. Dit substraat combineert de bekende eigenschappen van
Cu2N over Cu zonder beperkt te worden door de roosterafwijking die de eilandgrootte
beperkt. Hierdoor kunnen grotere structuren worden geassembleerd op het substraat

xi



xii SAMENVATTING

zonder afbreuk te doen aan het gemak van atoommanipulatie. Dit substraat vormt de
basis waarop de instrinsiek magnetisch gefrustreerde atomaire spinlussen uit hoofdstuk
5 worden geassembleerd. Deze lussen worden met name bestudeerd door de tip waarop
een magnetisch cluster is bevestigd te gebruiken om een lokaal magnetisch veld te cre-
ëren. Dit lokale veld stelt ons in staat om de globaal lokaal te beïnvloeden en het gedrag
van de lus onder nieuwe omstandigheden te onderzoeken, waardoor eigenschappen aan
het licht komen die voorheen niet waargenomen konden worden.

In het laatste hoofdstuk, hoofdstuk 6, wordt de STM gebruikt om hogere energie re-
sonanties te onderzoeken, de field-emission resonance (FER). De FER’s zijn de manifes-
tatie van lokale toestanden die boven bepaalde oppervlakken bestaan, image potential
states (IPS) genoemd. In onze STM-opstelling worden de IPS niet alleen beperkt door
de potentiaal die gecreëerd wordt door de tip en zijn positie, maar ook door vierkante
gebieden van zuiver koper omgeven door isolerend chloride. Deze vierkanten creëren
een potentiaal die zijdelings de elektronen insluit die deeltje-in-een-doos gedrag verto-
nen. Het veranderen van de afstand tussen het substraat en de tip verandert de vorm
van de potentiaal van de tip en geeft ons een nieuwe instelbare parameter die helpt bij
het begrijpen van de waarnemingen.



1
INTRODUCTION

In this thesis, using scanning tunnelling microscopes we manipulate atoms deposed on
surfaces to create and observe quantum states – frustrated magnetic states existing in
specifically engineered atoms loop; and electronic states trapped vertically by image po-
tential states and vertically by square holes in an insulating layer of chlorine. In addition,
the growth of CuN islands over Cu3Au surface is presented. This constitutes a novel sub-
strate allowing large insulating islands suitable for atomic manipulation and assembling
large magnetic structures, like the magnetically frustrated spin loop. We take special at-
tention to the role of the STM probe tip in these experimental contexts. The tip is employed
as a tool for manipulating surface atoms; an adjustable component enabling modifica-
tion of the local magnetic field and distribution of spin states; and a confining potential
altering the conditions for electron trapping above the surface.

1
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2 1. INTRODUCTION

Observing, understanding, and changing the matter at increasingly smaller scales
has been a long-standing pursuit in science[1, 2]. Whether for creating electronic com-
ponents on a silicon chip[3], building quantum computers[4] or developing more effi-
cient solar panels[5, 6], understanding the behaviour of those systems at their smallest
composing block, the molecules and atoms, is fundamental to pushing them further.

However, most instruments and experiments can only address large ensembles of
atoms and molecules, and observed behaviour will be an average over many atoms. Ob-
serving individual atoms and molecules is challenging, but something that is now done
routinely in many using scanning tunnelling microscope (STM)[7, 8]. STM is a powerful
tool for observing and manipulating matter at the atomic scale[9, 10]. The possibility
to observe, experiment and manipulate individual atoms at the atomic scale opens un-
precedented opportunities for fundamental research and potential technological appli-
cations.

The fundamental concept distinguishing the STM from other scanning probe mi-
croscopes is the quantum tunnelling current created by the proximity of its conducting
probe to the sample surface[11]. The presence of this probe, or tip, is often neglected
in the observation analysis and experimental design. In this thesis, the tip will play an
active role in multiple aspects of the experiments. Depending on the context, it will be a
tool used to move the surface’s atoms via vertical and horizontal manipulations; an ad-
justable component of the experimental, allowing the modification of the local magnetic
field and changing the distribution of the spin states; or a confining potential, changing
the condition in which electrons are trapped electrons above a surface.

THESIS OUTLINE

The next chapter introduces the basic theory of quantum tunnelling, its application to
the STM, and the basic experimental techniques used in the thesis. Basic concepts com-
mon to many STM experiments are discussed, like topographic maps of a surface, differ-
ential conductance (dI/dV), lock-in measurements, inelastic electron tunnelling spec-
troscopy, spin-polarised electron tunnelling, and the experimental techniques of atom
manipulation with an STM. This introduction of the fundamentals of STM is followed by
a brief description of the two STMs available in the labs that were used to perform the
experiments, a JT-STM by SPECSTM and a USM 1300S by UNISOKUTM. This chapter con-
cludes with a historical and theoretical presentation of the image potential states (IPS)
and their manifestation with an STM, the field emission resonance (FER). The IPS exist
above certain surfaces and can trap electrons in short-lived states observable with an
STM in a high-voltage regime — above the work function of the surface. In this regime,
the working principle differs from the usual STM usage as the current is generated by
field emission instead of quantum tunnelling.

This discussion on STM is followed in Chapter 3 by an exploration of the numerical
methods and models used to simulate the frustrated spin loop and the image potential
states. The Spin Hamiltonian model is introduced, including the Zeeman effect, mag-
netic anisotropy, and the Heisenberg coupling. The Spin Hamiltonian will be the refer-
ence model for evaluating the spin states. The utilisation of the rate equation and Pauli
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3

Master Equation formalism is used to calculate the transitions between the quantum
states and how they manifest in the resulting quantum dynamics in Chapter 5. Finally,
this chapter presents an approach to evaluate the wavefunction existing in arbitrary po-
tentials by solving the Schrödinger equation using a variational principle. This will be
applied to the calculation of image potential states, allowing the modelling of the com-
plex potential created by the chlorine vacancy patches and the tip in Chapter 6.

In Chapter 4, atom manipulation, quantum states, and magnetism are left temporar-
ily behind to present the experimental realisation of large insulating nitride islands grown
on Cu3Au. By using a Cu3Au substrate, the nitride islands can grow larger, unhindered
by the lattice mismatch compared with the commonly used Cu substrate. We notably
explore the effect of the temperate on the island’s growth process. The resulting surface
was used as the base canvas for the experimental realisation of a magnetically frustrated
spin-loop presented in Chapter 5.

Chapter 5 discusses the realisation and observation of state switching in engineered
intrinsically frustrated spin loops assembled by vertical manipulation on Cu2N islands
on Cu3N. The justification for the design of the magnetic frustration loop is explained,
including a theoretical analysis of the resulting structure and quantum states. The as-
sembling process is shown, and the experimental observation of the spin states is pre-
sented. These observations are obtained using a spin-polarised tip and include spon-
taneous state switchings. It shows how the presence of the tip can influence the distri-
bution and frequency of the switches and how the tip can be used to force changes in
the ground state of the loop. The chapter is concluded by a numerical analysis trying to
explain the experimental observation, notably the unsymmetric behaviour of the loop.

The last chapter, chapter 6, presents the realisation and analysis of particle-in-a-box
electronic states created by image potential states locally confined by chlorine nitride.
Chlorine atoms evaporated on a Cu(111) surface create a chlorine monolayer. If under-
saturated, some holes or chlorine vacancies will exist. Chlorine vacancies were moved
using horizontal manipulations and bunched together to create patches of copper sur-
rounded by insulating chlorine atoms. The resulting configuration forms a potential
confining the field emission resonances laterally and creating paticle-in-a-box electron
states. The tip acts on the vertical confinement and modifies the energy of the reso-
nances. Numerical calculations bring a deeper understanding of the conditions creating
the observed states.
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2
STM THEORY AND EXPERIMENTAL

METHODOLOGY

In this chapter, we briefly describe the physics behind a Scanning Tunnelling Microscope
(STM) and the basic experimental methods used in STM experiments and relevant for the
following chapters. The experimental methods presented include topographic scans, lock-
in measurements, inelastic electron tunnelling spectroscopy and spin-polarised electron
tunnelling, and the description of the two scanning tunnelling microscopes (STM) in our
labs. A presentation of the image potential state and field emission resonance concludes
the chapter.

2.1. SCANNING TUNNELLING MICROSCOPY

Gerd Binnig and Heinrich Rohrer developed the Scanning Tunnelling Microscope (STM)
in 1981 at the IBM Zürich[1, 2] research laboratories. They received the Nobel Prize in
Physics for this invention in 1986. The apparatus measures small currents created by
the quantum tunnelling of electrons between a sharp conducting electrode, often called
’tip’, and a sample. For the current to be measurable, the distance between the tip and the
sample needs to be small, in the order of a nanometer, and a difference in electric poten-
tial must exist between the tip and the sample. Piezoelectric actuators control the tip’s
precise positioning over the surface and are usually regulated via a feedback loop linking
the current and the separation of the tip and sample. The exponential dependence of the
current on the distance to the sample and the precise positioning of the tip give enough
resolution that, in certain conditions, even a single atom can be distinguished.

Essentially, an STM "only" measures the electric current flowing between a tip and a
sample. What makes an STM interesting is how this current is generated and controlled.
Unlike usual electric circuits, the circuit is never fully closed as the tip and sample are not

5
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Figure 2.1: Simple STM schematic. An STM function on the principle of quantum tunnelling of electrons.
When the distance s is small enough, in the order of a nanometer, a small current will be generated when a
potential difference is applied between the tip and the sample. This intensity of the current will change with
the distance between the tip and the sample.

in contact during the measurements; a gap always exists. The circuit gap often consists
of vacuum, but could also be filled by gases or liquids[3–6]. If we follow the classical
law of electromagnetism, as stated by Maxwell, when a constant potential is applied,
no current should flow through this open circuit. However, quantum mechanics allows
the tunnelling of electrons between the tip and the sample. Quantum tunnelling will be
discussed in more detail shortly. When a constant difference of electric potential exists
between the tip and the sample, and the distance between the two is in the order of a
nanometer, a weak but measurable net current will flow through the gap. The intensity of
this current depends exponentially on the size of the gap and allows the fine control and
positioning of the tip via piezoelectric actuators. A schematic illustration of the working
principle of an STM is shown in Figure 2.1.

The STM opens the door to many experiments probing physics and chemistry at a
previously inaccessible scale. In the years following its invention, and up to the present
day, physicists design new experiments and explore new physics by observing different
samples[7–10]; manipulating the atoms of various samples[11–14]; using the precise po-
sitioning [15–19]; adjusting the nature of the tip [20–25]; the modulation of the electric
potential[17, 26–31]; or of the magnetic field [32–36].

The following section will introduce the basic theory, terminology and experimental
techniques used in this thesis. We will briefly introduce the physics behind the quan-
tum tunnelling phenomenon and the basic experimental techniques used in the thesis,
like topographic scanning, inelastic electron tunnelling spectroscopy, differential con-
ductance, spin-polarised STM and atom manipulation.

2.1.1. QUANTUM TUNNELLING

At its core, an STM harnesses the quantum nature of the small-scale world by utilising
the quantum tunnelling effect to create a current. Quantum tunnelling arises from the
laws of quantum mechanics and states that a particle can cross through a potential wall,
albeit with a small probability, even if the energy of that particle is not high enough to
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Figure 2.2: Schema of a flux of particles through a square potential. A flux of particles from the left (ψ1) en-
counters a potential wall (ψ2) of length s. The energy of the particles is not sufficient to overcome the wall. The
Schrödinger equation allows a solution where the is a non-zero probability that the particle can be observed
at the region on the right (ψ3).

pass over that wall classically. It will be like placing a ball somewhere inside a bowl and
later finding it outside without external intervention. Classically, wherever you place the
ball, it would not have enough energy to go higher than its initial height, and so above
the side of the bowl. However, in the quantum world, it is possible. In fact, as long as the
side of the bowl is not infinite in height, there is a finite probability that this will happen
at any moment.

To understand quantum tunnelling, we can start by considering the uncertainty prin-
ciple applied to the complementary variables that are time and energy[37]. This leads to
the relation

∆t∆E ≥ ħ
2

. (2.1)

This equation states that considering a short timescale, the particle’s energy becomes
less certain and can reach an energy high enough to overcome the barrier, albeit for a
short time. The higher the energy, the shorter the time, and the less probable to observe
the particle beyond the barrier. This equation is similarly interpreted for the appearance
and disappearance on a short timescale of virtual particles in the quantum vacuum. Al-
though, this interpretation of Equation 2.1 is not universally accepted[38].

A more usual approach to interpreting quantum tunnelling is to use the wave com-
ponent of the wave-particle duality of the matter. This approach requires that we define
a potential, express the situation using the Schrödinger equation and solve the result-
ing problem. This is a standard exercise part of most undergraduate quantum physics
course curricula. An analytic solution exists for some simple situations. The reader can
refer to undergraduate physics textbooks for more details[39, 40].

A simple model to describe quantum tunnelling, or an STM junction, is a one-dimensional
system where particles travel from the left toward a finite potential wall of height V0 and
width s. This system is illustrated in Figure 2.2. The solution to the Schrödinger equation
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for this system for the three regions will be (without the time-dependent part):

ψ(x) =


ψ1(x) = A1ei kx +B1e−i kx if x <−s/2,

ψ2(x) = A2eκx +B2e−κx if − s/2 < x < s/2,

ψ3(x) = A3ei kx +B3e−i kx if x > s/2.

(2.2)

with

k =
√

2mE

ħ2 , κ=
√

2m(V0 −E)

ħ2 . (2.3)

The Ai factors are associated with particles travelling from left to right (increasing x)
and the Bi from right to left (decreasing x). With that information, we can conclude
that B3 = 0 as no particles are coming from the right. We can express the fraction of

transmitted particles as T =
∣∣∣ A3

A1

∣∣∣2
.

This set of equations can be solved for the Ai and Bi by imposing the continuity of
ψ(x) and ψ′(x) at x =±s/2. This allows us to write the faction of transmitted flux as

T =
∣∣∣∣ A3

A1

∣∣∣∣2

= 16k2κ2e2sκ(
e2sκ−1

)2(k2 −κ2
)2 +4

(
kκ

(
e2sκ+1

))2 . (2.4)

We can simplify Equation 2.4 by considering the case where s or V0 are large enough so
that e2sκ≫ 1. In that case, we can write T as

T ≈ 16

(
kκ

k2 +κ2

)2

e−2sκ = 16

(
E

V0
− E 2

V 2
0

)
e−2s

p
2m(V0−E)/ħ2

(2.5)

We can see from Equation 2.5 that the flux of particles on the right side of the potential
wall goes to zero only when V0 →∞ or s →∞, and that in all real scenarios, the proba-
bility is finite. This is a remarkable observation concerning our physical world: there is
always a finite probability that some particles will go through a barrier. However, we can
also observe that this finite value grows exponentially small as function of barrier width
and can easily reach negligible values.

For reference, a flux of E = 1 eV electrons travelling toward a potential of V0 = 1.1 eV
and length s = 1 nm will have a probability to cross it of T ≈ 0.052. If the gap length is in-
creased to s = 10 nm, this value drops to T ≈ 1.12 ·10−14. Those conditions are similar to
what can be used in an STM experiment. We can see that the current flowing through an
STM junction decreases rapidly and, as a consequence, will only be detectable when the
tip is sufficiently close to the sample. The current will drop exponentially fast as the tip
moves away from the surface. The distance where a current can be measured is some-
where between the length of a chemical bond (∼ 100−200 pm) and a few nm. Achieving
such precise positioning requires advanced mechanical isolation and actuators.

To observe a net current in an STM, in addition to letting only a small gap between
tip and sample, allowing the quantum tunnelling of electrons, a difference of electric
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potential must exist between the two electrodes. If not, the current produced by the
electrons tunnelling in both directions will cancel, and no net current will be measured.
The electric potential between the tip and the sample is usually called the bias voltage of
simply bias.

It is to be noted that even if a circuit is open, electric current can exist when the elec-
tric potential is changing. This is, in fact, a common situation in our daily life as most
electric sources are alternating potential, and any transformers or capacitors are effec-
tively open circuits. The tip and sample of an STM can be seen as forming a capacitor.
This can be used to evaluate the tip-sample distance when the distance doesn’t allow
tunnelling current[41]. This is also something to consider during the experiments, es-
pecially when using techniques such as lock-in measurement, which is introduced in
subsection 2.1.3.

2.1.2. TOPOGRAPHY

One of the fundamental capabilities of an STM is its ability to generate topographic scans
of surfaces with a precision that allows researchers to "see" the surface at the atomic
level. The scans are constructed by systematically moving the STM tip across the surface
along parallel lines, recording the variations in the current (or tip’s height for constant
current mode), and compiling these lines to create a two-dimensional surface map.

Topographic scans are typically created using the constant-current mode tip’s height
and, unless in specific experiments, the default mode in which an STM operate. This
approach helps avoid potential damage to the surface or tip (by "crashing" the tip into
the surface). It simultaneously ensures that the tip remains within the tunnelling range
while scanning or moving across surfaces. To keep the tip within tunnelling ranges, a
feedback loop controlled by a PID (or a simpler PI) is active and keeps the current con-
stant by adjusting the height of the tip. The value at which the current is kept is often
called the current setpoint. A safe but tunnelling distance between the tip and the sur-
face is ensured by using an appropriate current setpoint and by moving the tip over the
surface slowly enough so that the controller has enough time to adjust the tip height.

It is important to note that the resulting topographic map does not necessarily cor-
respond to a map of the height variation of the surface. The map is a constant current
surface over the sample. The map will mostly correspond to the height of the sample if
it is formed of identical molecules. Even then, a single missing atom may create a hole
that may not be properly mapped because of localised electronic states or the finite pre-
cision of the mapping. Moreover, the surfaces studied often include different molecules
and contaminants with different conductance, changing the distance at which a specific
current is observed. This is particularly apparent when insulating islands are grown on a
surface, for example, Cu3Au over Cu that is discussed in chapter 4. The insulating nature
of the Cu3Au islands requires that the tip is brought closer even though the islands are
physically higher. The physically higher islands will appear lower than the surrounding
Cu on the topographic scan.
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2.1.3. LOCK-IN MEASUREMENT

An essential technique used with STM is lock-in measurements. Even if this technique
is not specific to STM but rather a general experimental technique used in multiple con-
texts, its ubiquity in STM experiments is worth briefly introducing. The technique is no-
tably used for inelastic electron tunnelling spectroscopy (subsection 2.1.5) experiment
and for the study of field emission resonance (subsection 2.3.3).

In some situations, a low signal-to-noise ratio greatly hinders the capacity to mea-
sure specific values in an experiment. It may be possible to average out the noise in some
contexts, but that could be impractical or impossible. Suppose it is feasible to modulate
the phenomena at a known frequency. In that case, measuring not the direct value but
the derivative of this value related to the stimulation with a greatly enhanced precision
is possible. The lock-in amplifier (the instrument used to do a lock-in measurement)
can be seen as a way to filter out all the frequencies except for the frequency that modu-
lates the phenomenon of interest. The ratio between the stimulation amplitude and the
resulting amplitude constitutes the measurement.

To understand how the lock-in amplifier works, we can begin by supposing an ob-
servable y(x), where x is an adjustable parameter x, with a noisy background h(t ). The
noisy signal can be written as

s = y(x0)+h(t ) (2.6)

We modulate the adjustable parameter like x0 → x0 +∆x cos(ωt ) so that

s = y(x0 +∆x cos(ωt ))+h(t ) (2.7)

If the amplitude of the modulation is small enough, a good approximation of s can be
obtained by using a first-order Taylor expansion for y(x). With that approximation, the
measured signal takes the form

s = y(x0)+∆x ′ dy

dx
cos

(
ωt +φ)+h(t ) (2.8)

where φ account for a delay, and ∆x ′ is an attenuated ∆x caused by the transmission of
the signal or the experiment.

The signal is demodulated by mixing it with a signal of the same frequency than the
modulation so that

s′ = y(x0)cos(ωt )+∆x
dy

dx
cos

(
ωt +φ)

cos(ωt )+h(t )cos(ωt ) (2.9)

= [
y(x0)+h(t )

]
cos(ωt )+∆x

dy

dx

1

2

[
cos

(
φ

)+cos
(
2ωt +φ)]

(2.10)

This equation contains a constant value proportional to the derivative of y related to x
that can be isolated by using a combination of low-pass filter and time averaging.

Even if the lock-in measurement allows evaluating specific values with a better signal-
to-noise ratio than a direct measurement, the measurement is not absolute and needs to
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Figure 2.3: Example of lock-in measurement. In grey is the numerical differentiation of the current to ob-
tain the conductance. In black is the data measured by the lock-in amplifier. The data of the two curves were
obtained at the same time. The numerical data are an absolute (noisy) conductance measurement used to
scale the lock-in amplifier measurement to the correct values. The measurement is a spin-polarised bias spec-
troscopy measurement of an atom of the structure built in chapter 5 (the data shown is only as an example and
not presented in the chapter).

be scaled to convert to the correct unit. This scaling depends on multiple factors, notably
the modulation amplitude, lock-in sensitivity, and loss during signal propagation. With
an STM, this scaling factor can be further complicated by the trans-impedance amplifier,
data acquisition, and STM systems. A more straightforward approach is to use a numer-
ical differentiation to obtain a noisy but absolute value measured simultaneously then
the lock-in measurement. The conversion factor is evaluated by comparing the lock-in
and direct measurements. This is illustrated in Figure 2.3.

2.1.4. DIFFERENTIAL CONDUCTANCE

A measurement of great interest that can be accomplished with an STM is the differ-
ential conductance ( dI

/
dV ), i.e. the change in current under a change in bias voltage.

This measurement gives us information on the energy states of the system below the tip.
When applied at low bias voltages (< 100− 200 mV), specifically on certain atomic or
molecular systems as the ones described in this thesis, dI

/
dV measurements can be

used to perform inelastic electron tunnelling spectroscopy (IETS), which will be dis-
cussed in more detail in subsection 2.1.5. The usual approach for measuring an IETS
curve is to position the tip over the region of interest and remove the feedback loop so
the tip stays at a constant distance from the sample. The bias voltage is modulated so
that the lock-in measurement of the current results in a measurement of the current
variation versus a variation of the bias voltage around this bias voltage ( dI

/
dV ). The

measurement is repeated at multiple bias voltages without changing the tip position or
height to obtain the IETS curve. The Figure 2.3 is an example of such a measurement.

At higher voltage (> 1−2 V), dI
/

dV can be used to observe, on particular surfaces,
image potential states (IPS), which will be discussed in more detail in subsection 2.3.3.
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Figure 2.4: Comparison between dI
/

dV and dz
/

dV . The red curve corresponds to a lock-in measurement
of the c.c. dI

/
dV curve taken over a square patch of chlorine vacancies (see subsection 2.3.3. Each peak corre-

sponds to a field emission resonance. The green curve is the numerical differentiation of the height variation
relative to the bias variation. The height variation was measured simultaneously with the lock-in measure-
ment. The plot shows some overlap in the feature, but the two curves are quantitatively and qualitatively
different.

However, in contrast to IETS, keeping a constant tip-sample distance during the exper-
iment is impractical. The broad voltage bias window needed to observe IPS creates a
considerable variation in the current that can saturate the lock-in amplifier or make the
signal too weak for an accurate measurement. Consequently, when measuring, the cur-
rent is maintained constant by keeping the feedback loop active. So the change in cur-
rent will be compensated by adjusting the tip-sample distance. This measurement will
be called ‘constant current differential conductance’ (c.c. dI

/
dV ).

A consequence of the change in the height of the tip during the measurement is that it
is not possible to use a numerical derivation of the current to calculate a scaling factor for
the lock-in values. The current being kept at a constant value, the numerical derivation
of the current will be near zero and only noise. However, because the amplitude of the
modulation is small and its frequency fast, the feedback loop cannot compensate for the
change in current. In other words, the feedback loop neglects the variation in current
due to the lock-in modulation. However, this variation in current exists and is measured
by the lock-in amplifier. At each stable bias voltage, the measurement is equivalent to
a constant height measurement at this height, but the height will change between each
bias voltage. This makes the data more complex to analyse.

It could be argued that since the height (z) changes instead of the current, we are
measuring the dz

/
dV . However, in reality, even though the information contained in

a c.c. dI
/

dV has some overlap with the dz
/

dV , they are quantitatively and qualitatively
different. Mathematically, the current is not a linear function of the height, resulting in a
more complex relationship than simple proportionality between the c.c. dI

/
dV and the

dz
/

dV . Experimentally, the height variation exists because of the feedback loop and
is not a direct effect. Consequently, measuring the height variation requires a low fre-
quency, complicating the lock-in measurement. Therefore, we rely on numerical deriva-
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tion to calculate the dz
/

dV , reducing the precision of the measurement. Even if we
would implement such a scheme to record the dz

/
dV directly with a lock-in amplifier,

we can see in Figure 2.4 that the two curves differ in value and shape. The dz
/

dV cannot
reproduce the details of the c.c. dI

/
dV and also differs in shape and absolute value.

2.1.5. INELASTIC ELECTRON TUNNELLING SPECTROSCOPY

Historically, inelastic electron tunnelling spectroscopy (IETS) refers to the study of the vi-
brational modes of molecules within a tunnel junction[42] by measuring the variation of
the tunnelling current under a change in bias voltage. When the electrons tunnelling be-
tween the electrodes excite the molecules’ vibrational modes, they open new tunnelling
pathways and thus increase the conductance of the junction. Because the electron needs
to transfer some of its energy to excite the vibrational mode, the process is inelastic and
only occurs when the tunnelling electrons have enough energy. This gives characteristic
steps in the conductance versus energy curve (or dI

/
dV ) at the energy of the vibrational

modes. The tip and sample in an STM form a junction, and the technique can be applied
to STM, with the added benefit of being able to observe single molecule[43].

While initially used for vibrational excitations, STM-IETS can also be used to observe
spin-excitation of atoms[44]. It is in this context that the technique will be used in this
work. In this approach, the measurement is done on an atom adsorbed in a layer insu-
lating it from a metallic substrate below to allow longer lifetimes of the excited states.
For example, in chapter 5, the substrate is a monocrystal of Cu3Au, the insulating layer
is an island of Cu2N, and the adatoms are Fe atoms. The tip is brought at a tunnelling
distance to the atom, and a dI

/
dV curve at constant height is measured.

At low voltage, the electron will tunnel through the atom in an elastic process, and no
energy exchange occurs. However, the electrons can excite the adatom spin at specific
energies by transferring some of its energy, potentially flipping the spin state in the pro-
cess, before tunnelling to the other electrode. The process is inelastic as some energy is
transferred; however, only excitations where the total angular momentum is conserved
are permitted. The adatom will return to its ground state by interacting with the electron
bath of the metallic substrate. This process opens new tunnelling pathways (or chan-
nels), similar to what happens with the vibrational modes.

Another way to understand the phenomenon is through the Bardeen formalism. In
1961, Bardeen derived a theoretical model for the current generated between two paral-
lel electrodes[45]. The approach solves the Schrödinger equation for a time-dependent
perturbative many-particle problem by considering the tip and the sample wave func-
tion as two interacting subsystems. In this formalism, the tunnelling current is propor-
tional to the sum of the matrix elements of the transition matrix between the initial and
final states, integrated over the energy distribution of the electrons. In the Bardeen for-
malism, the current can be written as[46]

I = 2πe

ħ
∑
µ,ν

f
(
Eµ

)(
1− f (Eν+eV )

)∣∣Mµν

∣∣2
δ
(
Eµ−Eν

)
. (2.11)
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where f is the temperature-dependent Fermi function defined as f (E) = (
1+exp

(
Eβ

))−1

with β= 1/kB T (kB being the Boltzmann constant and T the temperature). Mµν are the
elements of the transition probability matrix between states where an electron moves
between the tip and the sample. The equation only allows the tunnelling of an electron
when the temperature-dependent Fermi distribution of the occupied electron states of
the tip overlaps with the unoccupied electron states of the sample.

2.1.6. SPIN-PORALISED ELECTRON TUNNELLING

Another breakthrough was the advent of spin-polarised STM (SP-STM)[47, 48]. With SP-
STM, the scanning tip is functionalised by a magnetic cluster at the tip apex or via a
magnetic coating of the tip. Such tips will unbalance the proportion of spin ↑ and ↓ in the
current tunnelling through the tip, i.e. the electrons in the current have a preferred spin
orientation. Magnetic materials have different densities of states for spin up and spin
down, leading to a conductance dependence on the spin orientation of the tunnelling
electrons. This effect is called magnetoresistance. This difference in conductance will be
apparent on the scan of dI

/
dV when scanning magnetic atoms with non-degenerated

ground states. The theory around STM-IETS and SP-STM will be explored in more detail
in chapter 3.

2.1.7. ATOM MANIPULATION

An STM is a sensitive instrument well suited to observe one or a few atoms on a surface.
Those atoms are bound to the surface but can be disturbed by high current, bias volt-
age, or a combination of both. This can be an experimental limitation, but it is also an
opportunity. In some circumstances, it is possible to manipulate and move these atoms
with a precision of picometers[13, 15, 49, 50]. The possibility of reorganising the atoms
on the surface is used extensively in this work.

We can distinguish two atom manipulation classes: lateral and vertical. The main
difference between the two techniques is that, for vertical manipulation, the atom is
bounded with the tip (picked up) when moved before being deposed (dropped off) at
a new location. The lateral manipulation methods use the tip to push or pull the atom
and do not involve any tip alteration by a bounded atom. Because of that, the lateral
manipulation methods are generally more reliable and allow the precise positioning and
repositioning of thousands of atoms[13]. However, the possibility of using either tech-
nique depends on the specific surface, atoms and tip used in the experiment.

VERTICAL MANIPULATION

During a vertical manipulation[12, 50], the atom is physically transferred to the tip and
deposed at another position. The pick-up and drop-off processes are accomplished by
bringing the tip close to the targeted atom and applying a short bias voltage pulse. The
exact parameters depend on the surface, atom and tip. This process modifies the tip
apex. This makes the vertical manipulation quite delicate and prone to unwanted ef-
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fects, notably picking up or deposing more than intended and irremediably altering the
tip or the surface.

Nonetheless, with enough patience and meticulousness, structures including tens of
atoms can be built using the technique[36]. Vertical manipulation was used to assemble
the structures presented in chapter 5. The method used is a pick-up, drop-off and hop
process adapted from Spinelli[51].

LATERAL MANIPULATION

With lateral manipulation, the atom is pushed or pulled on the surface by interacting
with the tip[13, 15, 49] without bounding to it. The precise mechanisms of the manipu-
lation can depend on several factors, including the nature of the atom, the surface, the
temperature, the proximity to the atom, the tunnelling current and the bias voltage.

The typical approach to lateral manipulation, used notably by Eigler and Schweizer
in their seminal paper[15], consists of positioning the tip close enough to the atom for
tunnelling to occurs and applying a bias voltage so that the interaction between the tip
and the atom is such that the atom will follow the tip when moved before releasing it to
a new position by removing the bias voltage. In this process, the tip stay bound to the
surface and is not transferred to the tip.

A more recent approach for lateral manipulation consists of making the atoms jump
between bounding sites by applying a bias pulse in its vicinity. For the experiment pre-
sented in chapter 6 the vacancies of an undersaturated chlorine layer over a Cu(111)
surface was used to assemble the structures on the surface. The evaporation of chlorine
atoms on a Cu(100) crystal creates a square c(2×2) reconstruction monolayer of chlo-
rine on top of the metallic surface[13]. If the evaporation is made so the chlorine atoms
do not saturate the surface, it will contain defects, i.e. missing chlorine atoms. These
holes in the chlorine lattice are called chlorine vacancies or simply vacancies.

Moving the chlorine vacancies and placing them precisely at the atomic scale is pos-
sible. In Figure 6.1, an STM image taken at 600 mV shows a Cl/Cu(100) surface contain-
ing multiple vacancies and some artificially assembled clusters of vacancies placed using
a horizontal manipulation procedure. First, the tip is positioned midway between a chlo-
rine atom and a vacancy. Afterwards, a bias voltage pulse is applied between the tip and
the sample. The pulse induces a jump of the atom to a neighbouring binding site. The
tip position will bias the direction of the jump. When the chlorine atom moves into the
neighbouring vacancy, it leaves behind a new vacancy, effectively moving it. The vacan-
cies host vacuum surface state that can be used to engineer artificial structures[52, 53]
and will be studied further in chapter 6.

2.2. EXPERIMENTAL SETUPS

An STM depends on multiple systems to function correctly. At its core, it needs systems
to precisely position the tip, isolate it from mechanical noise and thermal fluctuation,
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control the applied bias voltage, and measure the tunnelling current. Other typical sys-
tems include pump and vacuum chambers, cryostat for cooling, magnetic field genera-
tors and in-situ sample preparation instruments. We will briefly introduce those differ-
ent systems and the experimental setup available in our labs and used in this work.

The group have access to two STMs in their laboratories: a SPECSTM JT-STM and a
UNISOKUTM USM-1300. Both of the STMs were used for the work described here. The
JT-STM was used for the field emission resonance of chapter 6, and the USM-1300 was
used for the study of copper nitride island on copper-gold in chapter 4 and of magneti-
cally frustrated spin loops in chapter 5. The two machines are cryogenic, ultra-high vac-
uum STM. The metal substrates used as bases for the samples are commercially bought
single crystals. They are inserted inside a vacuum chamber connected to the rest of the
systems and prepared in situ using a combination of ion gun for sample, electron beam
annealing and evaporators for molecular and atomic deposition. The different cham-
bers attached to the STM are kept under a vacuum below 10−9 mbar by turbopumps
and molecular pumps.

2.2.1. JT-STM

The SPECSTM JT-STM is a commercial Joules-Thomson STM from SPECS. The tip and
the sample are mounted vertically, with the sample at the bottom and approaching the
tip from below. The tip and sample stage can be visually accessed via a window, and
a manipulator allows changing the sample and tip. This window and the manipulator
make the STM easy to use and suitable for studies that require changing the sample of-
ten. The STM head is at the center of a split-coil superconducting magnet that allows a
magnetic field of up to 3 Tesla out-of-plane (i.e. , perpendicular to the sample surface)
and resides at the bottom of a cryostat formed by two hollow concentric cylinders.

The outer cylinder is filled with liquid nitrogen, allowing a stable operation at 77 K.
This temperature regime was not used in the current work. The inner cylinder can be
filled with liquid helium-4, giving access to a stable 4 K temperature. The STM also allows
a lower temperature, made possible by the Joule-Thomson pot situated near the sample
stage. In normal operation mode, a physical bridge connects the STM head to the inner
cryostat keeping the head a 4K. Removing that link and allowing the head to only be
cooled by the JT pot make operating at a temperature of 1K possible.

2.2.2. USM 1300

The UNISOKUTM USM-1300S is a commercial low-temperature ultra-high vacuum 3He
system. The tip and sample are mounted vertically, with the tip at the bottom. The
sample is approached from above. Contrary to the JT-STM, the sample and tip manipu-
lations are done without visual aid, making the USM-1300S a more difficult machine to
operate. The STM head is situated in the centre of a large cryostat that can contain up
to 130 litres of 3He. Near the STM head, inside the cryostat, a pot allows the pumping of
the helium through a valve to cool the STM head by Joule-Thomson effect. Also present
is a 3He pot thermally connected to the sample stage where it is possible to condense



2.3. FIELD EMISSION RESONANCES

2

17

the 3He to cool the system further. This setup allows the STM to operate at two stable
temperatures: 1.5 K during normal operation mode or 330 mK during condensation the
3He. The reservoir of 20 litres of 3He gas allows it to operate in single shot mode at its
base temperature of 330 mK for approximately 24 hours.

The STM head is situated at the centre of a 2D superconducting magnet. The field
out-of-plane can reach up to 9 Tesla, and the field parallel to the surface 2 Tesla. Like
the JT-STM, the USM 1300 is connected to a series of vacuum chambers kept at room
temperature allowing the preparation of the samples.

2.3. FIELD EMISSION RESONANCES

Directly above a surface extrinsic surface states exist, known as image potential states
(IPS)[54–56]. These states originate from an attractive potential toward the surface, the
image potential, combined with a bulk bandgap at the right energy that prevents the
electrons from entering the surface. These two effects trap the electrons above the sur-
face, outside the bulk. It is possible to observe those states using an STM.

2.3.1. IMAGE POTENTIAL STATES (IPS)

Shockley[57] envisaged the existence of these extrinsic states in 1939 in his work on sur-
face states, but it is Cole and Cohen, in their 1969 pioneer work[54] that gave a more
concrete description and defined criteria for their existence. They speculated their pres-
ence at the surface of insulating materials. They established conditions for observing
IPS (called surface bands in the publication) on insulating materials, notably near the
surface of a liquid or solid 3He, 4He, Ne, H2 and D2. The peculiar motion of helium ions
near their vapour-liquid interface observed by Shikin[58] (1970) was later attributed to
the existence of those states [55].

Echenique and Pendry[59] significantly extended the theoretical foundation of the
IPS and predicted that IPS could also exist on a metal surface[56]. They applied a similar
approach to the one used for deriving surface states[60] where the Schödinger equation
is used to calculate reflections at interfaces and the resulting stable states. They also
proposed using Low-Energy Electron Diffraction (LEED) to observe IPS experimentally
and revisited results from an earlier LEED experiment by McRae[61]. The observed res-
onances were coherent with the presence of IPS. Shortly after, McRae repeated similar
experiments on other metal surfaces[62] and again observed similar resonances.

Even if the McRae LEED experiments gave the first clues of the existence of IPS,
it was in 1983 that more concrete evidence came from inverse-photoemission exper-
iments by Johnson and Smith[63], and finally, by Dose et al.[64] in 1984. They later
used momentum-resolved photoemission on bare Cu(100) surfaces and on chlorine-
covered copper (100) to demonstrate that the emission is pinned to the vacuum level,
shows free-electron-like dispersion, and is independent of the temperature in terms of
intensity. These observations confirmed the IPS nature of the emissions. Following these
results, multiple variations of photoemission experiments were used to probe and char-



2

18 2. STM THEORY AND EXPERIMENTAL METHODOLOGY

acterise the IPS. For example, two photon photoemissions (2PPE)[65, 66], inverse pho-
toemission [67], bichromatic 2PPE[68], angle-resolved 2PPE[69] and time-resolved and
momentum-resolved 2PPE[70–74]. Those experiments allowed notably to establish that
the electrons form a 2D gas over the surface with free-like motion parallel to the surface,
the energy of IPS on multiple surfaces, and their lifetimes.

The newly developed STM by Binnig and Rohrer[75] revealed itself to be a valuable
experimental tool to study IPS[76–79]. In particular, contrary to the previously men-
tioned methods that always give averaged values over a large surface, STM allows obser-
vation of localised IPS and their variation caused by the surface inhomogeneity[80, 80–
84].

2.3.2. THE IMAGE POTENTIAL (IP)
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Figure 2.5: Examples of IPS on a single surface and on a tip-sample interface. (a) Potential (teal) and states
(grey/red) over a Cu(100) surface. The image potential, in blue, have the form −1/4

(
z − zi

)
with zi the image

plane distance.(b) The potentials and states around an STM junction in the presence of both tip and sample.
The vacuum potential is the sum of a plate-plate potential between the tip and the sample with a bias voltage
of 5.1 V, and a tip-sample distance is 2.25 nm. (a,b) The image plane is zi = 0.123 nm[85]. More information
about the calculations, the potentials and the parameters can be read in section 3.4.

The electric charge of an electron near a surface disturbs the distribution of charge
inside the solid[86]. Its negative charge repels the electrons inside the solid, creating
a deficit in the distribution of electrons. This can effectively create a positive charge
inside the solid that attracts the vacuum electron. The vacuum electron is attracted to
the surface by its perturbation of the surface. This effect is particularly pronounced in
metals, where electrons can move easily, but can be observed in other materials.

The redistribution of charges is made apparent by the method often used to evaluate
the electric field caused by a charge near a conducting surface, the image method[87].
The reasoning goes as follows, to ensure that all field lines are perpendicular to the sur-
face at the boundary, so no lateral force exists, as it should be for a conductor, an imagi-
nary inverse charge is placed at the same distance from the surface but inside the solid.
This ensures that the forces parallel to the surface cancel out at the interface, only leav-
ing the perpendicular forces. By doing so, the sum of the potential of the two charges, the
real and the image, correctly describes the potential outside the conductor. The image
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method is also used to solve more complex problems, for example, the charged sphere
near a conductor used in section 3.4. This mathematical ‘trick’ reveals itself to be a real
effect and has consequences on the physics of the surface.

Using the image method, we can derive the form that the image potential takes as
[88, 89]

Vim =− 1

4z
, (2.12)

where z is the distance from the surface. If, in addition to this attractive potential, a
bandgap prevents the electron from entering the solid at certain energies, typically close
to the vacuum energy, an electron can be trapped above the surface, forming the states
that we call IPS. Trapped between the IP and the surface, the states form a Rydberg series
converging to the vacuum with an energy distribution as [56, 73, 90, 91]

En =−[
32(n +a)2]−1

(2.13)

where n is the quantum number. The value of a depends on the relative position of the
bandgap and the vacuum level[59]. For reference, for a (100) copper surface a ≈ 0.28[59].
This potential can be used to quantitatively model the IPS[56, 68, 92, 93].

Figure 2.5(a) shows an example of calculation results from a Cu(100) surface. The IPS
states are highlighted in red. They form between the surface (z = 0) and the IP, with only
a quickly dying tail inside the bulk. The potential asymptotically reaches the vacuum
level (E = 0). The way the calculation is performed is explained in section 3.4.

2.3.3. FIELD EMISSION RESONANCE (FER)

One of the fundamental concepts of STM is the voltage bias applied between the tip
and the sample responsible for the quantum tunnelling current measured at the junc-
tion. This bias voltage generates an electrostatic field between the tip and the sample. If
the field is strong enough, it can generate field-emitted electrons, creating current even
when the quantum tunnelling contribution is negligible. This current can be particu-
larly important if the energy of the electrons corresponds to the energy of an IPS. When
this condition is fulfilled, the electrons can populate the image potential states and tun-
nel through them, resulting in a significantly higher current than otherwise. This phe-
nomenon is called field-emission resonance (FER) and is characterised by strong con-
duction peaks in the differential conductance spectra at specific energies above the work
function of the surface. The energies at which the FER can be observed vary with the sep-
aration of the tip and the sample[94], as well as with the applied bias voltage[76], and the
nature of the tip and of the sample[83].

There are no IPS above the vacuum energy on a single surface as the IP asymptoti-
cally reaches the vacuum energy, and so only states below that energy can exist. In the
case of the STM, the second surface (the tip) and the electromagnetic field change the
potential landscape and create a potential wall that can be higher than the vacuum en-
ergy. The IPS are pushed to higher energy allowing the observation of FER. The potential
shape will be discussed in section 3.4.
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In short, IPS and FER can be viewed as two aspects of the same phenomenon, the
latter being an experimental observation (a resonance) of the first under a finite bias at
an STM junction.

2.3.4. SHOCKLEY AND TAMM STATES

A discussion on IPS would not be complete without introducing the Shockley states[57]
and the Tamm states[95]. They can also be observed near some surfaces, but contrary to
the IPS, they mostly exist inside the bulk and show a tail that quickly dies out in the vac-
uum. Because they are predominantly internal to the solid, they are also called intrinsic
surface states or simply surface states. In the same way, the IPS are also called extrinsic
surface states. It should be noted that while Shockley states and the Tamm states are
sometimes described as two separate phenomena, they only differ in their theoretical
modeling[96].

The Shockley and the Tamm states’ theoretical proposition originates from the ob-
servation that a solid’s last plane of atoms (the surface) is fundamentally different from
the inside of the solid. There is a breaking of symmetry at the interface. The atoms form-
ing the surface have fewer neighbouring atoms than the bulk, and so some bonds that
the atoms typically create inside the bulk are broken; the formation of a surface costs
energy[96]. Consequently, the surface electronic structure differs from the bulk electron-
ics structures. Many phenomena are linked to this change in the electronic structure, for
example, the specific chemical reactivity and the surface free energy[97].

Shockley derived the existence of intrinsic surface states by solving the Schrödinger
equation of a one-dimensional semi-infinite periodic potential in a nearly-free-electron
approach[98]. The potential models the periodicity of the bulk until it reaches the end
of the solid and smoothly reaches the vacuum potential. This smooth transition was
used by Shockley but is not essential for the derivation of the surface states. Shockley
showed that, depending on the potential period, some states can exist between pro-
jected bandgaps and that those states only exist in the vicinity of the surface. He also
extended his model in three dimensions, showing that the solutions follow a Bloch wave
propagation parallel to the surface.

Tamm tackled the problem by using a tightly bound electrons model and considering
the wave functions as linear combinations of atomic orbitals (LCAO). In this description,
the outmost layer (surface) has fewer neighbours than the preceding layers (bulk), which
translates into fewer bonds, leading to the existence of dangling bonds[96] at the surface.
This difference in the atoms’ electronic configuration will lower the wave functions’ over-
lap compared to the wave functions inside the bulk, making the wave functions of the
surface atoms closer to the free atom’s wave functions. The wave function overlap results
in the states splitting (gap) and shifting. With this effect being stronger in the bulk than
at the surface, states at the surface can exist inside this bulk gap, thus creating localised
surface states.
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3
NUMERICAL METHODS AND

MODELS

This chapter lays the theoretical and computational groundwork necessary to understand
and interpret the experimental observations detailed in the following chapters. We present
the numerical methods and models for simulating frustrated spin loops and image poten-
tial states. We describe the spin Hamiltonian model, including Zeeman energy, magnetic
anisotropy, and Heisenberg coupling, which form the basis for evaluating the spin states.
To model the observable current, we use the rate equation model and Pauli Master Equa-
tion. This model enables us to predict transitions between quantum states, helping our
understanding of quantum dynamics. Finally, an approach to solving the Schrödinger
equation to evaluate the wavefunction of image potential states using 1D and 2D models
is presented. This allows us to analyse the complex potential created by specific atomic
configurations and their impact on trapped electrons.
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3.1. SPIN HAMILTONIAN MODEL

The first element needed to compute the current is a model of the atomic system that the
electrons will tunnel through. Our system of interest is a single or few coupled magnetic
atoms adsorbed on an insulating layer. A typical and helpful model is the Spin Hamilto-
nian model. This model can reproduce both the position and the height of the step in an
IETS curve.

The model will be assembled step-by-step to understand the effect of each part of
the Hamiltonian. Fe adatom on an Cu2N island is used as a concrete numerical example
of the model. This system is also the base of the experiment presented in chapter 4 and
chapter 5.

As a basis, let us define some basic concepts. The Hamiltonian uses the spin operator
defined as

S⃗ =
Ŝx

Ŝy

Ŝz

 (3.1)

where the Ŝi are the spin components along the x, y and z axes. The spin components
matrix elements can be evaluated using〈

m′∣∣Ŝx
∣∣m〉= ħ

2

(
δm′+1,m +δm′,m+1

)√
s(s +1)−m′m (3.2)〈

m′∣∣Ŝy
∣∣m〉= i

ħ
2

(
δm′+1,m −δm′,m+1

)√
s(s +1)−m′m (3.3)〈

m′∣∣Ŝz
∣∣m〉=ħδm′,mm (3.4)

with
{
m,m′} = −s,−s + 1, . . . , s, where s is the spin quantum number of the particle or

atom. For reference, for an electron where s = 1/2, the spin components are

Ŝx = ħ
2

(
0 1
1 0

)
, Ŝy = ħ

2

(
0 −i
i 0

)
, Ŝz = ħ

2

(
1 0
0 −1

)
(3.5)

or, using the Pauli matrices

Ŝi = ħ
2
σ̂i . (3.6)

If multiple spins interact in a system, it is necessary to build a larger space. The
Kronecker space, or tensor product space, is a way to combine smaller Hilbert spaces
into a larger space. The tensor product space is not exclusive to quantum mechanics but
has applications in various mathematics branches like linear algebra and tensor analysis.

The space is built using the Kronecker product, or tensor product symbolised by the
symbol ⊗. The tensor product map two subspace in a larger space as follows

(
a11 a12

a21 a22

)
⊗

(
b11 b12

b21 b22

)
=


a11b11 a11b12 a12b11 a12b12

a11b21 a11b22 a12b12 a12b22

a21b11 a21b12 a22b11 a22b12

a21b21 a21b22 a22b12 a22b22

 (3.7)
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It is worth noting that Kronecker products are often implicit and may be omitted for
simplicity.

To see how an operator can be expressed in a larger space, let’s consider a set of N
Hilbert spaces, each of dimension ni . The Sk component of the i -th spin in the total
Kronecker space can be evaluated using

Ŝk,i = I (n1) ⊗ I (n2) ⊗·· ·⊗ I (ni−1) ⊗ Ŝk ⊗ I (ni+1) ⊗ . . . I (nN ). (3.8)

As an example, the Ŝz operators of a two-particle system of spins s = 1/2 and s = 1 is

Ŝz,1 = Ŝs=1/2
z ⊗ I (3) = ħ

2

(
1

−1

)
⊗

1
1

1

= ħ
2



1
1

1
−1

−1
−1

 (3.9)

Ŝz,2 = I (2) ⊗ Ŝs=1
z = ħ

2

(
1

1

)
⊗

1
0

−1

=



1
0

−1
1

0
−1

 (3.10)

The size M of the Kronecker space combining all the subspace is M = ∏
i ni . The

exponential growth of the space as elements are added to a system is one of the key con-
sequences of quantum mechanics. This explosion of the memory needed to store the
complete operators and vectors of a quantum system, greatly limits the size of the sys-
tems that can be fully simulated. To circumvent these limitations, approximations are
made, like the dynamical mean field theory and computational techniques are imple-
mented such as the sparse matrices approach. This exponential growth also forms the
basis of aspirations to use the laws of quantum mechanics for doing computations that
could not be done classically.

3.1.1. ZEEMAN ENERGY

The first element that will be added to the spin Hamiltonian is the Zeeman energy. The
Zeeman energy is responsible for splitting the spin’s energy proportionally to its projec-
tion on an external magnetic field. The Zeeman energy takes the form

Ĥzeeman =−µB
(⃗
L+2S⃗

) · B⃗ (3.11)

where L̂ is the orbital momentum operator, Ŝ the spin operator, µB is the permeability of
free-space and B⃗ is the magnetic field.

In some circumstances, notably for a Fe atom on Cu2N, it is more convenient to use
an effective spin combining a partially quenched orbital momentum and electron spins.
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Figure 3.1: Zeeman energy of a single Fe atom in a magnetic field with g = 2.11. On the left is a plot of
the dependence of the atom’s state energies on the external magnetic field magnitude. On the right is the
composition in absolute values of the atom’s spin state composition in a basis aligned with the magnetic field.

The combined operator needs to be scaled by a constant, the Landé g-factor, that will
depend on the specificity of the system. In the case of a Fe adatom on Cu2N, an effective
spin is s = 2 and a g-factor of g = 2.11[1–3] gives good agreement with the experimental
observation. With this effective spin, the Hamiltonian takes the form

Ĥzeeman =−gµB S⃗ · B⃗ =−gµB
(
Ŝx Bx + Ŝy By + Ŝz Bz

)
(3.12)

In Figure 3.1, the solution of Equation 3.11 under a variation of the magnetic field is
shown. The consequence of the Zeeman effect is to split the energy of the spin states.
The spins aligned with the external field will be favoured over counter-align and lower-
magnitude spin and so the atom’s ground state will be the |+2〉 state.

3.1.2. MAGNETIC ANISOTROPY

The atom is not floating in free space but is bound to a surface. This breaks the sym-
metry of the free atom and creates a favoured or distorted magnetic moment. One way
to model this distortion of the magnetic moment is to use the anisotropy Hamiltonian
defined as

Ĥanisotropy = DŜ2
z +E

(
Ŝ2

x − Ŝ2
y

)
(3.13)

where D is the uniaxial anisotropy and E is the transverse anisotropy. In this model, the
orbital momentum is considered quenched, and only the combined spin momenta of
the atom’s unpaired electrons can change.

The coordinate system is adjusted so that the |D| is maximal and that E ≥ 0. With
these conditions, the effect of the D will be such that the states with the minimal D|S|,
where |S| is the magnitude of Ŝz , will be of lowest energy. This means that the ground
states of a s = 2 particle, like the Fe on Cu2N, will be |+2〉 and |−2〉.
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Figure 3.2: Effect of the axial anisotropy parameter D . On the left is a plot of the dependence of the atom’s
state energies under a change in the magnetic field. On the right is the composition in absolute values of the
atom’s spin state composition in a basis aligned with the magnetic field. The Landé g-factor is set to g = 2.11
and the axial anisotropy parameter to D =−1.57 meV.

Figure 3.2 and Figure 3.3 show the effect of the anisotropy on a single Fe on Cu2N.
The axial anisotropy D is responsible for reordering the energies of the states by favour-
ing the maximum absolute value of the spins. The ground state stays |+2〉, but in con-
trast to the free-floating atom, the first excitation is |−2〉. The difference in energy to the
doublet of |+1〉 and |−1〉 states is also increased, creating, in practice, a binary system
composed of |+2〉 and |−2〉. This observation will be important in chapter 5, where a
chain of antiferromagnetically and ferromagnetically coupled atoms is studied.

The effect of the transverse anisotropy E is that it hybridises the states. The mix-
ing is a consequence of the non-commutation of the operator Sz with Sx and Sy . This
mixing increases the probability of jumping between the states because of their overlap.
The transverse anisotropy also creates a zero-field splitting, lifting the degeneracy of the
ground state when no external magnetic field is present.

The values of the parameters D and E can be determined by fitting the IETS curves
with the model[4]. In the case of a single Fe on Cu2N, the value s D = −1.57 meV and
E = 0.31 meV are able to reproduce good precision of the step positions in the dI

/
dV .

3.1.3. HEISENBERG COUPLING

If the spins are close enough, they can interact. This interaction can be of multiple
origins like dipolar interaction, exchange interaction[5], superexchange interaction[6],
DMI[7] or RKKY interaction[8] or a combination of interactions. Some interactions are
mediated by the substrate and so will depend on the direction, distance and binding
position of the two atoms[9].

It is possible to combine these interactions by using an effective term Ji j character-
ising the binding energy between two adatoms. The effective interaction will be for each
pair of adatoms in a specific configuration and can range from antiferromagnetic inter-
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Figure 3.3: Effect of the transverse anisotropy parameter E . On the top-left is a plot of the dependence of the
atom’s state energies under a change in the magnetic field. On the top-right and bottom are the composition
in absolute values of the atom’s spin state composition in a basis aligned with the magnetic field. The Landé
g-factor is set to g = 2.11, the axial anisotropy parameter to D = −1.57 meV and the transverse anisotropy to
E = 0.31 meV.
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action (Ji j > 0) to ferromagnetic interaction (Ji j < 0)[2]. The energy associated with this
interaction is the Heisenberg Hamiltonian, defined as

ĤHeisenberg =
∑
i> j

Ji j S⃗i · S⃗ j =
∑
i> j

Ji j
(
Ŝx,i Ŝx, j + Ŝy,i Ŝy, j + Ŝz,i Ŝz, j

)
. (3.14)

This Hamiltonian take into account the interaction between all the pair of spin. How-
ever, in most cases, only a subset of the interactions will be worth considering as most
interactions will be negligible due to the distance between the adatoms.

3.2. RATE EQUATION MODEL

As an STM measures the current flowing between a tip and a sample, the models de-
veloped should have as final results the current I or, as it is often the value of interest
and easier to measure precisely, the dI

/
dV . The current can be calculated by evaluating

the difference between the number of electrons flowing from the tip and the sample and
those flowing from the sample to the tip. In this approach, the current can be written as
[10, 11]

I (V , t ) = e
∑
i , j

(
r t→s

i j − r s→t
i j

)
ni (t )+b0G0V (3.15)

where V is the bias voltage, the term b0G0V accounts for tunnelling electrons that don’t
interact with the adatom, b0 is the fraction of electrons not interacting with the adatom,
G0 the background conductance, r t→s

i j and r s→t
i j are the rates of tunnelling between the

states i and j from the tip (t ) to the sample (s) and from the sample to the tip, respectively
and ni (t ) is the time-dependant state population probabilities.

The term b0G0V corresponds to the background elastic tunnelling current. From
Equation 2.5, in the limit where the energies of the electrons are greatly smaller than
the potential barrier (V0 >> E), the transmitivity is proportional to the electron energies.
This justifies using a simply proportional term like b0G0V for the elastic tunnelling of
electrons.

The state population probabilities ni are time-dependent. However, because the dy-
namics of the electrons are fast compared to the STM measurement, usually only the
steady-state solution when t →∞ will be of interest.

To use Equation 3.15, two things need to be known: the states in which the electrons
will tunnel inelastically and the tunnelling rates. The states in question are the states of
the spin Hamiltonian derived in the previous section. A way to evaluate the rate ri j fol-
lows. The approach is based on work by Loth et al.[10, 12, 13], Rolf-Pissarczyk el al.[14],
and Ternes[11].

3.2.1. PAULI MASTER EQUATION

The Pauli Master Equation[15] describes the time-evolution of the state probability dis-
tribution (ni ) of a quantum system. The equation assumes that the transitions between
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the states are Markovian, i.e. the transition rates ri j are constant and that the probability
distribution at each step depends only on the previous step. For a constant bias, tem-
perature and position of the tip, the transition rates are constant and can be used with
the Pauli Master Equation.

The equation can be understood as follows. For a moment t , the change in a state’s
population is the difference between the quantity that leaves that state and the quantity
that enters that state. Mathematically, we can write the equation as

d

dt
ni (t ) =

∑
j

(
r j i n j (t )− ri j ni (t )

)
(3.16)

where ni (t ) is the population probability of state i at the moment t and ri j is the transi-
tion rate between the state i and j .

We can rewrite the series of equations using a matrix notation as

d

dt
n⃗(t ) =


∑

j r j ,1n j −n1
∑

j r1, j∑
j r j ,2n j −n2

∑
j r2, j

...∑
j r j ,N n j −nN

∑
j rN , j

= RΣ · n⃗(t ) (3.17)

where n⃗(t ) is the vector of ni (t ) value and the matrix elements of RΣ are

RΣi j = r j i −δi j
∑
k

ri ,k (3.18)

The set of differential equations in 3.16 can be solved by starting from an initial con-
dition at t0 and integrating to find the distribution at a time t1. However, as stated above,
the value of interest is the distribution of the steady-state solution when t →∞, noted
n⃗(t →∞) = n⃗. This simplifies the problem that now consists of solving

d

dt
n⃗ = 0 = RΣn⃗ (3.19)

The vector n⃗ that satisfies Equation 3.19 is called the null space (or kernel) of RΣ[16], and
methods to find the null space are implemented in many numerical libraries[17–19].

It is interesting to note that the previous result is independent of the initial conditions
of the system, i.e. n⃗ always converge to the same value, whatever the initial condition.

3.2.2. TRANSITION MATRIX

The transition matrix evaluates the transition intensity between an initial state and a
final state of the combined system formed by the effective spin of the adatom and an
electron. The transition matrix can also be interpreted as the overlap of the states after
the interaction between the electron and the adatom spin. The electron can tunnel to
the adatom from the tip or the electrons bath of the substrate and will tunnel back to
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Figure 3.4: Visual representation of the transition matrix. Each subplot corresponds to a calculation of the
transition matrix Y of the spin Hamiltonian with different magnetic anisotropy parameters. All the calculations
consider that a magnetic field of 1 tesla parallel with the uniaxial anisotropy (D) is present. The horizontal axes
correspond to the states before the scattering event, and the vertical axes correspond to the state after the
event. (left) Transition matrix without magnetic anisotropy. The state compositions are the same as Figure 3.1.
(center) Transition matrix with a uniaxial anisotropy of D = −1.57 meV. The state compositions are the same
as Figure 3.2. (right) Transition matrix with uniaxial anisotropy of D =−1.57 meV and a transverse anisotropy
of E =−0.31 meV. The state compositions are the same as Figure 3.3.

either after the interaction. The interaction needs to keep the quantum numbers con-
stant, notably to total spin. This will limit the possible transition between the states. The
transition matrix elements can be evaluated as

Yi j =
∣∣〈φ j ,σ j

∣∣S⃗ · σ⃗+uÎ
∣∣φi ,σi

〉∣∣2
(3.20)

where S⃗ is the effective spin operator of the adatom, σ⃗ is the spin operator of the tun-
nelling electron (a spin 1/2 operator), i and j are associated with the initial states and
final states respectively, and u accounts for spin-independent interactions such as po-
tential scattering[12].

Example of calculations for Equation 3.20 where the
∣∣φi

〉
states are from the spin

Hamiltonian described in section 3.1, are shown in Figure 3.4. The conservation of the
spin can be clearly seen in Figure 3.4(a). In this case, only the Zeeman energy is active,
and the states are ordered relative to their spin value. When the electron state is |+1/2〉,
only transitions between states that increase the spin value of the adatom of +1 or keep
it unchanged are permitted. If the adatom’s spin value changes, the electron’s spin also
changes. A similar observation can be made when the spin of the electron is |−1/2〉.

3.2.3. RATES

Multiple pathways exist for the electrons to interact with the adatoms. The electrons
can tunnel from the tip to the sample and vis-versa (t → s and s → t ), but also from the
sample and back to the sample (s → s) or from the tip and back to the tip (t → t ). The



3

38 3. NUMERICAL METHODS AND MODELS

total rate between two states will be the sum of these different rates:

ri j = r t→s
i j + r s→t

i j + r s→s
i j + r t→t

i j . (3.21)

However, the process going from the tip and back to the tip (t → t ) will be neglected as
the coupling between the tip and the sample is weak and will contribute minimally to
the state density probability.

Using the transition matrix element from Equation 3.20, the probability of transition
per unit of time between two states (Pi j ) is

P t→s
i j = 1

P0

∑
σ,σ′

Y
(
φ j ,σ′,φi ,σ

)(1

2
+ησ

)
(3.22)

P s→t
i j = 1

P0

∑
σ,σ′

Y
(
φ j ,σ′,φi ,σ

)(1

2
+ησ′

)
(3.23)

P s→s
i j = 1

2P0

∑
σ,σ′

Y
(
φ j ,σ′,φi ,σ

)
(3.24)

where P0 is a normalisation constant, the summation is on the all the combination of
the spin values of the electron (±1/2) for the input σ and the output σ′ (so four terms in
the sum), and η is the polarisation of the current. The parameter η allows the calculation
to account for a spin-polarised current. η characterises the imbalance in the proportion
of spin up and down in the current and is defined as

η= ρ↑−ρ↓
ρ↑+ρ↓

(3.25)

where ρ↑ and ρ↓ are the up-polarised current and down-polarised current, respectively.
A value of η = 1 means a fully positively polarised current (|+1/2〉), a value of η = −1
means a fully negatively polarised current (|−1/2〉), and η = 0 means a non-polarised
current. The transition probability due to the s → s process is independent of the tip
polarisation as the electron does not interact with the tip in this process.

As the electrons move between the two electrodes (t and s), they must go from a
filled state to an empty state. The distribution of the electron energy in the electrodes is
considered to follow the Fermi-Dirac distribution, defined as

F (ϵ) = 1

eβϵ+1
(3.26)

where β= 1/kB T , kB is the Boltzmann constant and T the temperature.

The rates can be calculated with

r t→s
i j = (1−b0)

G0

e2 P t→s
i j

∫ ∞

−∞
F (ϵ−eV )

(
1−F

(
ϵ−Ei j

))
dϵ (3.27)

r s→t
i j = (1−b0)

G0

e2 P s→t
i j

∫ ∞

−∞
F (ϵ+eV )

(
1−F

(
ϵ−Ei j

))
dϵ (3.28)

r s→s
i j = Gs

e2 P s→s
i j

∫ ∞

−∞
F (ϵ)

(
1−F

(
ϵ−Ei j

))
dϵ (3.29)
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where b0 is the fraction of elastic tunnelling, as defined previously. The integral can be
evaluated analytically as

F∗(E0,E1) =
∫ ∞

−∞
F (ϵ−E0) (1−F (ϵ−E1))dϵ=

{
E1−E0

eβ(E1−E0)−1
, E0 ̸= E1

β−1, E0 = E1
(3.30)

This analytic solution simplifies the numeral calculation to evaluate the rates as

r t→s
i j = (1−b0)

e2 P t→s
i j F∗

(
eV ,Ei j

)
(3.31)

r s→t
i j = (1−b0)

e2 P s→t
i j F∗

(−eV ,Ei j
)

(3.32)

r s→s
i j = Gs

e2 P s→s
i j F∗

(
0,Ei j

)
. (3.33)

It is possible to calculate the current and compare it to an experiment measurement
using these rates. The model depends on multiple parameters that need to be fitted.
Some parameters are the same between multiple adatoms of the same type (D , E , g , Ji j
and Gs ), some depend on the tip condition and distance (b0, P0, η, G0), and some are
experimental conditions (T ).

3.3. WAVEFUNCTION MODELS

In chapter 6, we present the experimental observation of vacuum states confined by sur-
face structure. To model those states, we solve the Schrödinger equation using a custom
code implementation. The theoretical implication is discussed in this section.

3.3.1. SOLVING THE SCHRÖDINGER EQUATION

The time-independent Schrödinger equation can be written as

Ĥ |Ψ〉 = E |Ψ〉 (3.34)

Simple in form, this equation can be complex to solve depending on the definition of the
Hamiltonian Ĥ .

The Hamiltonian can be decomposed as the sum of two parts: a kinetic part (T̂ ) and
a potential part (V̂ ). We are interested in the behaviour of a single electron under the
influence of an electric field, so the potential will not include an electron-electron or
electron-proton interaction term. More precisely, the atoms in the system will be mod-
elled using an electric potential. The definition of the electric potential inside the solid
and in the vacuum are discussed in section 3.4 and subsection 3.4.2. The quantum me-
chanic kinetic energy of an electron takes the form

T̂ = −ħ2∇2

2me
(3.35)
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In order to solve the Schrödinger equation for a single electron in an arbitrary poten-
tial, we implement a variational method using a basis of shifted Gaussian functions[20].
The limited spatial extent of the Gaussian function allows the resolution of a spatially
limited wave function without the problem of boundaries and periodic conditions, as
opposed to a plane-wave basis or power series.

The variational principle is the demonstration that for an arbitrary normalised trial
function |Ψ〉 the ground state energy E0 of a quantum system will respect

E0 ≤ 〈Ψ|Ĥ |Ψ〉 (3.36)

where Ĥ is the Hamiltonian of the system and E0 its ground state energy. The equality
will be true only if |Ψ〉 is a valid wavefunction of the system. This principle is used in
many quantum calculations, notably in density functional theory (DFT), where the trial
function is iteratively minimised to obtain an approximated wave function. Here, we use
the Ritz method to express the trial function on a function basis and solve the resulting
eigenvalue problem.

Using a basis function set, we can write |Ψ〉 as

|Ψ〉 =
Ns∑
k

ck
∣∣φk

〉
(3.37)

To be able to map an arbitrary wave function in an n-dimensional space this set should
have a limit Ns =∞, but in practice, the summation need to be cut off at some point and
the size of the basis function set will be finite. The number of functions in the set will be
one of the factors affecting the precision of the approximation.

Using this basis with the variational principle (Equation 3.36)

ϵ=
∑Ns

k,i c∗k ci
〈
φ j

∣∣Ĥ
∣∣φi

〉
∑Ns

k,i c∗k ci
〈
φk

∣∣φi
〉 =

∑Ns
k,i c∗k ci Hki∑Ns
k,i c∗k ci Oki

(3.38)

where ϵ is the energy corresponding to the trial wave function Ψ and Hi k is the matrix
elements of the Hamiltonian on the basis of the function set. The Oi k correspond to the
overlap of functions that are typically non-orthogonal.

The Ritz method uses the observation that around the minimum of ϵ = E0 an in-
finitesimal variation of one of the constant ck defining the trial function will not change
the resulting energy. In other terms, near the exact wave function of the system, the first
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derivative of Equation 3.38 relative to one of the ck will be zero, so that

∂ϵ

∂c∗k
= 0 =

∑Ns
i ci Hki∑Ns

k,i c∗k ci Oki

−
(∑Ns

k,i c∗k ci Hki

)(∑Ns
i ci Oki

)
(∑Ns

i c∗k ci Oki

)2

=
Ns∑
i

ci Hki −
∑Ns

k,i c∗k ci Hki∑Ns
k,i c∗k ci Oki

 Ns∑
i

ci Oki

=
Ns∑
i

ci Hki −ϵ
Ns∑
i

ci Oki

∂ϵ

∂c∗k
= 0 =

Ns∑
i

ci (Hki −ϵOki ) (3.39)

The last equation is an eigenvalues problem where the ϵi are the system’s ground states
and excitation energies. The eigenvectors are the ck that approximate the wave function
in the basis function set for the corresponding eigenvalue.

The basis function set used in the code are N -dimensional isotropic Gaussian func-
tions. They are defined as

φi (⃗r ) =
(

2ν

π

)N /4

e−ν(⃗r−µ⃗i )2
(3.40)

where ν = 1/2σ2 is the half inverse variance (and used to simplify the notation) and µ⃗i

is the position of the centre of the Gaussian i . The normalization factor before the ex-
ponential was chosen so that

〈
φi

∣∣φi
〉= 1. The value of this normalization constant does

not impact the calculated eigenvalues and wave functions other than ensuring that there
is no arithmetic underflow or overflow during the calculation.

To alleviate some of the numerical calculation, it is possible to solve for this specific
basis some parts of Equation 3.39 analytically. This reduces drastically the computa-
tional work needed.

The function overlap is

Oi j =
〈
φi

∣∣φ j
〉= (

2ν

π

)N /2 ∫ ∞

−∞
e−ν(⃗r−µ⃗i )2−ν(⃗

r−µ⃗ j
)2

d⃗r

Oi j = e−
ν
2

(
µ⃗i−µ⃗ j

)2

(3.41)

And the kinetic operator is

Ti j =
〈
φi

∣∣T̂ ∣∣φ j
〉= (

2ν

π

)N /2 ∫ ∞

−∞
e−ν(⃗r−µ⃗i )2 −ħ2

2m
∇2

(
e−ν

(⃗
r−µ⃗ j

)2)
d⃗r
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Ti j =
(−ħ2

2m

)
ν2(µi −µ j

)2Oi j (3.42)

That leaves only the potential terms to calculate by numerically integrating

Vi j =
〈
φi

∣∣V ∣∣φ j
〉= (

2ν

π

)N /2 ∫ ∞

−∞
V (⃗r )e−ν(⃗r−µ⃗i )2−ν(⃗

r−µ⃗ j
)2

d⃗r (3.43)

assuming that the potential depends only on the position r⃗ , an assumption that will be
respected in our calculations.https://www.overleaf.com/project/5d887bb11d557100017c8aea

The code was written in the Julia language[21], and the code is available at github.
com/JGobeil/Schrod.

3.4. IMAGE POTENTIAL STATE MODELS

In order to quantitatively understand tunnelling spectroscopy data acquired over the
confined FER states, we used multiple numerical methods to model and analyse the
data. We wrote code that allows us to solve the time-independent Schrödinger equation
in multiple dimensions for an arbitrary potential. A quick introduction to the theory im-
plemented in the software is presented in subsection 3.3.1, the 1D models in section 3.4
and the 2D models in subsection 3.4.2.

We model the confining potential in two parts the out-of-plane with a 1D potential
and the in-plane confinement with a 2D potential. The out-of-plane confinement using
the potential shown in Figure 2.5. The potential is composed of three parts: a nearly-
free electron model for the sample potential[22, 23]; a plate-plate model for the electric
potential between the tip and the sample[24]; and the exact classical model for the image
potential[25].

For the in-plane confinement, we take three approaches for modelling the confine-
ment potential: the infinite, the finite and the slanted potential well models. The infinite
well solutions are evaluated analytically, and the two others solution are obtained using
numerical calculations. The resulting probability distributions (|Ψ2|) are shown in Fig-
ure 6.9, with the corresponding calculated energies shown in Figure 6.8. In both models,
the bottom of the potential well is situated at 4.73 eV, corresponding to the energy of the
first FER on a bare Cu(100) surface[26]. The height of the finite well is taken to be 5.61 eV,
corresponding to the next FER observed on the chlorine. The spatial character (number
and orientation of nodal planes) of the measured eigenstates is well reproduced by both
models, though the spatial extent of the states is underestimated in the calculations.

3.4.1. 1D MODELS

IPS WITHOUT TIP

For the purpose of IPS modelling, the potential above a metallic surface, without a tip, is
typically modelled using the image potential. On a metallic surface, this corresponds to

github.com/JGobeil/Schrod
github.com/JGobeil/Schrod
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the Coulomb attraction of the electron to its image charge and take the form

V (z) =− 1

4(z − zi )
, z > zi . (3.44)

where z is the position along a line perpendicular to the surface with z = 0 corresponding
to the atomic plane of the surface and z < 0 is inside the surface. zi is the position of the
image plane and will be discussed shortly. The image potential reach asymptotically
the vacuum level and the IPS associated with this potential creates a Rydberg series (see
Equation 2.13).

In the case of a dielectric the equation needs a slight modification and become[27,
28]

V (z) =−
(
ϵ−1

ϵ+1

)
1

4(z − zi )
, z > zi . (3.45)

The potential inside the surface can be modelled in different ways, for example, by
putting a potential wall at the surface[29] or using a nearly-free-electron (NFE) model[30,
31]. In this work, we use an NFE model to reproduce the appropriate projected bandgap
at the surface. An example of the resulting potentials is shown in Figure 2.5. The NFE
values used for the calculation were taken from Chulkov[23].

The potentials in Equation 3.44 and Equation 3.45 were used to quantitatively ex-
plain the observation of IPS resonance with LEED[32–34], inverse photoemission[29],
time-resolved coherent photoelectron spectroscopy[35] and time-resolved two-photon
photo-emission[36], to name a few. It is also used in most theoretical works[27, 28, 37,
38]. However, this potential includes an abrupt change leading to an infinite first deriva-
tive and thus, an infinite force. This kind of potential is not physically possible. To cir-
cumvent that, corrections were proposed to this potential to allow a smooth transition
from the image potential to the crystal potential. Notably, the Jones-Jennings-Jepsen
(JJJ) potential[39] use an exponential function to create a smooth transition from the
bulk to the image potential of the surface. Subsequently, this approach was also applied
to a tip-sample interface[25, 40].

IMAGE PLANE

When trying to model the potential near a surface, estimating where the surface ends
and the vacuum begins is difficult. Because of the delocalised nature of the electron
wavefunctions, the surface position is not easily defined, and multiple factors can play a
role.

One factor is when considering the truncated solid model, where the distance be-
tween the atomic planes is the same for the surface as for inside the bulk. This model
needs some corrections to simulate the surface dynamics correctly. Because of the dif-
ferences in the neighbouring atoms and bounding at the surface compared to the bulk,
the inter-plane distance will be different between the last and second last planes com-
pared to the planes in the solid bulk. This effect is hard to measure experimentally, and
few results are available[41].
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Another consequence of the surface different neighbouring is that the distribution
and density of the electrons is different at the surface than inside the bulk. The Shockley
and the Tamm states are direct consequences of this difference. At the surface, the cloud
of electrons extends outside of the surface and affects the surface’s effective position.

The image plane[31, 38] tries to encompass those effects by defining an effective po-
sition where the vacuum potential, usually the image potential, begins. The image plane
position is defined relative to the surface plane. A typical value for the image place of a
Cu(100) surface is 115 pm[42].

The surface plane, located at z = z0, is defined as the position of the surface atoms in
the truncated solid model, i.e. the plane crossing the center of the last layer of atoms.

TIP-SAMPLE ELECTRIC POTENTIAL

The potential between the tip and the sample can be separated into two parts: the elec-
tric potential (or tip field) and the image potential.

The electric potential is caused by the difference in the Fermi energy between the
two metals and the voltage bias applied between them. The shape of the potential inside
the vacuum will depend on the geometry of the two electrodes (the tip and the sample)
forming the STM junction. The electric potential between two nearby capacitors is a well
know problem in electrostatics, and we can use the know methods and results to model
it[24, 43].

We will introduce two typical approaches used to model the tip: the flat tip or plate-
plate model; and the spherical tip.

A simple model to describe the electric potential in the vacuum between the tip and
a metallic surface is two infinite parallel plates. This approximation was used in multiple
publications to model the vacuum potential[44–46]. Such potential can be written as

Vpp (z) =− z

s

(
Va −φs +φt

)
(3.46)

where Va is the applied bias voltage, s is the distance between the tip and the sample
and φs (φt ) is the work function of the sample (tip). The z = 0 position is defined as
the position of the atom at the apex of the tip and z = s as the plane’s position of the
first atoms of the sample. In other words, the tip is a z < 0, the sample at z > s, and the
vacuum in between. This model has the advantage to be simple and having only one
unknown parameter, the tip-sample distance. This model is used in Figure 2.5.

Realistically, the tip cannot be flat. There is to be a protuberance and, because of the
exponential dependence of the tunnelling current on the size of the gap, the point that
sticks out will dominate the tunnelling current. A way to refine the model is to consider
the tip to be a sphere. This model was used with success[25, 45, 47, 48] and can provide a
description closer to the observation than the flat tip model, but at the cost of one more
fitting parameter, i.e. the radius of the tip.

The image method can be used to evaluate the electric potential in the vacuum be-
tween a sphere and a surface. The approach requires to sum an infinite series of charges
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Figure 3.5: Spherical tip model.

inside the sphere and anti-charge inside the surface[49, 50]. By doing so, the electric po-
tential in the vacuum along a line perpendicular to the surface and crossing the center
of the sphere can be written as

Vsp (z) = R
(
Va −φs +φt

) ∞∑
i=0

(
ξi

z − zi
− ξi

z + zi

)
(3.47)

z0 = s +R, zi = z0 − R2

z0 + zi−1
(3.48a)

ξ0 = 1, ξi = Rξi−1

z0 + zi−i
(3.48b)

Even if the spherical tip model is a better model, this is at the cost of one more pa-
rameter to set, and often the increased precision is negligible, especially at a close dis-
tance. The difference between a flat tip model and a spherical tip becomes significant
only when the tip radius is similar to the distance between the tip and the sample (R ≈ s).

TIP-SAMPLE IMAGE POTENTIAL

The image potential is created by the presence of an electron near a surface. The elec-
tron charge induces a positive image charge (i.e. , a hole) in the electronics charge of the
surface, attracting the electron that created it. In a tip-sample interface, both the sample
and the tip will exhibit an image potential. When the tip is brought in close range to the
surface, the two image potentials will combine to create a more complex potential.

A first approximation is obtained by simply summing the two image potentials.

Vim(z) =− s

4z(s − z)
(3.49)

where s is the distance between the tip and the sample. This potential is called the first
image charge[25].

The previous equation only considers the first image charge, hence the name, and
ignore that each image charge will induce another image charge in the other plate. This
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creates an infinite sum of image charges in the two plates, and the resulting potential is
named the exact classical image[25].

Vim(z) =−1

4

(
1

z
+ 1

s − z

)
+ 1

4s

[ ∞∑
n=1

(
2

n
− 1

n + z/s

)
−

∞∑
n=2

(
1

n − z/s

)]
(3.50)

=− s

4z(s − z)
+ 1

4s

[
2γ+Ψ

(
1+ z

s

)
Ψ

(
2− z

s

)]
(3.51)

where s is the distance between the tip and the sample, γ is the Euler number, andΨ(x)
is the digamma function. This equation is quite complex, and an approximation was
proposed by Simmon[24] with

Vim(z) =−1.15ln2
s

4z(s − z)
(3.52)

where s is the distance between the tip and the sample.

Finally, let us mention that the Jones-Jennings-Jepson (JJJ) potential[39] for a sur-
face was adapted by Pitarke et al.[25] for an STM junction. The potential uses exponen-
tial functions to transition between the surface and image potential to create a smooth
transition, including the first derivative. This approach introduces two free parameters
characterising the length of the transition. The correction on the calculated energies is
expected to be minimal compared to Equation 3.51.

3.4.2. IMAGE POTENTIAL STATE: 2D MODELS

Typically with FER, the electrons are trapped vertically but can move freely perpendicu-
larly to the surface before diffusing into the substrate. Consequently, they do not show
any quantisation of their energy due to in-plane confinement. In our case, the electrons
are also trapped in-plane and will show quantisation in-plane. The two quantisations
can be treated separately, and their energies summed. We can write the energy of the
FER as

Enx ny nz = Enz +Enx ny (3.53)

where Enx ny nz are the measured energies, Enx ny are the energy associated with the in-
plane confinement and Enz with the vertical confinement. We measure multiple IPS
for the same vertical mode (nz ) due to the different nx ny modes, but as the tip height
changes to maintain the constant current, the energy of the vertical mode will change
as the potential changes. When considered alone, the in-plane confinement is indepen-
dent of the tip-sample distance. However, its energy is affected indirectly by the change
in the vertical IPS energy. In other words, we should write Enz → Enz (z) and

Enx ny nz (z) = Enx ny +Enz (z) (3.54)

However, looking at Figure 6.10 we can see that after the modes (n,1) the tip-sample
distance stays mostly the same, and so we can consider that Equation 3.53 is a good
approximation of the energies.
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Three simple models of in-plane confinement are considered to calculate energy ex-
citation: infinite box, finite box and slanted box model. For all the models, the potential
is centred at

(
x, y

) = (0,0) and the degenerated states were grouped using a hierarchical
clustering algorithm with a grouping tolerance of 0.05V.

INFINITE BOX MODEL

The infinite box model is the textbook analytical solution of the Schrödinger equation of
a particle inside a 2D box with infinite walls. Inside the box, the potential is constant at
a value Vmi n and outside, the potential is infinite (Vmax =∞). The box is characterised
by its length in the x and y direction, named respectively Lx and Ly , and by its potential
at the minimum Vmi n . Outside the box, the wave function is null. Inside the box, the
spatial part of the wave function takes the form

Ψnx ,ny

(
x, y

)=√
4

Lx Ly
sin

[
nxπ

Lx

(
x − Lx

2

)]
sin

[
nyπ

Ly

(
y − Ly

2

)]
(3.55)

The solutions are standing waves inside the box parametrized by their modes nx and ny ,
where ni = 1,2,3, . . . . The associated energies of an electron inside the box are

Enx ,ny =
π2

2

(
n2

x

L2
x
+

n2
y

L2
y

)
+Vmi n (3.56)

where me is the mass of the electron.

FINITE BOX MODEL

The finite box removes the infinity wall and gives them a finite value of Vmax . This allows
some part of the wave function to leak outside the limit of the box. To find the wave
function of such a potential, we used the Schrödinger solver mentioned previously.

As for the infinite box, the potential is parametrised by its dimension Lx , Ly , its en-
ergy of the bottom Vmi n , but with the additonal parameter of the energy at the top Vmax .

V
(
x, y

)={
Vmax for |x| > Lx or

∣∣y
∣∣> Ly

Vmi n for |x| ≤ Lx and
∣∣y

∣∣≤ Ly
(3.57)

SLANTED BOX MODEL

The slanted box model further extends the finite box model by replacing the step func-
tion at the edge with a slope. The potential is defined, in addition to the Vmi n and Vmax

values, by its outside edge lengths Lx and Ly , and its inside side length lx and ly . Be-
tween the inside and outside edges, the potential is linear. This potential can be written
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as

V
(
x, y

)=


Vmax for |x| > Lx or
∣∣y

∣∣> Ly

Vmi n for |x| ≤ lx and
∣∣y

∣∣≤ ly

Vmi n +2 Vmax−Vmi n
Lx−lx

(|x|− lx /2) for |x| > ∣∣y
∣∣

Vmi n +2 Vmax−Vmi n
Ly−ly

(∣∣y
∣∣− ly /2

)
for

∣∣y
∣∣≤ |x|

(3.58)

The results from the different models are presented in chapter 6.
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4
LARGE INSULATING NITRIDE

ISLANDS ON CU3AU

We present controlled growth of c(2×2)N islands on the (100) surface of Cu3Au, which
can be used as an insulating surface template for manipulation of magnetic adatoms.
Compared to the commonly used Cu(100)/c(2×2)N surface, where island sizes do not ex-
ceed several nanometers due to strain limitation, the current system provides better lat-
tice matching between metal and adsorption layer, allowing larger unstrained islands to
be formed. We show that we can achieve island sizes ranging from tens to hundreds of
nanometers, increasing the potential building area by a factor 103. Initial manipulation
attempts show no observable difference in adatom behaviour, either in manipulation or
spectroscopy.

Parts of this chapter have been published in Surface Science 679, 202 (2019) [1].
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4.1. INTRODUCTION

T HE ability to position individual magnetic adatoms into a specific arrangement on a
surface holds great potential for atomic scale studies of quantum magnetism [2].

A particularly successful template for the placement of transition metal atoms is the
c(2×2) reconstruction of nitrogen on the Cu(100) crystal surface [3], which provides a
self-terminated insulating monolayer, separating the atomic spins from the conduction
electrons in the metal below [4]. Due to its covalent structure, the copper-nitride surface
provides significant magneto-crystalline anisotropy [5] and allows for tunable spin-spin
coupling between neighbouring atoms, both ferromagnetic and antiferromagnetic [6, 7].
The combination of these techniques has given rise to a range of seminal experiments,
including the construction of a 96-atom magnetic byte [8], the observation of spin waves
in a one-dimensional spin chain [9], and the atomically precise study of various highly
entangled spin systems [10, 11].

As atom manipulation techniques become more reliable [12], the size of atomic struc-
tures is only limited by the maximum available continuous building area. In the case of
copper-nitride, this limit is imposed by the nitrogen islands. Due to a 3% lattice mis-
match between the adsorption layer and the underlying Cu(100) crystal, island sizes are
strain-limited to ∼ 5 nm × 5 nm — or, on saturated surfaces up to 20 nm× 20 nm [13] —
hampering the assembly of any spin structure larger than that. Here, we present growth
of nitride islands on a different metal substrate: the Cu3Au(100) surface. With a lattice
constant a = 0.375 nm [14], its lattice much better matches the one of copper-nitride
(a = 0.372 nm [15]) than the Cu(100) surface (a = 0.359 nm [16]) does. By properly tun-
ing growth conditions, we can routinely grow islands ranging from tens to hundreds of
nanometres across, vastly increasing the area on which spin structures can be assem-
bled.

100nm 100nm100nm

(a) 750 K (b) 780 K (c) 810 K

Figure 4.1: STM images of nitrogen islands on ordered Cu3Au(100) after 5 minutes of annealing at (a) 750 K (b)
780 K and (c) 810 K. The images were acquire at a temperature of 1.5 K with constant current at (a) 0.1 nA and
0.2 V, (b) 0.1 nA and 1 V and (c) 0.4 nA and 0.2 V. The nitrogen islands appear as darker areas surrounded by
brighter areas, which are bare Cu3Au(100).
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100nm 100nm 100nm

(a) 780 K (b) 840 K (c) 870 K

Figure 4.2: STM images of nitrogen islands on disordered Cu3Au(100) after 5 min of annealing at (a) 780 K (b)
840 K and (c) 870 K. The images were acquire at a temperature of 1.5 K with constant current at (a) 0.1 nA and
50 mV, (b) 0.2 nA and 100 mV and (c) 0.2 nA and 50 mV.

4.2. EXPERIMENTAL DETAILS

The experiments were performed in a scanning tunnelling microscope (STM) operat-
ing in ultra-high vacuum (UHV) and cryogenic conditions. During measurements the
pressure was <5 × 10−10 mbar and the temperature was between 1.4 K and 1.5 K. Sample
preparation was performed in situ in a UHV chamber connected to the STM, which has
a base pressure of <4 × 10−10 mbar. The preparation chamber is equipped with standard
sputtering and e-beam annealing equipment, and has inlets for pure argon and nitrogen
(99.999%).

N

(a) 10 mV (b) 1.5 V (c) 4.5 V

Figure 4.3: STM images of a nitrogen islands on disordered Cu3Au(100), scanned at a constant current of 0.5 nA
and a bias of (a) 10 mV, (b) 1.5 V and (c) 4.5 V. The surface was annealed 5 min at 840 K after nitrogen sputter-
ing. The insets are higher resolution scans of a section of the nitrogen island taken at identical measurement
parameters. The corresponding area on the island is indicated by a white rectangle. For (a) and (b) the nitrogen
islands are darker than the surrounding bare Cu3Au(100). This contrast is inverted for (c). In inset of (a), the
white circles correspond to the nitrogen position in the CuN layer. To avoid clutter, copper positions, which
are located in between nitrogen nearest neighbours, are omitted. The red arrows, repeated in all three insets,
indicate the two types of defect described in the text.
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NOTE ON THE REPORTED TEMPERATURE

We monitor the sample temperature during annealing by means of a pyrometer. Due to
stray radiation originating from the filament behind the sample, the actual temperature
readout, while reliable, is overestimated. In order to approximate the real temperature of
the sample during annealing, we record the cooling curves after turning off the filament,
and extrapolate back.

1.5V0.1V
(a) (b)

(e) (f)

(d)

(c)

50nm

200nm

5nm

5nm

5nm

5nm

Before scanning at 5V After scanning at 5V 

Figure 4.4: (a) Nitrogen island with an area of over 145 000 nm2 with Fe adatoms evaporated onto it. (b-f) STM
images of percolated areas. The sample was annealed for (a,e,f) 15 min in three steps at 810 K, 780 K and 750 K,
(b) 20 min at 930 K and (c,d) 20 min at 870 K. The STM images were taken at (a) 0.2 nA and 100 mV (inset at
1.5 V), (b) 0.1 nA and 200 mV, (c) 0.1 nA and −20 mV, (d) 0.2 nA and 20 mV and (e, f) 0.1 nA and 100 mV. (e) and
(f) show the same area before and after a scan of this area at 0.1 nA and 5 V.

We used a commercial Cu3Au crystal grown by Surface Preparation Laboratory, which
was cut along the (100) plane with ∼0.1° accuracy and polished to a roughness <0.03µm.
Prior to growing the nitride islands, the crystal was cleaned with multiple rounds of ar-
gon sputtering at kV 1 followed by annealing. This process was repeated until a clean
surface with large plateaus was observed in STM images.

Nitrogen was subsequently implanted into the superficial layer by sputtering N+ ions
onto the surface. We used an sputtering voltage of 500 V and a current of 1µA to achieve
coverages in the order of a monolayer per minute. To favor the mobility of the im-
planted nitrogen atoms and repair possible damage to the surface, we follow the sput-
tering by an annealing process, leading to the formation of a c(2x2)N reconstruction on
the Cu3Au(100) surface, similar to that reported for Cu(100) [3].

A Cu3Au crystal can be in two distinct phases: an ordered L12 phase [17, 18] upon
annealing below a critical temperature Tc = 663K [19–21], and a disordered phase above
this temperature [22, 23]. While both phases have the FCC crystal structure, in the L12

phase the Au atoms are periodically distributed over the crystal whereas in the disor-
dered phase they are not. The transition between the two phases is reversible [24, 25]:
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Figure 4.5: Tunneling specstroscopy measurements on regular and percolated areas. (a) STM image of a reg-
ular nitrogen island on disordered Cu3Au. (b,c) dI /dV spectroscopy measurements at constant current of (b)
1 nA and (c) 2 nA, taken at different positions on regular (b) and percolated (c) areas. Measurement locations
are indicated with corresponding colours in (a) and (d). (d) STM image taken in a percolated area. STM scans
were taken at 1.5 K and (a) 100 pA and 20 mV (inset at 1.2 V) and (d) 200 pA and 100 mV.

the crystal can be brought back into the L12 phase in a matter of hours by annealing
at temperature near Tc [24, 26]. The lattice constant of the disordered phase is slightly
larger than the ordered L12 phase (0.3762 nm and 0.3754 nm respectively [27]).

4.3. RESULTS AND DISCUSSIONS

In a first series of experiments, a clean and ordered L12 sample was sputtered with nitro-
gen for 45 s at a current of 0.8µA and an accelerating voltage of kV 0.5. The sample was
then annealed for 5 min. The annealing temperature was kept at T > Tc for only short pe-
riods of time, preserving the order in the bulk of the crystal. The surface is faster to both
order and disorder when crossing the critical temperature, taking place on a broader
temperature range [28, 29].

Figure 4.1 shows the effect of different annealing temperatures (as determined via
the process described above) on the size and distribution of the islands. The resulting
islands vary in size from 10 nm to 100 nm in their longest direction where the largest is-
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(a)

(b)

20nm

Figure 4.6: (a) 1×5 and 2×4 structures of Fe atoms similar to [8] assembled through vertical manipulation on
a ∼5000nm2 nitrogen island on Cu3Au. (b) dI dV spectroscopy measurements taken on each of the atoms of a
1×3 Fe structure built on an island of similar size as in (a). Spectroscopy was taken in the center of each atom
with initial settings of 800 pA and −20 mV. All structures were built on the same sample, which was annealed at
810 K, 780 K and 750 K for 5 min at each temperature. The STM images were taken at (a) 50 pA and 20 mV and
(b) 200 pA and 50 mV.

lands appear only at a higher temperature. We observe a trend towards larger islands for
higher temperatures. The edges of the island are mostly straight and oriented along the
crystallographic axes (rotated between 5° and 10° clockwise relative to the image frame),
as is observed on Cu(100). The island size is strongly increased with respect to the case
of Cu(100) owing to a reduced strain accumulation, due to the better match in lattice
parameters.

A second series of experiments was performed after a prolonged high temperate
treatment of the crystal. We annealed the crystal for 15 hours at >900 K. This temper-
ature is well above the critical temperature of 663 K, driving the crystal from the ordered
L12 into a disordered FCC phase.

The disordered crystal was then prepared in a similar fashion as the ordered crystal.
The amount of sputtered nitrogen is similar to the amount sputtered in the preparations
in Figure 4.1 and the annealing time was kept unchanged at 5 min for each preparation.
The resulting surfaces at different annealing temperatures can be seen in Figure 4.2.



4.3. RESULTS AND DISCUSSIONS

4

59

The island sizes follow the same trend as on the ordered crystal, with islands ranging
from 10 nm to 100 nm where larger islands are observed for higher temperatures. A ma-
jor difference is found in the island geometry. In the ordered case the islands have mostly
straight edges. In contrast, the islands of the disordered crystal are more rounded, show-
ing no clear preferable orientation with regards to the crystallographic directions, indi-
cating a more isotropic diffusion. This can be explained by disorder creating slight local
variations in the lattice parameters and allowing the strain of the nitrogen reconstruc-
tion to be released. This strain release process could allow the reconstruction of islands
without fundamental limits in their sizes.

Scanning the surface at higher bias voltage Vb reveals features that were not evi-
dent for Vb < 0.5V. Figure 4.3 shows the same island scanned at different bias volt-
ages. At Vb = 1.5V we observe bright spots appearing in the nitrogen reconstruction. At
Vb = mV10 and with atomic resolution, we can see that those bright spots correspond-
ing to defects in the nitride lattice (see insets of Figure 4.3). These defects, the position of
which coincides with that of copper in the nitride layer, were observed only in the disor-
dered phase. Although their exact nature is unknown, we suggest that they are Au atoms
that are incorporated into the copper-nitride layer as substitutions of Cu atoms. In the
L12 phase, every other layer in the (100) direction consists exclusively of Cu atoms; after
saturation with nitrogen, the surface is terminated on a Cu-only layer [14]. A second kind
of defect is visible at low bias (Figure 4.3a). This defect exhibits a two-fold symmetry with
a central point at the Cu position. We suggest that they are missing copper in the nitride
layer.

The defect distribution gives us an indication on the formation and merging of is-
lands. On round islands, the defects are mostly around the edges, where during growth
new nitrogen joins the island and where the c(2×2) reconstruction is therefore not com-
pleted. Due to Brownian movement, the islands diffuse on the surface and will eventu-
ally collide. This process of coalescence is visible in Figure 4.3, where two islands were
frozen in the process of merging. Longer annealing time or higher temperature would
allow the island to properly merge and adopt a round shape. This establishes a clear
relation between the elongation of the islands and the coalescence between multiple
islands.

Raising the annealing temperature allows for faster dynamics, accelerating the island
merging process which consequently leads to larger and rounder islands. Figure 4.4a
shows a ∼145000nm2 island observed on the disordered crystal. The total area of this
island is an improvement of three orders of magnitude respect to the maximum area of
a nitrogen islands on Cu(100) [13]. However, in the inset of Figure 4.4a, taken at higher
bias, we can observe a high density of defects on the nitrogen reconstruction evenly dis-
tributed along the island, suggesting a higher Au-Cu substitution at the surface at ele-
vated growth temperatures. Nonetheless, we successfully evaporated and manipulated
Fe atoms and on this island (white dots), and were able to engineer well-behaved spin
structures (see Figure 4.6).

The area surrounding this island presents an irregular topography, highlighted in
Figure 4.4c-e, which we will denote as percolation regions. We observe this kind of be-
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haviour for the preparations we performed at highest temperatures. They consist of a
square pattern broken up by irregular channels connecting larger islands, as well as clean
patches of exposed Cu3Au surface. We have seen the percolation region to be unstable
for Vb > 4V both while scanning (see Figure 4.4e, f) and during spectroscopy (see Fig-
ure 4.5).

We note that on the same sample preparation, it is possible to observe areas in the
percolation regime and areas with regular nitride islands by macroscopically displacing
the STM tip accros the sample surface, indicating that various phases can coexist on a
single crystal. By starting the annealing at a higher temperature and gradually lowering
the temperature, we are able to create round large islands with smooth nitrogen recon-
struction, where the defects are mostly on the edges.

Figure 4.5 shows constant current dI /dV spectroscopy measurements on both regu-
lar and percolated areas. As seen in Figure 4.5b, the nitride islands in the regular region
behave analogously to those reported for Cu(100) [30]. The peaks at 2 V and 4 V observed
on the nitride layer resemble those reported on nitride on Cu(100)[31]. The peaks at bias
voltage beyond 5 V are image state resonances. In the percolated region (Figure 4.5c,d),
three distinct phases are observed: two that behave similarly to the regular region (red,
green) and the phase with the square pattern (black), where the spectroscopy is mostly
featureless (apart from its instability).

The nitrogen islands on Cu3Au(100) are suitable for adatom manipulation. We as-
sembled many structures of Fe adatoms — from dimers to longer chains and blocks.
Examples of such successfully assembled structure can be seen in Figure 4.6a. In Fig-
ure 4.6b we show spectroscopy measurements on the three atoms of a Fe trimer, which
are quantitatively the same as for a trimer assembled on nitride on Cu(100) [32, 33].
Atomic manipulation is performed vertically, by moving an atom from the surface to
the tip and subsequently form the tip to the surface on the desired position [4]. Whereas
the atomic structures shown in Figure 4.6 were built on a disordered crystal, successful
manipulation was also performed on an ordered crystal. We did not observe significant
differences in either manipulation or spectroscopy between the two crystal phases.

4.4. CONCLUSION

We have studied the growth of c(2×2) nitride islands on the Cu3Au(100) crystal surface,
which results in island sizes that are much larger than on the well-studied Cu(100) sur-
face. When the crystal is prepared in the ordered phase, we observe mostly rectangular
nitride islands, which increase in size with temperature. On the disordered phase we
see a similar relation between annealing temperature and island size, but in this case
the islands are round, indicating that effects of strain due to lattice mismatch have di-
minished. Measurements at higher voltages reveal defects, the distribution of which
gives information about the coalescence of islands during growth. The nitride islands
on Cu3Au(100) are found to be equally suitable for vertical manipulation of magnetic
adatoms as their counterparts on Cu(100).
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5
STATE SWITCHING IN

INTRINSICALLY FRUSTRATED

ENGINEERED ATOMIC SPIN LOOPS

We use atom manipulation to build closed loops of magnetic atoms, specifically designed
to host magnetic frustration. Spin polarised STM measurements reveal that the magneti-
sation of the loops switches between two states that correspond to different locations in the
loop for the frustration to be relieved. The balance between relief points can be influenced
by means of a local tunable magnetic field produced by the STM tip.
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5.1. INTRODUCTION

In this chapter, we show the experimental realisation of a closed loop of atomic spins de-
signed to host magnetic frustration. The design is such that the magnetic frustration can
be released at two symmetrically equivalent pairs of interacting spins, creating a dou-
bly degenerated ground state. The degenerated ground state caused by the magnetic
frustration creates a highly sensitive system where small perturbations or defects could
break the symmetry. Experimentally, we observe that the symmetry is broken and that
spin arrangement favour releasing the magnetic frustration between only one of the two
pairs. In addition, we observe that the system shows spontaneous switching between
the two metastable frustrated states. The frequency of the switching, the lifetime of each
state and the relative distribution of the two states are influenced by the effective local
magnetic field and the current tunnelling through the atom. We use numerical calcula-
tions to evaluate the impact of the tip and of local variations in the system proprieties
and determine which parameters could cause the breaking of the symmetry.

An introduction to magnetic frustration is presented in the next section (subsec-
tion 5.1.1) followed by a description of the substrate and the experimental conditions
in subsection 5.1.2. In subsection 5.2.1 we explain the chosen design for the magneti-
cally frustrated closed loop. We qualitatively and numerically discuss the consequences
of this design in subsection 5.2.2 and subsection 5.2.3. The experimental realisation is
presented in subsection 5.2.4 and the measurement with a spin-polarised scanning tun-
nelling microscope (SP-STM) in subsection 5.2.5. The data collected using the tip field to
bias the local magnetic field and the numerical study are presented in subsection 5.3.1.
Finally, we present some results of an extended loop in section 5.4.

5.1.1. MAGNETIC FRUSTRATION

We speak of magnetic frustration when the interaction between the spins of a structure
make it such that it is not possible to satisfy all the couplings simultaneously. A com-
mon textbook example that illustrates magnetic frustration is three coupled spins placed
on an equilateral triangle where the interaction between each spin is antiferromagnetic
(AFM) and of the same magnitude[1]. This situation is illustrated in Figure 5.1. When
trying to assign a value to each spin (up or down in an Ising model), we will first anti-
align two spins to satisfy the AFM coupling between them. When trying to assign a value
to the third one, we will necessarily have one of its coupling not satisfied: it is frustrated.
Moreover, which coupling is frustrated is arbitrary, each situation leading to the same
total energy, and thus the system host a six-fold degenerated ground state (23 possible
combination minus 2 for when all the spin are aligned up or down). When including the
Zeeman energy and an external magnetic field, the ground state will include two of the
spins aligned with the field and so the system will have a three-fold degenerated ground
state. If the field is high enough, the Zeeman energy can overcome the coupling energies
and create more mismatched couplings and lift some or all of the ground state’s degen-
eracy.

The basic frustrated structure of three spins can be extended by adding more spins
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Antiferromagnetic couplingSpin up

Loop of 3 Loop of 5

Spin down ?

Kagome lattice

Figure 5.1: Examples of structures hosting magnetic frustration. Two examples of loops and one example of
periodic structures (Kagome lattice) that can exhibit magnetic frustrations. The coupling between the spins
(the circles) are all antiferromagnetic and of the same magnitude. The loops have an odd number of couplings
and could be extended to created larger loops by adding an even number of antiferromagnetic couplings or
any number of ferromagnetic coupling. The Kagome lattice is an example of structure with a massively degen-
erated ground state. The frustration points are numerous and the possible configuration are many. This is an
example of large scale frustration with long range correlation between the spins where any change in one spin
will affect the structure on a large scale.

in the loop or coupling multiple loops together. As long as the loops have an odd num-
ber of AFM bonds it will host magnetic frustration and have a multi-degenerated ground
state. Usually, magnetic frustration is considered and studied in periodic lattices[2–6].
Multiple 2D structures like the triangular and the Kagomé lattice[2, 7], and 3D struc-
ture like the pyrochlore lattice[3], have been the subject of theoretical and experimental
works on magnetic frustration. In such periodic lattices the frustrations are numerous
and scale with the size of the system. This leads to massive degeneracy which allows
quantum entanglement effects to survive over long distances. Interesting and peculiar
effects have been predicted in such systems, such as special states of matter known as
spin liquid[8–10] and spin ice[11].

5.1.2. EXPERIMENTAL SETUP

In this section, we present the experimental setup used, the sample and its basic proper-
ties. The two STMs available to the group and the general theoretical background com-
mon to most studies of magnetism with STM was discussed in chapter 2 and chapter 3.
The reader is referred to these chapters for more details.

The experiment was carried out in our lab using the Unisoku USM-1300 3He. Even if
this STM is equipped with a vector magnet allowing a maximum of 9 Tesla out-of-plane
and 2 Tesla in-plane, only the in-plane field was used up to a maximum field of 1 Tesla.
As discussed below, this field is parallel to the easy axis of the assembled structure. A
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Figure 5.2: The Cu2N substrate with example of structures. (a) A Cu2N lattice with three Fe adatoms. The
notation for the distance ({∆z,∆x}), the direction of the z-axis and x-axis and the three couplings that are
considered in the experiment are indicated. The Fe adatoms are on top of Cu atoms and bound with two nearby
N atoms along the z-axis (easy axis. The atoms can also bound along the x-axis, but that configuration wasn’t
used. (b-c) Two minimal structures that could exhibits magnetic frustration. (d) An example of a frustrated
structure with 5 adatoms. The structures presented in (b-d) are experimentally not realisable because their
atoms are too close.

commercial Cu3Au(100) crystal (from MaTecK), prepared in-situ and kept in ultra-high
vacuum (< 2×10−10 mbar) was used as a substrate.

The sample used for the experiment is a Cu3Au(100) crystal on top of which copper-
nitride (Cu2N) islands were grown [12]. This system was presented in chapter 4. We
used the Cu2N/Cu3Au(100) as an alternative to the Cu2N/Cu(100) substrate as the two
systems show similar properties with the notable advantage that Cu2N/Cu3Au(100) of-
fers larger Cu2N islands than Cu2N/Cu(100). As far as we observed, adtoms on the ni-
tride layer behave similarly to those on Cu2N/Cu(100) islands and it is possible to use
the knowledge and expertise acquired on Cu2N/Cu(100)[13–24]. The sample was first
prepared by a successive round of argon sputtering and annealing until a clean surface
was observed with the STM. The islands were created by nitrogen sputtering followed
by annealing the sample to promote the reconstruction of the islands. Iron atoms were
evaporated on the resulting sample.

We used Fe atoms as the building blocks for assembling the magnetic structures over
Cu2N insulating islands. Assembling magnetic structures on insulating islands brings
two important advantages over assembling directly on the metal substrate. One key
characteristic is that the islands decouple the adatoms from the conduction electrons
of the metal, which would limit the lifetime of the states that we are trying to observe[15,
25]. Another advanteage is that, when evaporated on Cu2N, Fe atoms preferentially oc-
cupy a bridge position[26, 27] where the Fe binds to two neighbouring N atoms and sits
on top of a Cu atom, as shown in the Figure 5.2. The crystal field originating from this
arrangement creates a strong uniaxial magnetic anisotropy, along the direction of the N
bonds. It should be noted that two such directions exists, 90 degrees rotated from each
other. It is important to place the adatoms on the correct row such that they align with
the direction of the external field The orbital momentum of the Fe on Cu2N is mostly
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quenched with a g-factor of g = 2.11[26]. The Fe adatoms carry a spin of S = 2 and will
align parallel to the N – Fe – N bounds.

In the rest of this chapter, we will use the following notations. The relative position
of two atoms on the surface will be noted {∆z,∆x}, where ∆z and ∆x are the absolute
distance in unit-cell of Cu3Au(100) in the z-axis and x-axis, respectively. The z-axis will
be parallel with the easy-axis of the Fe adatoms, and the x-axis will be perpendicular to
the z-axis and in-plane. These notations are shown in Figure 5.2 and Figure 5.2.

Placing two Fe atoms at a distance of {1,0} or {0,1} is impractical, because in these
configurations the atoms will to bound to the same N atoms or be too close, respectively.
The typical closest positioning between Fe atoms are {2,0}, {0,2} and {±1,±1}, with corre-
sponding coupling noted J{2,0}, J{0,2} and J{1,1}, respectively. These will be the basic build-
ing block that will be used to create our structures. For longer distance, like {2+,1+} and
{1+,2+}, the coupling is weak and will not be considered.

Two nearby adatoms on the surface interact via the itinerant electrons of the sub-
strate and mostly mediated through the Fe – N bounds[17, 22]. This interaction can be
modelled using the Heisenberg Hamiltonian, as introduced in chapter 2. In this model,
the coupling magnitude (Ji , j ) between two spins is determined empirically from the shift
in the inelastic excitation steps present in d I /dV measurements done on atoms in the
corresponding configuration. The three types of coupling used in the present experi-
ment are J{2,0} = 0.70meV[18, 28], J{1,1} = −0.69meV[18, 28] and J{0,2}. The J{0,2} value
is a small AFM coupling that we estimate to be around J{1,1} = 0.1meV. This value was
not precisely measured experimentally but correspond qualitatively to the experimental
observation of a weak AFM bound. This will be sufficient for our discussion.

The reported anisotropy of an isolated Fe atom over a Cu atom of a Cu2N islands is
D = 1.55meV and E = 0.31meV[26, 28]. The proximity of other atoms will also influ-
ence the anisotropy as nearby adsorbed atoms deform the lattice mesh[28]. The planar
anisotropy E is not be significantly disturb by the nearby atoms, but the axial anisotropy
can show significant variations. For two Fe adatoms with a {2,0} relative positioning,
the presence of the other adatom along its easy-axis increases the axial anisotropy and
was measured to be D =−1.87meV[18, 28]. The increase of the axial anisotropy is even
greater when the adatom is surrounded by two adatoms (the middle atom of a {2,0}
trimer for example) with a measured value of D =−2.42meV[18]. In the case of the {1,1}
spacing, the axial anisotropy is reduced to a value between−1.29meV[22] and−1.37meV[28].

5.2. THE D-SHAPED SPIN LOOP

5.2.1. DESIGN

The objective of the experiment is to build a closed-loop hosting magnetic frustration. To
achieve this objective, an odd number of AFM coupling inside the loop is required. The
smallest loop with such proprieties is composed of three atoms with either one J{2,0} or
one J{0,2} as illustrated in Figure 5.2 b and c. Experimentally, building such close-packed
triangle ((0,0)− (1,1)− (2,0) or (0,0)− (1,1)− (0,2) was proved impractical because of the
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Figure 5.3: The frustrated d-loop. (a) Ball-model of the two spins configuration showing the position of the
frustrated coupling (a magnetic field is applied in the z-axis direction). (c) Constant current topographic image
of the experimentally assembled structure taken with a spin averaging tip at 50 pA and 20 mV. Each white
spherical shape correspond to an iron atom placed to form the structure.

close packing of the adatoms, as mentioned above. Extending the structure in the x
axis to 5 atoms (Figure 5.2(d)) does not solve this issue as the structure still contains the
problematic small structures. Extending this last structure in the z direction this time
lead to the structure presented in Figure 5.3.

This design is as follows. Starting in the bottom left corner, we place the atoms in
those successive configurations: {2,0}, {2,0}, {0,2}, {−1,1}, {−2,0} and {−1,−1} so that the
last atom also is at a {0,2} spacing with the first atom and closes the loop. The atoms will
be named by their position (1 to 7) starting for the bottom left and rotating anticlockwise.
We will also name the three leftmost atoms (atoms 1, 2 and 3) the trimer, the two top
right atoms (atoms 4 and 5) the top dimer and the two bottom right atoms (atoms 6 and
7) will be the bottom dimer. The reason of those names will be apparent in the following
sections.

The resulting structure has 7 atoms and 7 next-neighbour couplings. Two of those
couplings are FM couplings (J4,5 = J6,7 = J{1,1}) and 5 are AFM couplings (J1,2 = J2,3 =
J5,6 = J{2,0} and J3,4 = J7,1 = J{0,2}). The 5 AFM couplings fulfil the requirement for mag-
netic frustration of an odd number of AFM couplings in a closed loop.

5.2.2. QUALITATIVE ANALYSIS

Fe adatoms on Cu2N are spin-2 atoms with a strong easy-axis magnetic anisotropy[28];
this constrains the spins to align parallel to this easy-axis (the z-axis in Figure 5.2). We
expect that the structure will exhibit a ground state composed of ±2 spins align along
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the easy-axis, which we will note as ↑ for the +2 spins (aligned) and ↓ for −2 spins (anti-
aligned).

If we assign a value to the spin of the atoms, ↑ or ↓, trying to satisfy the AFM or FM
nature of the couplings, we realise that it is not possible without including a frustrated
coupling. For example, beginning by assigning ↑ to the atom 1 and sequentially assigning
the next spin value by following the AFM or FM property of the couplings, we obtain the
series ↑↓↑↓↓↑↑. The last coupling closing the loop, between 7 and 1, is an AFM coupling,
but the two spins are ↑ and ↑: this coupling is magnetically frustrated. Beginning with a ↓
spin for atom 1 will lead to a similar result but with the spin of the atoms 4 to 7 inverted.

If the couplings were to have all the same magnitude, the ground states would be 14
times degenerated, one for each frustrated couplings times two for the two spin orienta-
tions. In the actual structure, the couplings are not all equivalent. There are three strong
AFM couplings (J{2,0}), two almost as strong FM couplings (J{1,1}) and two weak AFM cou-
pling (J{0,2}). The strong AFM and FM have similar magnitude, but the J{0,2} couplings,
between atoms 1 and 7, and between atoms 3 and 4, are significantly weaker. The energy
cost of having these couplings frustrated will be lower than for the rest of the couplings,
and so, the system ground states must include one of the two J{0,2} being frustrated. This
reduces the number of degeneracy of the ground states to four. The four generated and
frustrated ground states are |↑↓↑;↑↑↓↓〉, |↑↓↑;↓↓↑↑〉, |↓↑↓;↑↑↓↓〉, and |↓↑↓;↓↓↑↑〉. The ";"
separates the trimer from the rest of the atoms to ease the reading and to indicate that
the behaviour of the trimer is partially decoupled from the rest of the loop.

When we apply a magnetic field in the easy-axis direction (z-axis), the Zeeman effect
will further reduce the degeneracy of the ground state. With a magnetic field, the states
with more atoms aligned with the field will have a lower energy. In the previously men-
tioned states, 2 have 4 of its 7 atoms aligned, and 2 have 3 of its 7 atoms aligned. The 2
states with 4 of its 7 atoms aligned have a lower total energy and will be favoured. The
ground states are now |↑↓↑;↑↑↓↓〉 and |↑↓↑;↓↓↑↑〉. The partial decoupling because of the
weaker J{0,2} couplings is more apparent now. When a field is present, we can see the
structure as a fixed trimer in a |↑↓↑〉 state, while the rest structure is in a combination of
|↑↑↓↓〉 and |↓↓↑↑〉 states.

5.2.3. NUMERICAL ANALYSIS

Collection of magnetic adatoms on Cu2N islands were successfully modelled using a
Heisenberg Hamiltonian including surface magnetic anisotropy and Zeeman energy [15,
18, 23]. We use a similar model to do a quantitative analysis of the expected behaviour
of the structure.

The Heisenberg Hamiltonian is composed of three parts: the Heisenberg coupling
(HHei senber g ), the surface magnetic anisotropy (Hani sotr opy ) and the Zeeman energy
(Hzeeman). For the Heisenberg coupling, we only consider the first neighbours in the
loop. The total Hamiltonian take the form
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Figure 5.4: Energy diagram of the frustrated d-loop. Energy diagram of the first 20 energy states under a vari-
ation of an external magnetic field from 0 Tesla up to 10 Tesla. The dashed vertical line indicate where most of
the experimental data were taken (1 Tesla). The small inserts represent the corresponding states composition
of the Sz projection for the states (the colour of each border is the same as the energy line it represent). The
two divergent lines crossing starting at 0 meV are both 2-fold degenerated with the frustrated coupling either
between 3-4 or 7-1.

H =HHei senber g +Hani sotr opy +Hzeeman (5.1)

with the right parts defined as

HHei senber g =
N−1∑
i=1

Ji ,i+1S⃗i · S⃗i+1 + JN ,1S⃗N · S⃗1 (5.2)

Hani sotr opy =
N∑

i=1
Di S2

z,i +Ei

(
S2

x,i −S2
y,i

)
(5.3)

Hzeeman =
N∑

i=1
−gµB B⃗ · S⃗i (5.4)

where N is the number of atoms (7 in the current structure), Ji , j is the coupling between

atom i and j , S⃗i is the spin operator for the atoms i , Di and Ei are the uniaxial and
transverse anisotropy, g is the rightfully called g-factor, µB is the Bohr magneton and
B⃗ is the external magnetic field. The last term of Equation 5.2 ensure that the chain
form a closed loop. A more general HHei senber g term considering the coupling between
all adatoms would include the summation on all pairs of spins. In our case, we only
consider neighbouring atoms coupling.

We calculated the states’ energy and their composition in relation with a z-align ex-
ternal magnetic field. The detail of the calculation can be found in chapter 3. The re-
sulting energy diagram is shown in Figure 5.4. From this diagram, we can confirm our
previous conclusion about the ground state. At non-zero magnetic field, the ground
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state is composed of the trimer in a Néel state |↑↓↑〉 and the two dimers are in a su-
perposition of |↑↑〉 and |↓↓〉. The frustrated coupling is one of the two J{0,2}, either be-
tween atoms 1 and 7 or between atoms 3 and 4. Only at a high enough magnetic field of
Bz = 2

(
J{2,0} − J{0,2}

)
/
(
gµB

) ≈ 10T it is energetically favourable to release the frustration
between the two dimers, inverting the trimer at the same time. In this high magnetic
field ground state, 5 of the 7 spins are aligned with the field.

In the following experimental data, a magnetic field of 1 Tesla (dashed line on Fig-
ure 5.4) is used. At this field, the Zeeman energy causing the splitting between the ground
state and the first excited state is ≈ 0.48meV. Typically, experiments were performed at a
bias voltage 1mV at the junction and so, the energy of the tunnelling electrons is higher
than energy needed to excite the structure. However, due to selection rules this does not
prevent us from observing the spin state of the underlying atoms during a spin-polarised
measurement, as one electron carries a spin of ±½and thus can only induce a change in
the total spin of the structure of 1. Consequently, the process of exciting from the ground
state to the first excited state is a multi-electrons process and will rarely occur at the cur-
rent used in our experiments.

Another point to consider that could limit the proper observation of the state dur-
ing a spin-polarised measurement is the atomic exchange bias induced by the polarised
tip[24]. The presence of a spin polarised cluster of atoms at the tip allows the spin
sensitive measurements in STM[29, 30]. It is a fundamental technique when studying
magnetism with an STM. However, this cluster can also interact with the atoms that we
are trying to measure via an exchange interaction. This interaction can be included in
the Heisenberg Hamiltonian by including an equivalent correction to the local magnetic
field[24]. Because of this equivalence, and to ease of discussion, we will call this inter-
action the "tip field". This tip field, noted B t i p , follows an exponential decay with the
distance as

B t i p (z) = B t i p
0 e−λ(z−z0) (5.5)

, where B0 is a constant corresponding the field at z0, and λ characterise the decay.

During scan, the tip field changes the balance in the energy and split the degeneracy
of the states ↑↑↓↓ and ↓↓↑↑ of the two dimers. This means that, if the tip field increase or
decrease the local field, all the observed spins should be ↑ or ↓ respectively when scan-
ning the dimers. However, at low current (i.e. tip far from the surface) the tip field influ-
ence should be small and be mostly averaged by the thermal fluctuations.

5.2.4. BUILDING THE LOOP

Before the manipulation of the adatoms to assemble the structure, the Fe atoms were
first identified using their characteristic bias spectroscopy curve (d I /dV )[20]. Fe atoms
over a Cu site bound to two nitrogen atoms, present a step-like feature at +/-4meV origi-
nating from an inelastic excitation; Fe atoms over an N site do not present this low energy
feature. If the expected curve is not observed, a bias pulse is used to attempt to nudge
the atom onto a proper Cu site, so it can be identified as Fe atom after another d I /dV
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measurement. To assure that only Fe atoms were used to build the structure, only atoms
with the proper signal were used. Depending on the samples, the proportion of rightly
identified atoms can be up to 80-90% of the adatoms. The rest are either contamination
or Fe atoms bounded to the surface in a peculiar way or affected by a defect.

When the atom is confirmed to be a Fe atom it is moved to his final position using
vertical manipulation[31, 32] with a pickup, drop and hop procedure adapted from the
manipulation on Cu2N/Cu(100)[21]. The final step of the manipulation, the hop, con-
sists in a bias voltage pulse not strong enough to pick up the atom but will instead make
the atom hop laterally (or jump) onto a Cu site and bind to two N atoms. The direction
of the hop and bounding determine the easy-axis direction. In our experiment, all the
hops were done so that the easy-axis direction is parallel to the z-axis. The same axis is
used to when an external magnetic field applied.

The building procedure follows the order with which we numbered the atoms. First
the trimer was built (atoms 1, 2 and 3), followed by the top dimer (atoms 4 and 5) and
finally the bottom dimer (atoms 6 and 7). Many attempts were needed to properly place
the last atom (atom 7) as the final hop had a tendency to disturb the atoms already
placed.

A constant current topographic scan of the assembled structure is presented in Fig-
ure 5.3(c). The atoms seem at their rightful position but the atoms 6 and 7 seem to have
slight differences in relative height and size compared to the other atoms. This could be
due to a difference in the height of the substrate or and improper positioning or bound-
ing.

5.2.5. SPIN-POLARISED TOPOLOGY

The topography images consist of constant current scans. The current is the integral
of the local density of states (LDOS) from the Fermi level up to energy set by the bias
voltage. The LDOS of most atom is differs for the spin up or down. It is possible to
resolve the spin configuration of the structure, by introducing a spin dependence to the
contribution of the current. This can be realised by magnetizing the tip apex, enabling
the technique known as Spin Polarised STM (SP-STM). Conveniently, the same Fe atoms
that were evaporated on the surface to build the structure can be used to magnetise the
tip. To do so, we pick up with the tip some Fe atoms to create a magnetic cluster at
the apex of the tip. Simply put, this cluster will spin-polarises the current, i.e. creating
an unbalance in the proportion of the electrons’ spin ↑ and ↓ in the tunnelling current.
The probability with which an ↑ or ↓ electrons can tunnel through one adatom depends
on the spin state of this adatom, or put differently on the uneven LDOS between the
spin up and down. Combining those two observations, the unbalanced current and the
conductance dependence, a spin-polarised tip will measure different current at a given
height over an adatom depending on the spin value of the adatom, or different height
for a constant current measurement. It is to be noted that the intensity of the current
polarisation can vary greatly from tip to tip and a trials and errors approach is used to
get a "good" polarised tip.
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Figure 5.5: Spin-polarised topographic scan of the frustrated d-loop. Spin-polarised constant current to-
pographic image of the structure taken at 2 mV and an external magnetic field of 1 Tesla taking at various
regulating current. Top: images taken at increasing regulating current showing the states changing as the tip
go closer (higher regulating current imply a closer tip). Bottom: Difference between two successive current of
the dashed area highlighting the variation of the spin flipped area and its progression with the change of tip
height.

An in-plane magnetic field, parallel to the atoms easy-axis, was applied during the
measurement. The magnetic field assures a proper polarisation of the tip magnetic clus-
ter, that we assume to be (mostly) parallel to the external field. The field also creates a
split of the ground state and the first excited state due to the Zeeman energy as presented
in Figure 5.4. Under this magnetic field we can consider the trimer as fixed in the state
|↑↓↑〉 and use it as a reference for the polarisation of the atoms and a test for the proper
spin polarisation of the tip.

The SP-STM constant current topographic images of the structure are shown in Fig-
ure 5.5. The images were taken with an external magnetic field of 1 Tesla. On the images,
we can observe the difference in apparent height of the atoms compared to Figure 5.3(c).
This contrast is due to the magnetisation of the atoms. At this field, we concluded previ-
ously that the trimer (atoms 1,2 and 3) adopt the Néel state |↑↓↑〉. From this observation,
we can infer the spin of the other atoms. At 60pA , the top dimer (atoms 4 and 5) adopt a
|↓↓〉 state, and the bottom dimer (atoms 6 and 7) a |↑↑〉 state.

These observations differ from the predictions of the qualitative and quantitative
analysis. We expected a degenerated ground states with an equal probability of spin ↑
and ↓ for the atoms 4, 5, 6 and 7, with possibly a biased due to the local tip-field. The
observed spins should either be averaged at zero or a switching between the ↑ and ↓.
However, a clear unbalance is observed were the state |↑↓↑;↑↑↓↓〉 is favoured, even over
multiple scans. In this configuration, the frustrated bound is between the atoms 1 and 7.
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5.3. TIP-FIELD BIASING

The presence of the magnetic cluster at the apex the tip polarising the tunnelling current
allowing the observation the atoms’ spin also creates the so-called tip field. This tip field
gave us a new tool to probe the structure. By measuring at different tip-sample distance
(or at different regulating current and so changing the tip-sample distance) we vary the
local magnetic field experienced by the atoms and can dynamically change the condi-
tions of the experiment. In Figure 5.5, the loop is scanned in a constant current mode at
different regulating currents while the external magnetic field is kept constant at 1 Tesla.
As the current increase, we can see the atoms 4 and 5 progressively going from a |↑↑〉
state to a |↓↓〉 state. This change and how it progress is made more evident in the bot-
tom images of Figure 5.5 highlighting the difference between two successive scans of the
bottom dimer. We can observe the sharp transition and the progression of spin flipped
area. The atom 6 is changing state at lower current than the atom 7 and the flipped area
grow toward the atom 7 as the tip go closer. The sharpness of the flip is enhanced by the
feedback loop that will bring the tip closer to the sample as soon as the spin flip occur.
The process is as follows: the local magnetic field is reduced by the nearby tip; the spin
flip because of a change in the ground state; this decrease the current because of the in-
creased in magneto-resistance; in return the feedback bring the tip closer to the sample
to compensate for the decrease in current; the tip being closer, the intensity of the local
tip-field on the atom is increased and prevent a flip back of the spin. This reduces the
switching area where the ground state and the first excited state overlap in energy and
where a switching between the two states occur.

After the spin flip, the height the bottom dimer is similar to the height of the top
dimer, indicating that their spins have the same value and confirming the initial |↑↑〉 state
of the bottom dimer. The rest of the atoms does not change. Specifically, the atoms 6 and
7 stay in their apparent |↓↓〉 states and the trimer in a |↑↓↑〉 state even at high scanning
current. This indicates that the tip field is either too weak to induce a change in the state,
like for the trimer, or that the tip field reinforces the state, and no switching can occur,
like for the top dimer.

The field biasing effect created by the tip is expected to be a function only of the dis-
tance to the atoms and be independent of the current intensity or direction. To confirm
that this is really the nature of observed phenomenon and discard the possibility of a
spin-pumping effect[33], we measured the current-height relation (z(I )) at different bias
voltages. The regulating current was varied between 60 pA and 400 pA when measuring
in the centre of the trimer’s top atom (atom 3). The feedback loop was kept active during
this experiment and so will try to maintain the target regulating current by correcting the
height of the tip. The resulting tip height is measured. The measure was repeated pos-
itive and negative biasing voltages between ±0.6mV and ±1.4mV. The resulting curves
are shown in Figure 5.6(a).

As expected, the variation in voltage biases change the initial and final height of the
tip. A clear transition is observed at a height of 60 pm (z = 0 pm is arbitrary). This transi-
tion is indicated by the grey area. In addition, this transition happens at the same height
independently of the current, bias voltage or bias polarity. This confirms that the effect
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Figure 5.6: Current vs height of a spin-polarised tip over the d-loop atoms. (a) The height of the tip (Z ) in
relation the regulating current on the atom 3 take at different positive bias (in red) and negative bias (in blue).
The grey area indicates the region where the spins flip between the up and the down states. (b) The height of
the tip(Z ) on all the atoms taken at a bias voltage of 1 meV. The grey area indicate the region where the change
of state occurs. The two blue curves (taken on the bottom dimer) switch in the same range of height. The same
observation can be made for the red curves (two ends of the trimer). The grey lines show no switching. They
correspond to the atoms in an initial down state (middle trimer and top dimer). Also indicated an estimated
value of the field caused by the spins are switching. The inset indicate where the data was recorded on the
atoms. In (a) and (b) the z = 0 value is arbitrary.

depends only on the distance with the atom. We interpret this transition as the switch
from an initial ↑ state of the atom 3 when the tip is far away, to a ↓ state when the tip is
close.

Furthermore, all the curves follow the same exponential decay, as show in Figure 5.6
by the linear curves on a log scale. The difference between the curves is only in their
prefactor that depends on the voltage bias. The exponential decay follows the standard
curves of tunnelling current, and, except for the transition area, the spins are either ↑ or ↓
and not mixed or in a superposition of states. If this were not the case, they would deviate
from an exponential as the proportion of spin ↑ and ↓ would change progressively with
the local field and so the current.

Another information inferred from those curves is the opposing effect of the tip field.
The calculation shows that the trimer will adopt a |↑↓↑〉 Néel state a 1 Tesla (or any field
> 0). The transition will happen when the tip field fully cancels the external magnetic
field so that the local effective field is zero. This implies that at this distance the tip field
produce locally a field of -1 Tesla. The magnetic tip field goes against the external mag-
netic field and locally reduce it, otherwise the tip field would make the energy of the
current state lower, and we would not observe a switch.

5.3.1. BIASING THE ATOMS

We repeated the same experience at a constant voltage bias of 1.0mV on all the atoms. In
Figure 5.6(b), all the Z (I ) curves follow the same exponential decay, both before and af-
ter the switch, but have different heights. This difference in height is due to some exper-
imental considerations. First, some atoms appear naturally higher or lower due to slight
variation of the surface and an imperfect calibration of the surface plane. Secondly, un-
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like in the topographic image in Figure 5.3, where an exceptionally sharp non-SP tip
made it possible to clearly distinguish the individual atoms forming the structure, the SP
functionalised tip used in Figure 5.5 and Figure 5.6 cannot reliably distinguish the atoms
of the dimers. To find the position of those atoms we first place the tip over the atom 1
using an apex tracking algorithm. Subsequently, the tip was moved relatively from this
position to the desired atom. The actual positions where the curves were recorded is
shown in the inset of Figure 5.6(b). We can see slight mismatch due to a difference in the
estimated Cu2N lattice constant, on the angle of the lattice relative to the z-axis and an
imperfect tracking algorithm. A small correction of the height of some atoms (>3.9 pm)
was applied to compensate these variations and for the tilt of the sample.

In Figure 5.6(b), we can see three different behaviours of the atoms: no switching (in
grey, atoms 2, 6 and 7); switching at high current (in red, atoms 1 and 3), and switching
at low current (in blue, atom 4 and 5).

The first set of curves, the grey curves, correspond to atoms 2, 4 and 5, shows no
switching. They correspond to the atoms that are in a |↓〉 state when the tip is far away.
The spin of these atoms is anti-aligned with the external field and contribute a positive
Zeeman energy to the total energy. Lowering their local field reduce the Zeeman energy
and make the actual state (|↓〉) more favourable and no switching can occur as the tip go
closer.

The second set of curves, in red, includes atoms 1 and 3. Those two atoms are the
ends of the trimer. The trimer is in a Néel state |↑↓↑〉 when an external field is applied.
When the tip is far (low current), the two atoms are in a |↑〉 state. As the tip go closer, the
local field is reduced until the atom begins to switch from |↑〉 to |↓〉. Using the Heisen-
berg Hamiltonian model, we calculated that the inflexion point happens when the local
field is null, i.e. when the tip field is as strong as the external field (1 Tesla in the current
experiment). The two atoms are switching at the same range of height, between 22 pm
and 52 pm. The z = 0 value is set arbitrary, but consistently for all the Z (I ) curves.

The third set of curves, in blue, formed by the atoms 6 and 7, correspond to the bot-
tom dimer. The switching occurs when the tip is at a greater distance than for the atoms
of the trimer and so the biasing tip field lower. The switching area is the same for the
two atoms and is between 79pm and 123pm. They are more sensitive to the disturbance
caused by the tip field.

It is surprising that we can observe a switching at all. If all the magnetic anisotropies
and couplings were all symmetric, i.e. no difference between the top dimer and the bot-
tom dimer, as described before, they should behave similarly. The states |↑↑〉 and |↓↓〉 for
the bottom and top dimer should be degenerated. Any hinder of the local field would
break that degeneracy and favour the |↓↓〉 state, and we should observe only the |↓↓〉
state, or switching at low current. The observation of a switching on the bottom dimer
and no switching on the top dimer imply that the structure is asymmetric.

The underlying principle of the tip field effect is exchange interaction. This inter-
action intensity is due to the overlap of the wave function of the tip and the adatoms.
The sample overlap is at the origin of the tunnelling current in STM. It is reasonable to
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Name Symbol value

Spin quantum number s 2
g-factor g1 . . . g7 2.11

Vertical coupling J{2,0} 0.7 meV
Horizontal coupling J{0,2} 0.1 meV

Diagonal coupling J{1,1} -0.69 meV
Planar anisotropy E1 . . .E7 0.31 meV

Axial anisotropy (atom 1, 3) D1, D3 -1.87 meV
Axial anisotropy (atom 2) D2 -2.42 meV

Axial anisotropy (atom 4, 7) D4, D7 -1.37 meV
Axial anisotropy (atom 5, 6) D5, D6 -1.62 meV

External magnetic field (z-axis) Bz 1.0 T

Table 5.1: Base values for calculations of the d-loop states and energies.

assume that the two effects will have the same λ factor in the exponential decay.

I (z) = I0e−λz (5.6)

We can fit the Z (I ) curves with Equation 5.6 to evaluate λ. The I (z) curves of the
different atoms, before and after the switch, follow the same exponential decay. The
fits gave an average value of λ = (21.9 ± 0.6)nm−1 (the current is divided by 10 every
105.15 pm). The incertitude is evaluated by taking the maximum difference between the
fitted values and the average value.

Using this value as for the exponential decay of the tip field in Equation 5.5, and the
value of 1 Tesla for the switching point of the trimer’s atoms (B t i p

(
37pm

)= 1T), we can
evaluate that the tip field causing the switching of the bottom dimer is approximately of
-0.25 Tesla (creating a local field of 0.75 Tesla).

5.3.2. UNBALANCED STRUCTURE

To try to understand the causes of the unbalance, we used the Heisenberg Hamiltonian
model presented previously. We calculated the energies and states of the system un-
der variations of the g-factor (gi ), the coupling Ji , j , the axial anisotropy Di and planar
anisotropy Ei , for the atoms 1, 4 and 5. The base values used for the calculations of pre-
sented in Table 5.1. Because of the symmetry of the structure, the behaviour of the atoms
6 and 7 will be the same as for the atoms 4 and 5, and atom 3 will behave as atom 1. The
atom 2 do not play a role in the imbalance of the structure.

To model the tip field effect, the local magnetic field on atom i (Bz,i ) was sweep from
−0.1 T (tip close, high tip field) to 1.0 T (tip far away, no tip field). A constant external
magnetic field of 1 T is applied on the rest of the atoms. The effects of the other parame-
ters are modelled by varying only this parameter on one atom at the time.



5

80 5. STATE SWITCHING IN INTRINSICALLY FRUSTRATED ENGINEERED ATOMIC SPIN LOOPS

Figure 5.7: Effect of local variations on the spin states of the loop. Numerical calculations using a spin hamil-
tonian model where one parameter is slightly changed(the y-axis on the plots) from its original value (the
yellow lines). The variations are done on the axial anisotropy (Di ), the planar anisotropies (Ei ), coupling (Ji , j )
and g-factor (gi ) on the spin states of atom 1, 4 and 5. i , j correspond to the atom number. A global external
field of 1 tesla is present. On the x-axis is the local tip field biasing. A value of 1 tesla of the tip field correspond
to an effective local magnetic field of 0 (the tip field fully cancel the external field).
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In Figure 5.7, we show the expectation value of the spin along z for the atoms 1, 4 and
5 calculated using the thermal density matrix and the first N energy states, as follows

〈
Sz,n

〉= 1

Z

N∑
i=1

e−ϵiβ
〈
φi

∣∣Sz,n
∣∣φi

〉
(5.7)

where Z = ∑N
i=1 e−ϵiβ is the partition function, β is related to the temperature as β =

1/kB T , ϵi is the energy of the state i , and
∣∣φi

〉
is the state i of the system. N was chosen

to be high enough that all relevant states are included in the calculation.

A first conclusion that can be drawn for the calculations is that the structure balance
is resilient to the variation of the axial anisotropies Di and planar anisotropies Ei . Only
slight variations of tip field needed to change the state can be observed and only for
the largest variation of the planar anisotropies Ei of the dimers’ atoms. Even then, the
unbalance remains small. In short, the unbalance caused by the variation of Di and Ei

are too small to explain the previous experimental results.

The situation is different for the g-factor and the coupling J{0,2}. In both cases, the
dimer’s atoms act together and the change in states happen at the same tip field for the
two atoms. This is coherent with what was observed on the experimental Z (I ) curves.
The system is particularly sensitive to the variation of the weak coupling J{0,2} (J3,4, J7,1)
linking the trimer to the dimers. A local defect in the Cu2N islands structures could lead
to the needed deviation.
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Figure 5.8: Effect of a rotation of the magnetic field of the easy-axis of the atom’s spin. Illustration of the
consequence of a misalignment of the magnetic field relative to the lattice direction combined with a rota-
tion of the easy-axis of the atom’s spin resulting from the displacement of the substrate atoms when two ab-
sorbed atoms are close. A slight anti-clockwise rotation of the field direction illustrates the misalignment of
the magnetic field. In this context, the top dimer (left) easy-axises are rotated in the same direction as the mis-
alignment. This makes a more significant proportion of the field aligned with the easy-axises compared to the
bottom dimer (right). In other words, it costs less energy to align anti-align the bottom dimer spins (right) with
the field than it costs for the top dimer (left).
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Another hypothesis trying to explain the unbalance of the structure would be a dif-
ference in the coupling of the trimer with the top dimer and bottom dimer due to the
rotation of the easy-axis of the dimer. In a previous study by Bryant & al.[28] it was
calculated that two Fe atoms on a Cu2N substrate in a {0,2} relative positioning would
displace laterally one of the bounded nitrogen atoms. Because the easy-axis direction is
due to this bounding, this displacement can change the alignment the easy-axis that will
in return import the coupling of nearby spin.

Combining this rotation of the easy axis with a slight misalignment of the external
magnetic with the crystallographic direction, the top and bottom dimers will be affected
differently, breaking the symmetry of the system. The crystallographic direction of the
Cu2N islands makes an angle of approximately 6° with the external magnetic field. This
is due to a misaligned of the crystal in the sample holder. This angle makes the pro-
jection on the easy-axis of the atoms in the bottom dimer and top dimer different and
creates a difference in the magnetic field felt by the atoms, as illustrated in Figure 5.8.
The difference in the easy-axis direction could also play a role in the value of J{0,2} of the
two dimers with the trimer.

5.4. EXTENDED D-LOOPS

130pA

Figure 5.9: Zoom on the dimers using a spin-polarised tip. When zooming (bottom image) the dimers (top
image) show some quick burst of the current. The arrows point toward some examples of those jumps.

In the previous sections, we observed that it is possible to use the STM tip to bias the
local magnetic field and change the preferred spin state of the probed atom. When the
tip field fully cancels the local field, for example, in the grey boxes of Figure 5.6, the atom
spin-flip rapidly between the ↑ and ↓ states. The lifetime of the states seems different
depending on the atoms. Again in Figure 5.6 the switching of the trimer atoms (subplot
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(a) and bottom right box of subplot (b)) shows a noisy transition, especially compared to
the smooth transition of the bottom dimer (top right box of subplot (b)). This indicates
that the trimer have a slower dynamics than the dimer, and that the dimer dynamic is
too fast, resulting in a measurement of an averaged value. The fast dynamic can also be
observed in Figure 5.9, where we can see a zoomed portion of the dimers during a spin-
polarised topographic scan. The points (some examples of these are indicated by arrows
on Figure 5.9) are not noise in the signal. We interpret them as sudden short changes of
the spin state of the atom. Their localisation exclusively over the atoms indicates that
this "noise" can not be seen in the non spin-polarised scans, support that conclusion.
Unfortunately, their dynamics are too fast on the d-loop to be measured. However, they
can be observed on an extended-d-loop that was subsequently assembled (Figure 5.10,
Figure 5.11).
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Figure 5.10: Ball model of the extended-d-loop. The extended-d-loop includes two more atoms compared to
the standard d-loop. Those atoms extend the structure horizontally and add two antiferromagnetic couplings.
The frustration will be released on one of the weak antiferromagnetic couplings between 3 and 4 or between 9
and 1.

As discussed in section 5.1, a frustrated loop can be extended by adding an odd num-
ber of antiferromagnetic couplings or any number of ferromagnetic coupling without
inhibiting its magnetic frustration. The extended-d-loop was designed by adding two
atoms between the trimer and the dimers. Here, the two atoms add a total of two weak
antiferromagnetic couplings. Consequently, the structure still has one frustrated cou-
pling. The frustration will be released where the cost in energy is the least. This will be in
one of the weak J{0,2} couplings. However, in the case of the extended-d-loop, if the frus-
tration is release between 4 and 5, or between 8 and 9, that imply that one more spin will
be against the external magnetic field. In a first qualitative approximation, this makes it
more costly to release the frustration there and the structure only a doubly-degenerated
ground state, like the standard d-loop. However, the situation is more complex than in
the previous structure as having atoms 4 and 9 in the up state creates three frustrated
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couplings (instead of one) and aligns one more spin with the field. This becomes a bal-
ance between the coupling strength and the Zeeman energy. We know that at 1 Tesla, the
difference in We know the Zeeman energy, but the J{0,2} coupling is still uncertain.

Scanning direction

Figure 5.11: Fast spin polarised scans over an extended d-loop structure at various angles. The larger d-
loop scanned at a high scanning speed in three different directions. The slower switching behaviour of the
extended d-loop allows observing the correlation between the spin of the various atoms. It is to be noted that
the tip polarisation is inverted relative to the previous scans (the ↑ spin appear lower than the ↓ spin).

The structure was assembled on the same substrate as before. The results of some
spin-polarised scans of the structure are shown in Figure 5.11. It is to be noted that the
tip’s polarisation is different from the previous spin-polarised scans as observed on the
trimer. Our previous calculation indicates that the trimer is partly decoupled from the
rest of the structure and is in a ↑↓↑ Néel state. This conclusion is still valid for this larger
structure. Looking at the trimer, we can conclude that this spin-polarised tip makes the
↓ appear bigger/higher/more conductive than the ↑ state.

The extended-d-loop exhibit a slowed down dynamic, and a longer lifetime of the
states can be observed on the scans. The scans in Figure 5.11 were taken at a high scan-
ning speed and at different angles relative to the structure. This allows seeing lines on
the scans parallel to the scanning direction. Those are due to changes in the spin state
of the underlining atoms. Following the lines, we can observe a correlation between the
different spin states of the atoms in the structures. This means that the switching of the
state is not only happening locally, one atom at a time, but groups of atoms change state
together. In addition to the trimer, atom 4 seems to stay in an ↑ state. The two dimer
states seem to correlate strongly together. When one dimer is ↑↑, the other is ↓↓. The
behaviour of atom 9 is more puzzling. This atom state correlates with the two dimers’
state but in a way that would suggest a ferromagnetic coupling between atoms 8 and 9.
This contradicts our initial assumption that the J{0,2} coupling is a weak antiferromag-
netic coupling. However, this does not invalidate our previous analysis and calculation
but will have as a consequence to change the position of the frustrated coupling that was
concluded previously. Further studies will be needed to clarify this point.

To observe the effect of the tip field on the switching dynamic, we measured time
traces of the current over atoms at different fixed tip height. The traces and their his-
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togram for atom 8 are presented in Figure 5.12. The time traces show the current at 4
different heights, going from high current/tip close to the atom/high tip field for the top
plot to low current/tip far from the atom/low tip field for the bottom plot. The red values
indicate the ↓ state, and the blue the ↑ state. We can see a clear inversion of the state
population when the tip is close compared to when the tip is far. When the tip is far, the
influence of its magnetic field is minimal, and the atom is mostly in a ↓ state. As the tip
go closer, the tip bias the external magnetic field until the point of inversion of the pop-
ulation and where the spin spends most of the time in an ↑ state. We can also conclude
from those plots that the tip field enhance the external magnetic field, in contrast with
the measurement done on the smaller structure.

Figure 5.12: Spin-polarised current time traces at different heights. The current was recorded on atom 8
(bottom dimer) with the feedback loop inactivated (the tip height is fixed). The four plots were taken at differ-
ent heights showing the progression of the switching rate and of the proportion of state up and down.

The time traces also allow us to observe a correlation between the state’s lifetime and
the current. At low current (bottom plots), the atom spend a long (s̃econd) time in the
↓ before switching for a short time to a ↑ state. At higher currents (top plots), even if
the atom spends more and more time in the ↑, the lifetime of the state becomes shorter.
This indicates that it is the current that drives the switching. For a switch event to occur,
multiple electrons need to be involved in the process. The probability that this happens
increases with the number of electrons tunnelling through the atom.
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5.5. CONCLUSION

In this chapter, we have shown the experimental realisation of frustrated closed loops
composed of single atoms on a Cu2N substrate. On that substrate, we assembled two
loops: a loop of 7 atoms and a loop of 9 atoms. The structures are subject to magnetic
frustration and thus show a high sensibility to perturbation. Experimentally, the smaller
loop favour one of the two ground-state configurations and a fast dynamic. Using nu-
merical calculation, we evaluated which parameters could cause the needed perturba-
tion. The structures show switching between their spin states. The tunnelling current
drives the switching rate drives, and a high current will result in a higher switching rate
and shorter lifetime of the states. The distribution of states is influenced by the tip field
and be changed using it.
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6
ARTIFICIAL LATERAL CONFINEMENT

OF FIELD-EMISSION RESONANCES

Don’t quote me on that...

Uncertain individual

Scanning tunnelling microscope (STM) allows the experimental investigation of local field-
Emission resonance (FER) caused by image potential states (IPS) bounding the electrons
in a plane near the surface. Those states arise when the image charges attract the elec-
trons toward the surface, but a projected band gap or a non-conducting surface prevents
them from entering the bulk. On an unsaturated monolayer of CuCl deposed on a Cu(100)
crystal, we demonstrate the possibility of further trapping the electrons in-plane by engi-
neering the surface potential. Chlorine molecules are moved using horizontal manipula-
tion to create areas of bare copper surrounded by insulating chlorine atoms limiting the
lateral area where the FER can exist on the surface. We observe a shift in the FERs energy
compared to bare Cu(100) FER, followed by smaller resonances associated with the higher
energy modes of the cavity. Those electronic states show spatial dependence and energies
similar to a particle in a box model.
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6.1. INTRODUCTION

In this chapter, we report on field emission resonances (FER)[1, 2] exhibiting in-plane
confinement inside few nanometers wide square areas of bare copper(100) surrounded
by chlorine atoms. We show that the insulting copper-chlorine creates a potential well
allowing quantised states populated by the field-emitted electrons. The states behave
similarly to a particle-in-a-box model where the different modes can be associated with
s-like, p-like and d-like states. We modelled the confinement both out-of-plane and
in-plane with custom code implementing a variational method and the Ritz method
to solve the time-independent Schrödinger equation using a basis of shifted Gaussian
functions. The data taken at different heights show a significant Stark shift of the FER
energies supporting the assertion of their vacuum state nature[3, 4]. This energy shift is
also observed on the single vacancy resonance around 3.2 V. In previous research on ar-
tificial lattices built from those vacancies, this shift was associated with the onset of the
conduction band[5, 6]. From the dI

/
dV curves, we can estimate an enhanced lifetime

of the electrons in the confined states compared to the FER on bare Cu(100).

Section 6.2 give an overview of the theory surrounding image potential states (IPS),
field emission resonances and their experimental observations on Cu(100) with and with-
out a chlorine layer. The laterally constrained FER experimental observations are pre-
sented and analysed in the section 6.3. In section 3.4, the models used to describe the
potential between an STM tip and a sample in the context of FER are presented and the
numerical methods used in the simulation and analysis is explained. This section is fol-
lowed by a short conclusion in section 6.5. The experimental materials and methods
were introduced in chapter 2.

We note that the Hartree atomic units’ system is used during the calculation and,
unless stated otherwise, the equations in the following chapter are also written using this
system of units. In short, the unit system is based on setting the reduced Planck constant
(ħ), the elementary charge (e), the Bohr radius (a0) and the electron mass (me ) to unity.
In atomic and molecular physics, this system simplifies the notation and limits some
numerical complication that can arise with an ill-fitted unit system, notably overflow
and underflow problem that could occur with exponential.

6.2. IPS & FER

Image potential states (IPS) are electronic states that are observed above certain sur-
faces and interfaces. The states’ wavefunctions exist mostly outside the solid, extend up
to a couple of nanometers (1-3 nm) away from the surface, and die out quickly inside
the bulk. They appear when the electrons are attracted by their image charges inside
the surface but cannot enter the bulk because the surface exhibits a projected bandgap
or is insulating. IPS were first observed using photoemission spectroscopy, where they
manifest as apparent energy bands inside the gap, just below the vacuum level [7–10].
A variation of these states is found in scanning tunnelling microscopy (STM) where the
proximity of the probe tip alters the confinement potential by the combined effect of
the tip image potential[2, 11] and the difference in chemical potential between the two
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metals [12, 13]. This increases the energy of the IPS and can brings some of them above
the work function of the surface. This allows field emitted electrons to populate those
states[12] and creates characteristic spikes at the states’ energy in the dI

/
dV spectrum.

Those characteristic energies are called field emission resonances.

The field-emission regime can be viewed as another mode in which an STM can op-
erate and, in those conditions, is closer to the original topografiner by Young et al.[14].
This allows new experiments with an STM, notably the possibly to scan over insulting
surfaces[15] and, as the exact sequence of FER states and their associated energies are
material-specific, FER spectroscopy can be used for verifying the composition of the sur-
face [16, 17], as well as for determining the local work function [18–20].

On a clean and continuous surface, the IPSs are isomorphic in the lateral (in-plane)
direction and do not confine the electrons or hinder their movements, i.e. the electrons
in an FER propagate parallel to the surface mostly like free electrons[9, 21, 22]. However,
inhomogeneities in the surface or contaminants can disturb the potential and cause dis-
persion and lateral confinement of the resonances. This kind of effect was observed near
step edges [23–25], domain walls [26], as well as on nanoislands [27, 28], nanowires[29],
quantum dots[30], and atomic clusters [31, 32]. More detailed theoretical background
on FER and IPS can be found in chapter chapter 2.

In this work, we use atom manipulation [33] to engineer lateral confinement for the
IPS states. By creating atomically precise rectangular confinement areas, we create a new
set of resonances, the wavefunctions of which can be mapped and identified as particle-
in-a-box states. The ability to engineer such well-defined quantum dots is of particular
interest in view of recent STM experiments concerning artificial electronic lattices [5, 6,
34–36].

6.2.1. FER OVER CU(100)

The Cu(100) surface exhibits a projected bandgap around the vacuum energy; more pre-
cisely, there is a bandgap in the Γx direction in the k-space that extends between -2.79 eV
and +3.31 eV[37], 0 eV being the vacuum energy for Cu(100). Consequently, IPS can ex-
ist above the Cu(100) surface which was the subject of many publications related to IPS
between 1983 and 1987 using inverse photoemission[7, 8], momentum-resolved pho-
toemission [9] and two-photon- photoemission[21]. In addition to the pristine Cu(100)
surface, the ClCu/Cu(100) surface was also studied in the same period[9, 38, 39]. The
chlorine layer was notably used to establish that the observed phenomenon was in-
deed IPS[9]. This evidence comes for the difference in the IPS’ energy between the
Cu(100) and ClCu/Cu(100) IPS matching the difference in work function between the
two surfaces, ruling out other possible causes. This shift in energy due to the differ-
ence in work function was also observed on oxygen covered Ni(100) and gold-covered
Si(111)[1]. In addition to the experimental works, theoretical studies gave a solid theo-
retical background to the phenomenon, notably on the potential shape[11], the role of
the bandgap[10] and the distance of the image plane[37, 40].

The observation of FERs on Cu(100) came a bit later, but the capacity of the STM
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to distinguish nanometers scale changes on the surface showed the presence of FER
standing waves parallel to the surface near step edges[23]. That result demonstrated
the STM’s capacity to observe changes of the FER 2D electrons gas when disturbed by
local geometry and contaminants. The effective mass of the electrons gas, evaluated
at m′/m0 = 0.9± 0.1[23], is similar to the one measured on a free surface (1.2± 0.2[9],
0.9[41]) and indicate that the electrons move freely parallel to the surface even under an
STM. The first FER on Cu(100) is observed at 4.7 eV at 100 pA[23] and 4.8 eV at 300 pA[31].
The energy of the first FER seems to be only slightly affected by the tip shape[23, 31]. The
higher energy FER (n > 1) are more affected by the tip shape and, depending on the tip
geometry, the number of FER observed between 4 V and 9 V can vary between 4 and
8[31]. This dependence on the tip shape can be explained by the validity of the flat tip
model at close distance and low bias voltage and will be discussed in more detail in sec-
tion 3.4. The independence of the tip shape on the first FER’s energy allows it to be used
to identify surfaces chemically[16] or to evaluate the local work function[18].

6.3. LATERALLY CONFINED FER

FERs on pristine surface propagate parallel to the surface, analogous to free electrons[9,
21, 22], and thus their movement is not hindered in the lateral (in-plane) direction. How-
ever, on inhomogeneous surfaces, the morphology and contaminants can cause lat-
eral disruption and confinement of the resonances. This was observed near step edges
[23–25], domain walls [26], nanoislands [27, 28], nanowires[29], quantum dots[30], and
atomic clusters [31, 32]. In these experiments, the confinement appears near absorbates,
or plateaux, and is due to a difference in the work functions. It was theoretically shown
that to observe confinement of FERs, a lower work function of the adsorbate than the
substrate and a projected bandgap of the substrate are sufficient conditions[42].

To engineer the lateral confinement of the FERs, we used atom manipulations[33]
on a chlorine-terminated Cu(100) surface (ClCu/Cu(100)) and created atomically precise
rectangular bare Cu(100) areas surrounded by a continuous insulating layer of ClCu. The
CuCl/Cu(100) surface allows reliable manipulation of the individual chlorine atoms and
vacancies, and as such, offer an excellent platform for large scale atomic assembly[43].
We designate the assembled areas as patches and label them using the nomenclature
N×M , where N and M correspond to the number of ClCu unit cells on x and y sides of
the rectangular area (0.36nm/unit cell). We focus our work on square patches (N×N ).
Figure 6.1 shows the patches used in this work. We assembled them so that neighbour-
ing patches are separated by at least 8 unit cells of uninterrupted chlorine, and as such,
are considered isolated from each other. When imaged at typical tunnelling conditions
(e.g . 600 mV, 300 pA in Figure 6.1), the larger patches appear brighter (higher) due to
the increased conductivity of the metal compared to the chlorine, despite the Cu surface
being physically ∼0.23 nm[38] lower than the CuCl surface. The relative apparent height
depends on the bias voltage used.

Inside the patches (Figure 6.7), we observe FERs, but their energies are shifted up-
ward compared to Cu(100) FER. Usually, the FERs consist of pronounced peaks in the
differential conductance spectra. Here, the main peaks are present, but smaller sub-
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Figure 6.1: Topography and c.c. dI
/

dV maps of the CuCl/Cu(100) patches. (left) Topography of the patches
taken at a constant current of 300 pA and a bias voltage of 600 mV. Arrows indicate some chlorine vacancies.
We formed the larger square area of bare Cu(100) in the centre by moving and assembling multiples of these
vacancies. Their size in terms of chlorine vacancies is indicated above or under each of the square patches.
(right) The same area as the dashed grey rectangle on the right image, but showing the dI/dV measurement at
two different bias voltages, taken at 200 pA.

peaks accompany them (Figure 6.6). The peaks and their subpeaks vary in intensity in-
side the patches and can be mapped to well-defined wavefunctions of particle-in-a-box
states (Figure 6.9). The states are not strictly confined to the limits of the patches but
can extend over the chlorine layer, potentially opening the door to engineered coupling
between patches.. The ability to engineer such well-defined quantum states is of partic-
ular interest in view of recent STM experiments concerning artificial electronic lattices
[5, 6, 34–36, 44].

6.3.1. LIMIT CASES: FER ON CUCL/CU(100) AND CU(100)

As we are going to be exploring the effect of lateral confinement of the FER on square
patches, it is useful to start by looking at the limits: a pristine Cu(100) layer and a con-
tinuous CuCl layer. Figure 6.2 shows the c.c. dI

/
dV taken at a constant current of 100 pA

between 2 V and 9 V on a continuous CuCl/Cu(100) layer. Two references values for the
position of the resonances on Cu(100) are compiled in Table 6.1: from Wahl et al.[23]
taken at 100 pA and in from Stepanow et al.[31] taken at 300 pA. Both authors specified
that the number of FER observed in that range and their energies depend on the shape
of the tip, especially at higher energy, but that the energy of the first FER (around 4.7 eV)
is quite resilient to changes in the tip morphology.

In IPS experiments involving a single surface and a vacuum, like 2PPE, unlike STM,
the energies of the IPS are pinned to the vacuum level[9], i.e. a difference in work func-
tion will be translated into a similar difference in IPS energy. This relation was notably
used to establish the nature of observed phenomena as IPS. In an STM, the presence of
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Figure 6.2: c.c. dI
/

dV spectroscopy on the CuCl/Cu(100) layer and in a single vacancy. The spectroscopies
are taken at a constant current of 100 pA. The green curve shows the tip height recorded simultaniously during
the measurement of the c.c. dI

/
dV inside the 1×1 (yellow curve). In grey is the c.c. dI

/
dV on a continuous layer

of chlorine on Cu(100). Above the plot are indicated peak positions for the two c.c. dI
/

dV . Except for the first
peak at 3.39 V, there is no difference in the peak positions between the single vacancy (1×1) and the continuous
layers of chlorine.

Ref. Setpoint Energy ±0.05 (eV)

Wahl[23] 100 pA 4.75 6.20 7.15 8.00
Stepanow[31] 300 pA 4.80 6.22 7.21 7.92 8.60

Table 6.1: References values for FER on Cu(100).

the tip, its morphology, and its (possibly changing) distance from the surface will affect
this relation.

On the CuCl/Cu(100), the first resonance is present at 3.5 V, as seen on Figure 6.2. Its
shape is slightly different from the following resonances, and its height does not follow
the same trend. We attribute those differences to the energy being below the threshold
energy needed for field emission, and as such it is technically not an FER. Additionally,
the tunnelling electrons play a significant role in the measured current at this distance
from the sample for the first IPS. These two effects are not true for higher energy IPS,
as the energy is above the work function and the tip is far away from the surface. We
nonetheless attribute this resonance to IPS because of its measurable Stark-shift, dis-
cussed below, the effect of the presence of vacancies on the resonance, discussed in sub-
section 6.3.2, and the numerical calculation, in section 3.4.

The data presented in Figure 6.2 for the Cl layer was taken at a constant setpoint
of 100 pA, meaning that the system adjusts the tip-sample distance as the bias voltage
changes to keep the current constant. The changing distance between the tip and the
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Figure 6.3: Multiple c.c. dI
/

dV taken on the chlorine layer (left) and in the middle of a single vacancy (right).
All the spectroscopies were taken consecutively with the same tip. The change in the peak positions due to a
change in the current setpoint for the different patches can be seen in Figure 6.11.

sample will, in return, change the shape of the electrostatic potential. Figure 6.3 shows
spectra taken at setpoints ranging between 1 pA to 1 nA on the Cl layer. The figure shows
shift of the resonance position as a function of the setpoint, and thus as a function of
the electrostatic potential. Figure 6.11 shows the extracted values of this shift in energy.
This phenomenon is known as Stark-shift and indicates that the feature corresponds to
IPS rather than the conduction band, which should be insensitive to changes in the tip-
sample distance.

The difference in work function between the CuCl/Cu(100) and Cu(100) surfaces is
1.1 ± 0.2 eV[9], and so the equivalent of the first resonance on CuCl/Cu(100) should be
observed around 2.4 V on Cu(100). This is below the projected bandgap of the Cu(100)
surface[9, 37, 45] preventing the IPS from forming. Over the CuCl/Cu(100) the insulating
chlorine layer acts as the containing potential preventing the electrons from entering
the surface. The difference in energies between the resonances on CuCl/Cu(100) and
Cu(100) are shown in Figure 6.4. As the energy rises, the difference between the two sur-
faces disappear almost completely. We hypothesise that this discrepancy is caused by the
CuCl layer becoming transparent to high energy electrons, combined with the distortion
of the potential due to the tip shape and its changing distance to the surface. However,
the differences have a linear relationship that can be extrapolated to approximate the
work function difference at low energy.

6.3.2. FIRST FER OF CLCU/CU(100)

In previous works using atomic manipulations on CuCl/Cu(100) to create structures[43]
and engineer the electronic landscape of the surface [5, 6, 44, 46], the vacancies were
kept isolated and were not in contact with each other during and after the manipula-
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Figure 6.4: Experimental CuCl/Cu(100) FER vs. references values for Cu(100). (left) The experimental
CuCl/Cu(100) values of the resonance peaks (green circle) are plotted with the references values from Wahl[23]
and Stepanow[31]. (right) The difference of the resonances values between the experimental CuCl/Cu(100)
and the references Cu(100) values.

tion. This prevents the coalescence of two vacancies as it is laborious and often destruc-
tive to separate them. In addition, the states at 3.5 eV used to engineer the electronic
landscape disappear when multiple vacancies are bunched together. This is shown in
Figure 6.5 where spectra taken along lines crossing the centre of patches of various sizes
are displayed. The way that the single vacancy (1×1) affect the resonance at 3.5 eV is fun-
damentally different compared to larger patches in three ways: the elimination of the
resonance on larger patches, the shift in energy and the extent of the resonance.

A single isolated vacancy disturbs the first resonance observed on the chlorine layer.
In Figure 6.2 we show a comparison between the c.c. dI

/
dV at 100 pA taken on the chlo-

rine layer and in the centre of a chlorine vacancy (i.e. 1×1). On the chlorine layer, the first
peak is situated at 3.48±0.02 V. When measuring inside a chlorine vacancy, this peak is
shifted down by 0.09 V to 3.39±0.02 V, and its intensity is reduced. The energy shift is not
the only observable effect. The peak shape is also broader and elongated toward lower
bias voltage. This resonance is not observable inside bigger patches. It can barely be
detected on the 2×2 patches and the detection can be attributed to the imperfect point
measurement of the tip, i.e. part of the tip is over the chlorine layer.

To further understand the resonance’s behaviour, we measure multiple spectra in-
side the patches and over the chlorine forming a line crossing the patches in the centre.
The data in Figure 6.5 show that the single vacancy’s effect on the first IPS of the Cl ex-
tends outside of the vacancy and into the Cl layer. An energy shift is still distinguishable
at more than 1 nm away from the vacancy centre, corresponds to approximately three
chlorine lattice constants away. When repeating the same measurement on larger clus-
ters of vacancies, we observe no shift in energy and no spatial extent outside the patch
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Figure 6.5: First CuCl/Cu(100) FER on the 1×1 and its suppression on larger patches.. c.c. dI
/

dV along a line
crossing a single vacancy (leftmost) and larger square vacancies patches. The solid vertical line indicates the
limits of the patches, and the thin dashed vertical lines indicate the chlorine lattice (0.36 nm). The black dots
are detected peaks for each along a vertical line.

limits. The Cl resonance dies out as soon as the tip is over the Cu(100).

The first peak observed on the Cl layer has been previously interpreted as the on-
set of the conduction band[6], and the shoulder as a localised state split off from the
conduction band. In this work, we interpret the former as an IPS and the latter as orig-
inating from electrons plane wave scattering on the vacancies, based on the observa-
tions discussed above. The resonance occurs at an energy of 3.5 eV, giving the electrons
a wavelength of ≈0.66 pm. This is a little more than double the size of a vacancy and
approximately the size of a 2×2. This suggests that the vacancy acts as a scattering point
for the IPS electrons.

The spatial extent of scattering of the first resonance by the single vacancies is large
enough that two separated but close enough vacancies will experience an overlap of
their states. This overlap led to the observation of bounding and anti-bounding states
with vacancies separated by one and two chlorine atoms[6]. It also allows the engineer-
ing of artificial crystal lattices demonstrating the emergence of quasiparticles[5], and
topological-states[6].

6.3.3. SQUARE PATCH’S FERS

The spectra taken inside the patches show multiple FERs peaks accompanied by new
features observable between the major resonances. This is illustrated in Figure 6.6 where
the spectra taken in the centre (blue) and off-centre (orange) of a 7x7 patch can be com-
pared to a spectrum on the CuCl/Cu(100) surface. A sharpening of the features is ob-
served; the broad symmetric peaks observed on the extended surface are replaced by
sharp asymmetric features and shifted to higher energies when compared to the FER en-
ergies on Cu(100). Additionally, several peaks appear in between the major resonances,
especially in the off-centre spectrum. These additional resonances belong to a series



6

98 6. ARTIFICIAL LATERAL CONFINEMENT OF FIELD-EMISSION RESONANCES

4 5 6
Bias (V)

0

5

10

15
dI

/d
V 

(a
rb

.)
side
midway
center

Figure 6.6: c.c. dI
/

dV of the 7×7 patch showing additional spatial dependent features. All the spectroscopy
curves were taken at 100 pA inside the 7×7 patch but at different positions. The spectroscopies were taken in
the middle of the edge between the patches and the chlorine layer (side, in blue), in the centre of the patches
(centre, in green) and midway between the centre and the side (midway, in orange). We can see the variation
in the observed resonances and the similitude between the ones around 4.8 V and the ones around 6.2 V.

of sub-resonances following each primary FER, but can take complex shapes, especially
off-centre.

It is informative to examine the data shows in Figure 6.7. The plots highlight the spa-
tial structure of the resonances, showing symmetric patterns that repeat for each series.
The energies at which each features series appear are size-dependent, going from near
the energy of the second Cl FER at 5.47(2) V for the 2×2, down to just above the first
Cu(100) surface FER at 4.83(3) V for the 7×7. Higher energy series follow a similar pat-
tern, starting at the energy of the corresponding state for the Cl layer and decreasing in
energy with increasing patch size. We can also see that the spatial extent of the states is
not limited to the patches but leak over the chlorine layer. This is similar to what was ob-
served on the 1×1 patch but, contrary to the 1×1, the progression from the Cl resonance
to the patch resonances are discrete and well resolved. These differences point toward a
different mechanism for the existence of the states.

The nodal structure of the sub-resonances — which can be resolved for each primary
FER, up to and including the fourth primary resonance on 7×7 — begin, at lower energy,
by a large central resonance followed by two smaller lobes on each side, followed by two
nodes with a small centred node. This pattern hints at the engineered lateral confine-
ment causing it and that the electrons are trapped particle-in-a-box states.
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Figure 6.7: Full (2V-9V) c.c. dI
/

dV along lines crossing the patches. c.c. dI
/

dV along lines crossing the
square patches of chlorine vacancies. The dimensions of the patches are indicated at the top of each plot
and the patches are illustrated at the bottom. Each plot is constituted of 75 c.c. dI

/
dV at 100 pA between

2 V and 9 V along a horizontal line crossing the center of the patches. The thick vertical line indicates the
limits of the patches, and the thin dashed vertical lines indicate the chlorine lattice (0.36 nm). A correction
post-experiment was applied on the data to rectify a tip effect that shifted the data to the right at high voltage
biases. This correction is visible as a uniformly red area on the top right of each plot (see section 3.4). Note on
for the 4×4 patch: STM scan on the 4×4 patch after the measurement shown that a chlorine atom moved. This
caused the disturbance observes on the 4×4 data. The Cl/Cu(100) substrate is stable at cryogenic temperature,
but can be affected by a local defect, high voltage or current.

6.3.4. PARTICLE IN A BOX

The structure of the resonances can be understood by considering that the electrons act
as a particle in a box, where each series of resonances is associated with a FER mode,
denoted as n = 1,2,3, . . ., and the sub-resonances of each FER mode are associated with
the mode of the particle in a box, denoted as m = 1,2,3, . . .. Together we will note (n,m)
for the resonance corresponding to the m−th particle in a box mode of the n−th FER
mode.

The modes and energies of the resonances observed in Figure 6.7 are compiled in Ta-
ble 6.2. To extract that information, we used an algorithm of peak detection to precisely
detect the resonances and their energy. The uncertainties are estimated by considering
the energy variation for the same resonance, in addition to a correction to take account
of the tip height variation. The effect of the tip distance on the measurement is discussed
in subsection 6.3.5. Take note that the table does not include values for the mode m = 3
because the wavefunction amplitude is zero along the line crossing the patch for this
mode. This mode can be observed in the c.c. dI

/
dV map of the patches in Figure 6.9 and

will be discussed in subsection 6.3.4.

A simple calculation of an electron in a 7×7 (2.485 nm × 2.485 nm) square potential
with infinite potential walls give an energy value of ∼0.12 eV for the ground state (see
Equation 3.55). If we consider that the energy of the bottom of the well corresponds to
the first FER energy of Cu(100), this gives a value of ∼4.87 eV for the resonance (1,1). This
approximation is in good agreement with the experimental values measured for the 7×7
patch. The same calculation can be done for the 6×6, 5×5 and 4×4 patches with sim-
ilar agreements but diverge for the smaller ones and at higher excitations. The results
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Mode Patch size

n m 2x2 3x3 4x4 5x5 6x6 7x7

1 1 5.47(2) 5.25(2) 5.09(2) 4.98(2) 4.89(2) 4.83(3)
2 5.40(2) 5.23(3) 5.09(3) 4.98(2)
4 5.54(2) 5.36(4) 5.21(4)
6 5.47(3)

2 1 6.72(2) 6.58(2) 6.42(2) 6.32(3) 6.23(4) 6.15(6)
2 6.68(2) 6.49(2) 6.37(3) 6.27(3)
4 6.60(16) 6.70(5)

3 1 7.43(2) 7.34(2) 7.22(2) 7.12(4) 7.04(7) 6.98(2)
2 7.28(16) 7.15(2) 7.04(4)

4 1 7.97(2) 7.88(2) 7.79(2) 7.71(4) 7.64(4) 7.58(2)
2 7.72(8) 7.63(3)

5 1 8.41(2) 8.35(3) 8.25(2) 8.19(4) 8.12(3) 8.08(5)
6 1 8.80(2) 8.75(4) 8.66(2) 8.59(3) 8.55(2) 8.49(4)

Table 6.2: Measured FER energies. Energy of the FERs extracted from the data in Figure 6.7 with a peak de-
tection algorithm. The n-mode correspond to the major Cu(100) FERs that are shifted due to the presence of
the patches. The m-mode are the additional FER excitations caused by the patches confinement. The value in
parenthesis are the uncertainty on the last digits.

of these calculations are shown in Figure 6.8. The figure also shows results from a finite
potential models that more closely follows the experimental results, especially at higher
energy. In the finite model, we fixed the height of the potential well by considering that
an electron reaching the energy of a chlorine FER can travel in the vacuum along the sur-
face and thus is no longer confined, i.e. the energy of the measured FER on CuCl/Cu(100)
set the top of the potential. This can also be understood as the infinite patch limit case,
i.e. bare Cu(100). The details of the models and calculations are discussed in section
section 3.4.

In order to fully appreciate the spatial distribution of the patch resonances and vi-
sualise the structure of the confined modes not only on a line but on the complete
area on the patches, we measured multiple constant-current differential conductance
maps of the patches. Experimentally, acquiring differential maps proceed differently
than c.c. dI

/
dV point spectra. In c.c. dI

/
dV point spectra, the tip is position at a precise

position and the bias voltage is swept continuously. This allows a fine granularity of the
bias voltage values. For c.c. dI

/
dV maps, it would not be practical to acquire this kind

of dense data at each point of a 2D map, and we trade the energy precision for spatial
precision. Each map is taken with constant bias voltage, and for the current dataset, we
took c.c. dI

/
dV at an interval of 0.025V. A sample of the resulting topography is shown

in Figure 6.1. In the figure, we can see the patches size dependency on the observed
resonances spatial distribution.

The data from Table 6.2 give us some specific bias voltage values to look at and ob-
serve the spatial distribution of the states. As previously mentioned, some states could
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Figure 6.8: Comparison of the experimental energy values of the resonances with the numerical calcula-
tions using different models. (left) Energies of the main resonance and for the sub-resonances for the first
vertical mode (n = 1) of the 7×7 patch. (right) Energies of the main resonances for the different patch sizes. The
experimental values are extracted from the lines spectroscopies in Figure 6.7.

not be seen on the line spectroscopies, so we relied on the value given by the calcula-
tions to find the missing energy values. In addition, to be able to visualise the states
at more precise values than the limited granularity of the bias voltage sweep allow, we
interpolated the c.c. dI

/
dV maps.

In Figure 6.1 is shown those conductance maps the various sub-resonances of the
first FER (n = 1) over the 7×7 patch and compared with the corresponding numerical
results. The observed states can be clearly recognised as two-dimensional particle-in-
a-box modes. They can be characterised by the quantum numbers mx and my , which
indicate the number of anti-nodes in the horizontal and vertical directions, respectively.
The lowest energy state (m = 1), coinciding with the primary FER at 4.83 V, corresponds
to the (mx ,my ) = (1,1) mode. This state is followed by the degenerate (2,1)/(1,2) modes
at 4.97 V (m = 2), the (2,2) mode at 5.11 V (m = 3), the degenerate (3,1) and (1,3) modes
at 5.20 V (m = 4), and so forth. As expected, the m = 3 and m = 5 modes have nodal
planes across the middle of the patch, and thus cannot be detected in point spectroscopy
performed along this nodal plane, as is in the case for spectra shown in Figure 6.2 and
Figure 6.7.

One important experimental observation that the numerical calculations could not
reproduce is the spatial extent of the resonances. In Figure 6.9 the black squares show
the physical limits of the patch. In the experimental values, we can see that a significant
part of the resonances is measured outside of the patch. The calculation were not able
to reproduce this observation. However, further study by R. Rejali et al.(to be published)
solve this discrepancy using a renormalisation of the data. After renormalisation, the
resonances are limited by the patch dimension. The details of that work are beyond the
scope of this work.
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Figure 6.9: Experimental and numerical c.c. dI
/

dV maps for the n = 1 states of the 7×7 patches. The experi-
mental c.c. dI

/
dV maps (top row) show the spatial distribution of the first 6 states of a 7×7 patch. The following

row show the same states calculated with different models. The ticks on the side of each image indicate the
limits of the patch. Above each image is the associated state’s energy. The experimental energy value for the
mode m = 3 and m = 5 were not detectable on the line spectroscopy (see Figure 6.7) so the value of the slanted
model numerical results were used. The experimental c.c. dI

/
dV maps were taken at intervals of 0.025 V and

interpolated to find intermediate values.

6.3.5. EFFECT OF THE TIP SAMPLE DISTANCE

The feedback loop is active during the c.c. dI
/

dV measurement to keep the current con-
stant and prevent a high current from saturating the lock-in amplifier. The feedback
loop keeps the current constant by adjusting the distance from the tip to the sample as
the bias voltage change. In our work, to fully observe multiple FER, wide bias voltage
windows were used, from 2 V to 9 V. This important difference in voltage combined with
the FER creates a considerable current variation during the bias voltage sweep. The use
of c.c. dI

/
dV simplify the experimentation but complexify the modelling and analysis of

the data.

Figure 6.10 shows the height measured during c.c. dI
/

dV experiment on the chlorine
layer and in the middle some patches. At low bias voltage (<3.5V), except for the single
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Figure 6.10: Height variation during c.c. dI
/

dV measurements. . The c.c. dI
/

dV were taken on the con-
tinuous chlorine layer (purple) and in the center of patches (red, green, orange and blue). All c.c. dI

/
dV are

regulated at 100pA. The z = 0 is the height regulated at 2V and 100pA on chlorine. All data were taken with
the same tip, and the vertical drift was corrected between measurements by regulating the chlorine. Inset: The
difference in height with the c.c. dI

/
dV on chlorine.

vacancy, the patches have an apparent height higher than the chlorine, even if the chlo-
rine layer is physically higher than the copper substrate. The insulating nature of the
chlorine layer limits the conductance and creates this difference in apparent height. At
bias voltage higher than 3.5 V, after the first IPS on the chlorine, the patches seem lower
than the chlorine, and the height difference is in the order of the physical height of the
chlorine layer. We can consider that the tip-sample distance between 3.5 V and 4.5 V, and
after each FER, is approximately the same on the chlorine and inside the patches. This
led us to conclude that the difference in the tip-sample distance between the chlorine
layer and the copper patches does not play a major role in the difference in IPS ener-
gies and that this difference is due to the difference in work function between the two
surfaces.

Another piece of information that we can extract from Figure 6.10 is that after each
of the main FER (m = 1) the variation in tip-sample distance is minimal. The surge in
current due to the FER force the tip to retract considerably from the surface, and the
tunnelling current contribution to the total current is reduced to practically zero. At this
distance, the tip is not in tunnelling range, so the current dependence is not exponential.
The tip stays mostly at the same distance for all the sub-resonances and their energy
mostly not affected by a change in the tip-sample distance. However, the potential will
still be affected by the change in the bias voltage.

One impact that a change in the tip-sample distance will have on the modelling is the
validity of the flat tip approximation. The electric potential between the tip and the sam-
ple can be approximated as two flat and parallel plates at a short distance. This allows a
simple formula (Equation 3.46) for the electric potential depending uniquely on the dis-
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Figure 6.11: Peak position variations due to a change in the tip sample distance. . The plots combine multi-
ple c.c. dI

/
dV measurements on the patches done at different regulating setpoints and show the relationship

between the peak energy position and the distance between the tip and sample. The zero of the tip-sample
distance is set on the chlorine layer at 100 pA and 2 V. All data were taken with the same tip, and the vertical
drift was corrected between measurements by regulating the chlorine. Inset: The variation (slope) for each
series of values extracted by doing a linear fit. n = 0 is used to identify the first resonance on CuCl/Cu(100) for
the first one on Cu(100).

tance between the tip and the sample and the applied bias voltage. At a larger distance,
the roundness of the tip will have a non-negligible impact on the electric field value be-
low the tip. This brings complexity to the modelisation, notably by adding a degree of
freedom in the calculation. The round-tip can be modelled using Equation 3.47.

The enhanced energy resolution of our spectra allows us to accurately measure the
Stark shift: the rate by which the FER energies shift as a function of the electric field.
Here, the tip-sample distance has a considerable effect on the electric field at the sam-
ple surface. The relation between the magnitude of the electric field and the tip-sample
distance is linear if the tip and sample can be approximated as two close plates. This ap-
proximation is justified for the tip-sample distances at which the first FER is observed[2,
4, 47]. In Figure 6.11, we show the shift in the FER energies as a function of the tip-sample
distance, and from this extract the Stark shift for the primary FERs. We observe that the
Stark shift is minimal for the first resonance but measurable. The Stark shift increases
as the energy of the FER increases, and amounts to 500 mV/nm for the third resonance.
This trend can be explained by considering that the lower resonances are located lower
in the potential well, where, as depicted in Figure 2.5, the width of the well is less sensi-
tive to changes in the electric field (i.e. the slope of the slanted part of the potential).
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6.4. FOLLOW-UP RESEARCH

After completing the work presented above, the role of the main investigator was passed
to Rasa Rejali. The research was pushed further and led to a publication with Rejali as
the first author[48].

In the follow-up research, we made some significant developments that shine new
light on the work presented here that are worth mentioning.

(a)

(b)

(c)

Figure 6.12: Selected figures from Rejali et al[48]. (a) Figure 2(b) from Rejaliet al. Sample decay rate for the
first principal resonance as a function of the conductance. (b) Figure 2(c) from Rejaliet al. Sample decay rate
for the first principal resonance as a function of the conductance evaluated at the energy peak and average
occupation of the state. (c) Figure 3(c) from Rejaliet al. Estimated sample decay rate (blue circles) and lifetime
(green circles) at zero setpoint conductance for each patch size.

One information that we wished to obtain was the lifetime of the electron state, but as
rightfully mentioned in Rejali et al.: "Approximating the lifetime by the linewidth of the
resonance is not valid here, as the potential in the out-of-plane direction changes as we
carry out spectroscopy, leading to a changing resonance energy as a function of the ap-
plied voltage that artificially broadens the peak." This potential change comes from the
receding tip and the change in bias voltage during spectroscopy. In Rejali et al., the FER
process is modelled using a double barrier potential transport model. Two important
parameters of this model are the tip and sample decay rates (Γt and Γs ). The model can
reproduce the observed resonance with good accuracy(see inset of Figure 6.12(a)) and
allows the estimation of the Γt and Γs values (see Figure 6.12(a)-(b)). Those decay rates
can be used to estimate the lifetime of the resonances (see Figure 6.12(c)). The results
show an increased lifetime that can reach four times the lifetime of the unconstrained
FER.

Another point that was explored is the spatial extent of the states. The current work
observed that the confined states extend spatially outside of their confining potential.
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This effect is now attributed to the changing potential as the tip recedes from the sur-
face. The c.c. dI

/
dV maps can be normalised to remove these artefacts of the exper-

imental method. After normalisation, the states are almost entirely confined by their
patches. The normalisation method is quite complex and mathematically involving and
was worth is own publication. For more information and how to normalise the observed
c.c. dI

/
dV maps, the reader can consult Rejali et al[49].

6.5. CONCLUSION

The CuCl/Cu(100) surface offers a great platform to manipulate the atoms and vacan-
cies to engineer the electric landscape of the surface. We have shown that the electric
landscape can be used to create in-plane confinement of field-emitted electrons in lo-
calised states. We engineered those states by grouping together multiple vacancies to
form square patches. The field-emitted electrons get trapped in-plane in these squares
and out-of-plane by the tip-sample potential. The electrons trapped in the patches ex-
hibit particle-in-a-box like behaviour.

The states inside the patches show quantisation and spatial dependencies. The ener-
gies of the resonances and the spatial distribution of these states were successfully mod-
elled using square potentials of finite height. The numerical calculation uses a custom
implementation of the variational principle approach, which allows solving the arbitrary
potential’s time-independent Schrödinger equation.

We demonstrated that the resonances’ energy depends on the distance between the
tip and the sample. The measurable Stark shift confirmed their nature as image potential
states. This includes a resonance observed only on the continuous layer of chlorine and
in the single vacancy around 3.5V previously attributed to the onset of the conduction
band. The Stark-shift of this state and his total disappearance on larger patches bring us
to the conclusion that it is an IPS.

NOTE ON THE DATA ANALYSIS

The results from this chapter were obtained by processing a large quantity of data. Some
of the methods used to process that data are presented here. They are not needed to
understand the previous results but are worth mentioning.

6.5.1. CORRECTION OF THE LINES DATA

The raw data acquired on the patches by making multiple c.c. dI
/

dV along lines crossing
the patches showed a peculiar feature: as the current increase, the patches limits seem
to drift to the right (positive values). This drift happens on all the patches and seems
similar for all the patches. We can see an example of this drift in the raw data plotted in
the Figure 6.13, illustrating the correction procedure.

The deviation at high voltage is not due to piezo drift. As a precaution against the
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drift build-up during the long data acquisition period, we regularly corrected the posi-
tion of the tip. Every five c.c. dI

/
dV , we tracked the position of a nearby vacancy and

afterwards, moved the tip to the next five c.c. dI
/

dV positions relative to the position of
that vacancy. Consequently, if the cause of the drift in the c.c. dI

/
dV at high bias volt-

age was the piezo drift, we should see it affect the whole range of bias voltage with a
periodicity of five. We see a constant effect depending only on the bias voltage.

In consequence, we attribute the drift to the geometry of the tip. At high bias voltage,
the tip is more distant from the surface, and a wider proportion of the tip apex is active
in detecting the IPS. Consequently, the asymmetry in the tip geometry can have an en-
hanced impact on the measured c.c. dI

/
dV . The geometry of the tip was also a factor

that needed consideration in other studies of IPS with STM[18, 26].

To remove the drift in the data, we assumed that for the same bias voltage (along a
horizontal line) the c.c. dI

/
dV should be symmetric and centred on the middle of the

patch. We applied a polynomial fit of the second order on each line and used the ex-
tremum as the middle point. We applied a Gaussian filter on those extremum points
to get smoother lines and remove some of the high variations. The red dots in Fig-
ure 6.13 are the resulting position of the extrema. We again applied a polynomial fit
of the second-order but on the extrema to get the final correction, shown as the yellow
line in Figure 6.13. The effect of the correction is visible as the continuous red parts in
the top right of the plots in Figure 6.7.

PEAK DETECTION

To find the position of the excitations inside the patches, we used a peak detection algo-
rithm on each c.c. dI

/
dV (vertical line). The algorithm allows us to identify the features,

evaluate their spatial distribution and energy and estimate the associate incertitudes.
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In Figure 6.13 is shown an example of the results of the algorithm for the 7x7 and 6x6
patched.

To prevent the noise from creating false detections, we smoothed the data before the
peak detection algorithm by applying a Gaussian filter. We independently applied the
peak detection algorithm on each c.c. dI

/
dV using a threshold of 0.1 nS of prominence

to identify the peaks. Afterwards, we applied a hierarchical clustering algorithm to group
the detected peaks in space and energy. The final step was done manually by compar-
ing the cluster with theoretical calculation and associating the clusters to the calculated
states. We evaluated the energy incertitude by taking the maximum value between the
difference separating the minimum and maximum peak energy in a cluster or 0.02 V.
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7
CONCLUSION AND OUTLOOK

This thesis mainly focuses on exploring how the presence of the tip in STM experiments
can be harnessed to bring new insights into the observed phenomena or new experi-
mental methods. This tip functionalisation is accomplished via three different axes: the
manipulation of the atom via interaction with the tip, the use of the tip to locally bias
the magnetic field, and the change of the vertical confining potential of field-emission
potential.

The first use of the tip is, nowadays, quite common. Atom manipulation is often used
in STM experiments to create specific structures and configurations to study. In this the-
sis, two different atom manipulation techniques were used – the vertical manipulation
allowed the creation of frustrated spin loops on Cu2N islands growth on Cu3Au(100) sub-
strate, and horizontal manipulation was used to create multiple confining potentials for
field-emission resonances with a sub-saturated monolayer of chlorine on Cu(100). The
assembling of the spin loop was made possible, or at least easier, by the novel sample
preparation presented in this thesis. The Cu2N islands’ growth on Cu3Au(100) opens
the door to the creation of large structures of coupled spin by not only increasing the
absolute space available but also this increased space makes the whole process easier.
In the future, the size of the islands could become larger as no limitation was observed
experimentally.

The second functional use of the tip is as a tool to change the conditions of the exper-
imental setup. After building the magnetically frustrated spin loop, the tip was used to
change the effective magnetic field locally near specific spin. This brings experimental
information that would not be available by changing the global magnetic field. By us-
ing the magnetised tip near the atoms, it was possible to change the distribution of the
states in the whole loop and adjust the frequency and balance of the states switching.
This revealed the sensitivity of the state-switching process due to the magnetic frustra-
tion in the loop. The experiment also shows that the effect only depends on the distance
between the tip and the sample and that the whole loop switches states together.
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When examining the particle-in-a-box states produced by chlorine-enveloped cop-
per patches, utilising the tip as an experimental tool proved crucial. To accurately model
the potential confining the vertical field-emission resonance, it’s necessary to take into
account the second surface - the tip. The shape of the potential is affected by changes in
the distance between the sample and the tip, which in turn directly affects the observed
energies of the field-emission resonances.

In this thesis, the functionalization of the tip played a crucial role in the presented
experiments. By taking its presence into account, new insights into the experimental
phenomena were gained.
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