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SUMMARY

In the last decades, tremendous efforts have been put in advancements of wind turbine
technology by scientific research and industrial developments. One of the focal areas
has been the upscaling of turbines to increase power capacity. However, by enlarging
turbine sizes, the square-cube law dictates rising costs per unit of power capacity. To
break this trend of increased expenses, more advanced control techniques are key in fa-
cilitating load reductions and system level advances. The synthesis of novel controller
designs, and advancements of existing strategies, are in this thesis effectuated by lever-
aging well-established control theory. This method resulted in analysis tools, that gave
rise to practical applicable implementations, of which some are evaluated on real-world
setups. The employed approach has thereby shown to stimulate further advancements
of wind turbine technology.

Numerical software tools have become essential for the development and evaluation
of technological advancements. The proper assessments of novel algorithms and inno-
vations, relies on the availability of baseline simulation software, reference models, and
controller code. While the former two mentioned ingredients are broadly available and
accepted, a go to baseline controller is still lacking. For this reason, the first contribution
to the thesis objective is to provide the wind community with a universal wind turbine
controller. The developed controller provides adequate baseline performance, and is
easy to use, well-documented, community-driven and widely applicable. In addition to
the baseline controller that is written in a high-level programming language, a graphical
MATLAB Simulink controller design environment has been developed. The design tool
facilitates in the convenient and rapid development of control algorithms.

With the discussed software tools at hand, and by exploiting well-developed meth-
ods from classical control theory, control advances have been posed for solving practi-
cally prevailing design problems. As a result, a frequency domain-based analysis tool
has been developed for individual pitch control (IPC) design. IPC is a well known tech-
nique for periodic blade load reductions, and exploits the turbine’s ability of setting the
blade pitch angles to distinct values. Proper implementation of IPC results in extended
blade life spans, enabling more cost effective rotor designs. The scheme’s contributions
to the pitch control signals are often based on measured blade root bending moments,
in a feedback control structure incorporating the multiblade coordinate (MBC) trans-
formation. However, this feedback scheme is prone to the introduction of coupling in
the considered multivariable system, leading to reduced or adverse performance conse-
quences. By disregarding the coupling, the application of IPC can even lead to increased
fatigue loads, opposing the scheme’s intent and accelerating structural damage. To cope
with the phenomenon of coupling, the effect of an additional controller design variable
– called the azimuth offset – is analyzed in detail, and is shown to decouple the system

xv
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under consideration. The azimuth offset is a crucial design parameter for (higher har-
monic) IPC implementations, especially when applied to larger rotors with more flexible
blades. Improvements are recognized in terms of actuator duty cycle, and increased and
more consistent load reduction performance.

The previously described IPC strategy is based on traditional controller designs. The
proposed advances optimize the performance levels possible for such architectures. How-
ever, more advanced and predictive model-based control methods form an opportunity
for further improvements, and provide ways to efficiently solve more complex trade-offs.
Advanced algorithms can play an enabling role in the application of low-mass and cost
effective soft-soft tower configurations. However, soft-soft towers are more flexible, and
commonly have their fundamental fore-aft and side-side frequencies in the below-rated
operational domain. Nevertheless, such towers are needed as upscaling conventional
designs would lead to impractical mass levels and unacceptable costs. Limiting the exci-
tation of critical resonances, by trading off power capture, is thus a critical controller de-
sign challenge. Towards solving this problem, a novel model predictive frequency skip-
ping control framework has been proposed. The approach consists of a model demod-
ulation operation, combined with an efficient quasi-linear parameter varying (qLPV)
model predictive control (MPC) scheme. The technique reduces the effect of resonance
excitation, by its ability to define an operational speed exclusion zone. To this end, the
scheme makes an optimal trade-off between produced energy and fatigue loading ac-
cording to user-defined weights.

Besides the methods for fatigue load mitigations, in the same framework, control
strategies have been developed for a real-world wind turbine with a hydraulic drivetrain,
based on the Delft Offshore Turbine (DOT) concept. DOT aims at the simplification of
wind turbines and wind farms, by minimizing the number of drivetrain components,
and by collectively harvesting the power of multiple turbines at a centralized location.
The controller design – for a wind turbine with a fundamentally different drivetrain con-
figuration – has been established based on the lessons learned by the development of the
baseline wind turbine controller. In-field evaluations and measured data analysis show
the effectiveness of the hydraulic control strategies, in terms of stability, simplicity, and
the maximization of energy efficiency.

The combined contributions of this thesis stimulate advancements in wind turbine
technology, and ultimately aim at lowering the cost of wind energy. The standardization
of a baseline wind turbine control strategy, supports all disciplines to properly assess and
accelerate their pace of innovations. The proposed control technological advancements
are based on thorough analysis using well-established theories. The fatigue load miti-
gating strategies enable the more economical use of materials, resulting in turbines with
higher specific powers. The approach stimulates the development and deployment of
next-generation wind turbines. Additionally, the employed design philosophy has led to
the successful synthesis of a control system for a wind turbine with a hydraulic drivetrain
configuration.



SAMENVATTING

In de afgelopen decennia zijn technologische ontwikkelingen van windturbines het re-
sultaat geweest van overweldigende inspanningen uit wetenschappelijk onderzoek en
bijdragen uit de industrie. Turbines hebben zich in de afgelopen jaren in hoog tempo
verbeterd door het bieden hogere nominale vermogens. Echter, bij het opschalen van de
grootte, dicteert de kwadratisch–derde-machtswet verhoogde energiekosten. Om deze
trend van toenemende kosten te doorbreken, spelen meer geavanceerde regeltechni-
sche technieken een belangrijke rol. In deze thesis zijn nieuwe regeltechnische ontwer-
pen, en verdere verbeteringen van bestaande strategieën ontwikkeld, door het uitbuiten
van gevestigde regeltechnische theorieën. Deze ontwikkelmethode heeft geresulteerd in
analytische hulpmiddelen, die aanleiding hebben gegeven tot praktisch toepasbare re-
geltechnische implementaties, waarvan een aantal beproefd is op werkelijke opstellin-
gen. De aanpak heeft daarmee laten zien verdere technologische ontwikkelingen voor
windturbines te bevorderen.

Numerieke programmatuur is onontbeerlijk geworden voor het implementeren en
evalueren van technologische innovaties. Het adequaat beoordelen van de effectiviteit
van nieuwe algoritmes of systematische verbeteringen, is afhankelijk van een set aan
hulpmiddelen, bestaande uit: gestandaardiseerde simulatieprogrammatuur, referentie
windturbine modellen, en basis regeltechnische code. Hoewel de twee eerstgenoemde
aspecten wijdverspreid beschikbaar zijn, mist er een breed geaccepteerd en gestandaar-
diseerd windturbine aansturingsprogramma. Om deze reden is de eerste contributie
aan het hoofddoel van deze thesis het publiekelijk beschikbaar stellen van een dergelijk
universeel basisprogramma. Het ontwikkelde aansturingsprogramma biedt adequate
prestaties, en is breed inzetbaar, eenvoudig te gebruiken, goed gedocumenteerd, en ge-
meenschapsgedreven. Naast het programma dat is ontwikkeld in een hogere program-
meertaal, is er een grafische MATLAB Simulink ontwikkelomgeving gerealiseerd voor het
snel en inzichtelijk ontwerpen van regeltechnische programmatuur.

Met de hierboven genoemde hulpmiddelen, en met behulp van gevestigde klassieke
regeltechnische theorieën, zijn er regeltechnische verbeteringen uitgewerkt voor het op-
lossen van geldende praktische problemen. Een van de resultaten is een frequentie-
domein gebaseerd analysehulpmiddel voor het ontwerpen van afzonderlijke bladhoek
aansturing (ABA) implementaties. Afzonderlijke bladhoek aansturing (ABA) is een wel-
bekende techniek voor het reduceren van periodieke bladbelastingen. De techniek buit
de mogelijkheid van de turbine rotor uit om de bladen naar verscheidene hoeken te ver-
stellen. Een correcte ABA-implementatie resulteert in een verlengde levensduur van tur-
bine bladen, hetgeen meer kosteneffectieve rotorontwerpen mogelijk maakt. De con-
tributies aan de bladhoeksignalen worden vaak gevormd door een terugkoppelingslus
gebaseerd op de gemeten bladmomenten, waarbij de zogeheten meerdere-blad coör-
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dinatentransformatie wordt gebruikt. Echter, de algemene manier van implementatie
van deze regeltechnische structuur, is gevoelig voor de introductie van koppeling in het
beschouwde meerdere-variabelen systeem, met nadelige gevolgen voor de beoogde be-
lastingverminderingen. Het in de wind slaan van de koppeling, kan er zelfs toe leiden
dat het toepassen van ABA verhoogde vermoeiingsbelastingen tot gevolg heeft, wat het
doel van de implementatie bestrijdt en het ontstaan van permanente schade versnelt.
Om met dit probleem om te gaan, is er een additionele afstellingsvariabele geïntrodu-
ceerd, die aangeduid wordt als de azimut afstand. Het effect van de afstandsvariabele
is tot in detail bestudeerd, en kan gebruikt worden om het beschouwde systeem te ont-
koppelen. De azimut afstand is een cruciale variabele voor hoger harmonische ABA-
implementaties, in het bijzonder wanneer de techniek wordt toegepast op grotere rotors
met flexibele bladen. Verbetering zijn evident op vlakken van actuator aansturingscycli,
en verbeterde en meer consistente verminderingen van de vermoeiingsbelastingen.

De beschreven ABA-strategie is gebaseerd op traditionele methoden voor het ont-
werp van regeltechnische implementaties. De voorgestelde verbeteringen resulteren in
de optimale prestaties die mogelijk zijn voor dergelijke architecturen. Meer geavan-
ceerde aansturingsalgoritmes bieden potentie voor verdere prestatieverbeteringen, en
hebben de mogelijkheid om complexe prestatieafwegingen efficiënt op te lossen. Gea-
vanceerde algoritmen kunnen de toepassing van lichtere en meer kosteneffectieve zacht-
zacht torenconfiguraties mogelijk maken. Echter, deze torenconfiguratie is meer flexi-
bel, en laat daardoor vaak een of meerdere toren-eigenfrequenties samenvallen met ope-
rationele omwentelingsfrequenties. Toch zijn dergelijke torens nodig, omdat het verder
opschalen van conventionele torenontwerpen zou leiden tot onpraktische gewichtsni-
veaus en exorbitante kosten. Het limiteren van de excitatie van kritische resonanties,
door vermogenswinsten af te wegen, is daarom een belangrijke regeltechnische uitda-
ging. Er is een oplossing middels geavanceerde regeltechniek ontwikkeld voor dit pro-
bleem, door een nieuwe methodiek voor het uitsluiten van omwentelingsfrequenties. De
aanpak bestaat uit een model-demodulatie operatie, resulterend in een quasi-lineair pa-
ramater variërend (LPV) systeem. Het optimalisatieprobleem wordt opgelost door een
efficiënte methodiek voor voorspellende regeltechniek. De techniek reduceert de excita-
tie van resonantie(s), door langdurige operatie op een bepaalde omwentelingssnelheid
te vermijden. De techniek maakt een optimale afweging tussen belastingen en energie-
productie, op basis van door de gebruiker gedefinieerde wegingsvariabelen.

Naast de besproken vermoeiingbelasting reducerende methodieken, zijn er – in het-
zelfde raamwerk – aansturingsstrategieën ontwikkeld voor een werkelijk bestaande wind-
turbine met hydraulische aandrijflijn, gebaseerd op het Delft Offshore Turbine (DOT)
concept. De doelstelling van DOT is het vereenvoudigen van windturbines en windpar-
ken, door het aantal componenten in de aandrijflijn te minimaliseren. De hydraulisch-
energetische bijdragen van meerdere turbines worden op een centraal punt gecombi-
neerd en omgezet in elektrische energie. Het regeltechnische ontwerp – voor een wind-
turbine met een fundamenteel afwijkende aandrijflijn – is tot stand gebracht op ba-
sis van de lessen die getrokken zijn uit de ontwikkeling van het basis aansturingspro-
gramma. Praktische testen op een werkelijk bestaand prototype, en verdere analyse van
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de testresultaten, laten de effectiviteit van de nieuwe hydraulische aansturingstechnie-
ken zien, op vlakken van stabiliteit, eenvoud, en het maximaliseren van de energetische
efficiënte.

De gecombineerde bijdragen in deze thesis stimuleren de verdere technologische
ontwikkeling van windturbines, met als uiteindelijk doel om de kosten van windenergie
te verlagen. Het ontwikkelde basis windturbine aansturingsprogramma, ondersteunt de
gehele gemeenschap in het deugdelijk toetsen en versnellen van innovaties. De beschre-
ven regeltechnische verbeteringen komen voort uit grondige analyses, die gebaseerd zijn
op gevestigde regeltechnische theorieën. De vermoeiingbelasting reducerende metho-
dieken maken het mogelijk om meer spaarzaam met materialen om te gaan, wat resul-
teert in turbines met een hoger specifiek vermogen. De aanpak faciliteert de ontwik-
keling en uitrol van volgende generatie-windturbines. Bovendien heeft de aangewende
ontwikkelstrategie geleid tot het ontwerp van een regeltechnisch systeem voor een wind-
turbine met hydraulische aandrijflijn.





PROLOGUE

This thesis starts with a prologue giving a high-level elaboration on the consequences of
climate change and global warming, and underlines the importance of transitioning from
fossil towards renewable energy sources. Afterwards, an evolutionary historical overview
of wind turbine concepts with conventional mechanical-electrical and hydraulic drive-
trains is given. The intent of separating these subjects from the introduction, is to provide
a more concise and compact thesis problem statement and thesis goal in the next chapter.
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CONSEQUENCES OF CLIMATE CHANGE

For at least 1 million years, the Earth has been oscillating in a temperature limit cy-
cle. The trajectories in Figure 1 show that warmer interglacial states are alternated with
cooler glacial periods (Rockström, 2018). The Earth has endured several journeys through
this complete cycle, with time periods between 80,000 and 120,000 years (Philander,
2008), and is now in the midst of the interglacial period. The inner trajectory – called
the Holocene – is the only proven state capable of supporting the needs for our mod-
ern world. However, the current approach of meeting humanity’s energy needs by the
usage of fossil fuels, has started to push Earth towards the outer boundaries of the in-
terglacial state. While mechanisms are naturally present to counteract temperature in-
creases, these buffers begin to saturate, leading to what is commonly known as global
warming.

Therefore, after the Holocene epoch, the Anthropocene is the proposed present-day
era. The Anthropocene commences from the time when humans and their industries
started to significantly impact the Earth’s geology and ecosystems (Borenstein, 2014).
The start date of the Anthropocene has not yet been established, however, the moment
of nuclear fallout from the Trinity weapons testing in 1945 seems to be in favor (Waters
et al., 2016).

Research suggests that when fundamental human intervention stays out, the Earth
could be pushed over a threshold, preventing stabilization at an intermediate and stable

Figure 1: The Earth periodically alternates between colder glacial and warmer interglacial states (Rockström,
2018). In the visualized limit cycles, the inner Holocene path is the most stable trajectory. However, since
the 1950s, humanity is actively interfering with Earth’s natural stable states. A new era implying the human
influences on the Earth geology and ecosystems is called the Anthropocene. Persistently challenging the Earth
resilience, could lead to destabilization towards a Hothouse Earth trajectory, with severe consequences.
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temperature trajectory (Steffen et al., 2018). Figure 1 illustrates that continued green-
house gas emissions could cause climate change to follow a Hothouse Earth pathway,
even when emissions are reduced. This Hothouse scenario would lead to an even higher
global average temperature, resulting in reduced agricultural production, exceeded adap-
tion limits, increased prices, and an even bigger inequality between poor and rich parts
of the world (Pachauri and Meyer, 2014). Interventions in terms of technological innova-
tion, behavior, and governance are needed to impede the discussed scenario (Rockström
et al., 2017; Geels et al., 2017; O’Brien, 2018). An exact quantification of the temper-
ature threshold is yet unknown: Staying below the temperature increase limit dictated
by the Paris Agreement, does not guarantee to prevent the irreversible Hothouse Earth-
pathway.

TRANSITIONING TOWARDS RENEWABLE ENERGY SOURCES
The Paris Agreement is an agreement within the United Nations Framework Conven-
tion on Climate Change (UNFCCC) with 197 signatories as of October 2019. The mem-
bers agreed upon restraining the global average temperature increase well below 2 de-
grees Celsius as compared to pre-industrial levels, with the ultimate goal to limit the
increase to 1.5 degrees Celsius. The latter number significantly reduces the risks and
consequences of global warming.

With the Paris Agreement in mind, the Dutch government came up with ambitious
national climate goals, established in the so called Klimaatakkoord (Rijksoverheid, 2019a).
The Netherlands envisions a greenhouse gas reduction of 49 % by 2030 as compared to
emissions in the year 1990, and a reduction of 95 % by 2050. Simultaneously, the Dutch
government aims for a 55 % reduction in 2030 for the entire European Union.

The higher European number shows that the Dutch transition towards renewable

Figure 2: Installed European capacity of conventional and renewable electrical energy sources in the last
decade. Solar photovoltaic (PV) and wind energy systems show a strong increase in cumulative capac-
ity (WindEurope, 2019).
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energy sources has to get up steam. The Netherlands aims at a renewable penetration of
14 % and 27 % by 2020 and 2030, respectively, and a near full transition to clean sources
in 2050 (Rijksoverheid, 2018). To reach these goals, power generation through offshore
wind turbines is considered as one of the most important contributors. Recent figures
show an offshore installed capacity of 1 GW in 2019, which is extended to 11 GW by 2030,
accounting for 40 % of the current Dutch electricity consumption.

THE CASE FOR MORE WIND ENERGY
In the European Union, and as shown in Figure 2, solar photovoltaic (PV) and wind en-
ergy see a strong increase in installed cumulative capacity (WindEurope, 2019). It is ex-
pected that wind overtakes natural gas in 2019, to become the largest form of power
generation capacity.

For wind to be competitive with traditional sources of energy, the lifetime costs di-
vided by the total revenue (price per unit of energy), needs to be minimized (Manwell
et al., 2010). This indicator is often referred to as the levelized cost of energy (LCOE), and
includes the total costs of deployment, operation and maintenance of an energy system
over the expected life time (Department of Energy (DOE), 2015). The LCOE allows for
comparison of different fossil and renewable energy sources with dissimilar life spans.

Scientists and industry put great efforts in improving the reliability, efficiency, and
power capacities of wind turbines to facilitate the sustained growth of wind energy. The
strategy aims at minimizing the levelized cost of electrical energy, and has proven to be
fruitful: The construction of the first subsidy free wind farm in the North Sea will be
finalized in 2022 (Rijksoverheid, 2019b).

DEVELOPMENTS IN WIND TURBINE TECHNOLOGY
The technologically advanced wind turbines of present day, are a result of the long-term
development of wind systems, converting captured wind energy into rotational energy.
A few centuries ago, traditional wind mills were typically used to mill grain and/or to
pump water (Gregory, 2005). Figure 3 shows the oldest and still operating mills, that were
built back in 1628 in the UK. Innovations and the incrementally acquired knowledge
on rotor aerodynamics, led to the far more advanced and efficient turbines of present
day (Jamieson and Hassan, 2011).

In the last couple of decades, the amount and variety of (proposed) wind turbine con-
cepts is overwhelming. Therefore, and in line with the designs covered in this thesis, this
section presents the evolutionary history of only two turbine concepts. The first section
gives a brief history on wind turbines with a mechanical-electrical drivetrain, also high-
lighting some more exotic concepts. Then, the subsequent section considers wind tur-
bines with a different drivetrain approach, substituting the mechanical-electrical with a
hydraulic configuration.

TURBINES WITH CONVENTIONAL MECHANICAL-ELECTRICAL DRIVETRAINS
This section addresses the developments of mechanical-electrical wind turbines that
have been remarkable and influential. Only horizontal-axis turbines with a conventional
drivetrain are considered, i.e., wind turbines of which the rotor axis is mechanically cou-
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Figure 3: The Jack and Jill (Clayton) windmills in Sussex, England (Blaikie, 2007).

pled to the electric generator, optionally through a gearbox.

The first successful turbine: Probably the most notable and early-day electricity gen-
erating turbine, was the 1.25 MW Smith-Putnam wind turbine, shown in Figure 4a. The
turbine was developed and built in 1942 in Vermont, United States (Putnam, 1947). The
two-bladed turbine with a rotor diameter of 53 m, was the pioneering turbine supply-
ing power to the electrical grid. After subsequent failures of the main bearing and rotor
blades, caused by structural weaknesses and the steel shortage during wartime, the tur-
bine was dismantled in 1945.

After the Smith-Putnam and other two-bladed turbines, the three-bladed turbine be-
gan its uptake. Three-bladed rotors attain a slightly higher efficiency, emit less noise by
the reduced optimal tip-speed ratio, possess a more favorable dynamic behavior, and
have a more symmetric appearance while rotating (Hau, 2013).

Direct drive turbines: A drivetrain concept obviating the need for a gearbox, is the di-
rect drive configuration. While the presence of a gearbox does not necessarily decrease
production costs or increase reliability (Hau, 2013; Polinder et al., 2013), it eliminates
a potentially bothersome component from the drivetrain. Enercon is a wind turbine
manufacturer specializing in direct drive wind turbines. Figure 4b shows their landmark
E-126 turbine: a 7.58 MW direct drive wind turbine, with a 135 m hub height, a 12 m
generator diameter, and a rotor diameter corresponding to the model number. The gen-
erator technology of Enercon involves a wound rotor configuration, where the windings
are magnetized by external excitation (Jamieson and Hassan, 2011). In general, this con-
figuration is heavier than the – nowadays more prevalent – permanent magnet generator
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(a) Smith-Putnam turbine (Putnam, 1947) (b) Enercon E-112 nacelle (van Kuik et al., 2008)

(c) Vestas multi rotor (van der Laan et al.,
2019)

(d) GE Haliade-X (General Electric Renewable Energy, 2019)

Figure 4: Various wind turbine concepts and configurations. (a) The first grid-connected system is the two-
bladed Smith-Putnam wind turbine with a power rating of 1.25 MW. (b) Direct drive wind turbines eliminate
the need for a gearbox, simplifying the drivetrain. (c) For future wind turbines, the multi rotor concept might
pose opportunities for scalability and component standardization. (d) The largest wind turbine with a power
rating of 12 MW for offshore deployment, is currently being prototype tested in the Netherlands.
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(PMG). PMGs are currently embraced for reasons of increased partial load efficiency, and
their potential for upscaling direct drive turbines.

Multi rotor turbines: Another approach for increasing the size and power rating of
wind turbines, is by applying multiple rotors on a single support structure. The multi
rotor concept originates from the historic lack of modern materials, inhibiting the pos-
sibilities for upscaling. To date, the potential advantages for scalability and component
standardization, are still seen as interesting opportunities (Jamieson and Hassan, 2011).
Structural load considerations by imbalances, can be coped with using control of the
individual rotors, while naturally, the torque imbalance on the support structure is alle-
viated by operating the rotors in counter-rotating directions. Furthermore, aerodynamic
interactions between rotors do not seem to have adverse effects on the power production
efficiency (Smulders et al., 1984).

In April 2016, Vestas built a multi rotor demonstrator turbine consisting of four 225 kW
rotors, as shown in Figure 4c. The purpose of the turbine is to explore the potential of
cost reductions by the advantage of scaling (Vestas, 2016). The multi rotor concept does
not yet see a widespread adoption, however, it could form a solution for capacities that
are beyond realizable with single rotor turbines. Moreover, the concept could facilitate
denser spacing in a wind farm through faster wake recovery characteristics (van der Laan
et al., 2019).

The largest wind turbine: At the time of writing, a prototype of the largest turbine in
terms of size and power capacity, is being deployed at Maasvlakte II, the Netherlands.
Figure 4d shows the General Electric (GE) Haliade-X with a power rating of 12 MW, a
rotor diameter of 220 m (General Electric Renewable Energy, 2019), and a direct drive
PMG drivetrain setup.

Controller technologies aiming at wind turbine (fatigue) load reductions, prominently
facilitate the upscaling of wind turbines. As will become clear later, this thesis con-
tributes in the development and the maturing of such control algorithms.

TURBINES WITH HYDRAULIC DRIVETRAINS
The operational costs for conventional turbines suffer from the maintenance needs of
powertrain components. An 11 year lasting reliability study over a large number wind
turbines in Denmark and Germany (Tavner et al., 2007; Sheng, 2013), shows that the ro-
tor, power converter, generator, and gearbox have the highest failure rates. While the
number of gearbox and generator failures do not stand out from the rest of the sub-
assemblies, the resulting downtime on occurrence is substantially higher (Spinato et al.,
2009). It is also noted in the same work that gearbox are a matured technology, and it
is unlikely that groundbreaking innovations will lead to a substantially improved relia-
bility. Furthermore, components part of the drivetrain and rotor assembly are the most
expensive to repair (Sheng, 2013).

For the above-stated reasons, besides conventional wind turbines with a mechanical-
electrical configuration, a variety of turbines with a hydraulic drivetrain have been pro-
posed. Hydraulic turbines form an opportunity in reducing the maintenance require-
ments for wind turbines. Hydraulics are known for their high torque and inertia to
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(a) Bendix SWT-3 (Rybak, 1981;
Hau, 2013)

(b) Mitsubishi Heavy Industries SeaAngel (SeaAngel 7 MW )

Figure 5: The oldest and most recent hydraulic wind turbines. (a) The Bendix SWT-3 turbine, employed with
a 3 MW drivetrain, however, was decommissioned shortly after it became operational. (b) The nacelle of the
7 MW MHI SeaAngel turbine, with the high-efficiency digital displacement pump developed by Artemis.

weight ratio (Merritt, 1967), and have the potential to significantly reduce the nacelle
mass. In the 80s, it was already acknowledged that the application of positive displace-
ment pumps reduces the number of maintenance critical components in the nacelle, by
removing the gearbox and relocating the generator (Salter and Rea, 1984). Other notable
benefits of hydraulic components are the robustness and compactness. The advantages
are the reason for their wide application in auxiliary systems, such as the pitch and yaw
mechanisms (Burton et al., 2001).

This section summarizes the hydraulic turbine developments and concepts that have
been considered in the past: The most remarkable models, test setups, and turbines are
discussed. The final paragraph describes the Delft Offshore Turbine hydraulic concept,
which is part of this thesis.

Bendix SWT-3: The first 3 MW wind turbine with a hydrostatic power transmission was
the SWT-3, developed and built from 1976 to 1980 by Bendix (Rybak, 1981), and shown
in Figure 5a. The configuration with 14 fixed-displacement oil pumps in the nacelle,
and 18 variable-displacement motors at the tower base, proved to be overly complex,
unreliable and inefficient. Because of the losses, a maximum generated power output of
only 1.1 MW was attained (Nelson, 2013). The turbine was disassembled shortly after it
became operational.

ChapDrive: In 2004, the ChapDrive hydraulic drivetrain, of which the working princi-
ple illustrated in Figure 6a, was developed with the aim of driving a synchronous gener-
ator. The low-speed shaft is connected to a fixed-displacement oil pump, which directs
pressurized fluid flow to a variable-displacement oil motor (Chapple et al., 2011; Thom-
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(a) Continuous variable
displacement configuration

Nx

(b) Switching the number of
fixed-displacement components

(c) Discrete displacement ratio
through cilinder control

Figure 6: Hydraulic diagrams of the most prominent wind turbines with hydraulic drivetrains. All configu-
rations are similar: a pump is connected to the rotor shaft, which hydraulically drives a motor mechanically
coupled to a synchronous generator. Main differences are found in the application of fixed or variable displace-
ment components, and the use of single or multiple parts to optimize the drivetrain efficiency for variable-
speed operation.

sen et al., 2012). The angular speed of the output shaft is regulated for the application
of a synchronous generator. Although the company acquired funding from Statoil for a
5 MW concept, the company ceased operations.

Hägglunds / Statoil: In cooperation with Hägglunds, Statoil modeled a drivetrain with
hydrostatic transmission. The set-up, of which the working principles are illustrated in
Figure 6b, consists of a single fixed-displacement oil pump connected to the rotor and
six fixed-displacement motors at ground level (Skaare et al., 2011; Skaare et al., 2013).
Half the motors can be enabled or disabled to obtain a discrete transmission ratio to
drive either one or two synchronous generators. The reason for this configuration is that
hydraulic components generally have a narrow region of high efficiency, and the ability
of switching ensures operation in a more favorable regime. The discrete drivetrain con-
figuration somewhat affects the aerodynamic efficiency, however, increases the overall
power generating efficiency.

Artemis / Mitsubishi Heavy Industries: In 2005, Artemis Ltd. developed a digital dis-
placement pump, meaning that the volume displacement can be adjusted in a digital
way by enabling and disabling individual cylinders (Figure 6c) (Rampen, 2006; Artemis
Intelligent Power, 2018). The product was originally intended for application in the au-
tomotive industry, however, in 2010, Mitsubishi acquired Artemis Intelligent Power. In
contrast to variable displacement components operated by swash plates, the feature of
controlling individual cylinders has a positive impact on the partial load efficiency. In
2012, Mitsubishi successfully installed a 2.4 MW turbine employing Artemis’ technol-
ogy (Umaya et al., 2013). Figure 5b shows a 7 MW demonstrator with the hydraulic power
drive technology, called the SeaAngel, and was deployed by Mitsubishi Heavy Industries
(MHI) in 2013 (Sasaki et al., 2014).

Institute for Fluid Power Drives and Systems: The Institute for Fluid Power Drives and
Systems (IFAS) situated in Aachen, Germany, focuses on the development of new cost-
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Figure 7: The megawatt-scale IFAS test bench, for the system-level and controller development of an efficient
hydrostatic wind turbine drivetrain. The set-up consists of a single fixed-displacement oil pump in conjunc-
tion with oil motors: a single fixed-displacement motor and three smaller variable-displacement units. Alter-
ing the drivetrain configuration according to the operating conditions improves the efficiency in the partial
load region (Vukovic and Murrenhoff, 2015).

effective hydraulic architectures, and holistic design methodologies. The IFAS group rec-
ognizes the often inefficient configurations of hydraulic systems, and attributes this to
two main factors (Vukovic and Murrenhoff, 2015). The first cause is related to economic
reasons of efficient systems being more expensive. The second reason is poor system de-
signs where efficient components are forced to operate in unfavorable efficiency regions.
To this end, as shown in Figure 7, a 1 MW hydraulic test bench for the development of a
hydrostatic wind turbine drivetrain has been developed (Schmitz et al., 2012). Tests with
this set-up have proven efficiency enhancements, by switching between pumps and mo-
tors depending on the current operating point. Moreover, experiments have shown the
feasibility of torque control strategies, and reduction of drivetrain peak loads as a result
of hydraulic dampening effects.

Delft Offshore Turbine: The above described concepts aim to eliminate power elec-
tronics from the turbine for the use of a synchronous generator, and therefore use a
mechanism to vary the hydraulic gear ratio. However, to date, none of the full hydraulic
concepts have made their way to a commercial product. All concepts use oil as the hy-
draulic medium because of the favorable fluid properties and component availability,
but therefore also need to operate in a closed circuit. Closed-circuit operation for an
offshore wind application using oil is required to minimize the risk of environmental
pollution, but also to abandon the need for a continuous fresh oil supply to the circuit.
Furthermore, often an additional cooling circuit is needed when losses in hydraulic com-
ponents are significant and natural heat convection to the surroundings is insufficient.

A novel and patented hydraulic concept with an open-circuit drivetrain using seawa-
ter as the hydraulic medium is the Delft Offshore Turbine (DOT) (van der Tempel, 2009),
as shown in Figure 8. The open circuit is enabled by the use of preconditioned seawater
and alleviates the need for a cooling circuit by the continuous fresh supply. The DOT
concept only requires a single seawater pump directly connected to the turbine rotor.
The pump replaces components with high maintenance requirements in the nacelle,
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Figure 8: Schematic overview of an ideal DOT hydraulic wind turbine configuration. A radial piston seawater
pump is coupled to the rotor in the nacelle. The flow is converted to a high-velocity water jet by a spear valve,
and a Pelton turbine-generator configuration harvests the hydraulic into electric energy. Multiple turbines can
be connected to the central power generation platform.

which reduces the weight, support structure requirements, and turbine maintenance
frequency. All maintenance-critical components are located at sea level, and the cen-
tralized generator is coupled to a Pelton turbine. Turbines collectively drive the Pelton
turbine to harvest the hydraulic into electrical energy. A feasibility study and modeling of
a hydraulic wind turbine based on the DOT concept is performed in (Diepeveen, 2013).
This thesis considers the modeling, controller design, and in-field prototype tests of a
wind turbine with a retrofitted 500 kW hydraulic drivetrain, based on the DOT concept.



1
INTRODUCTION

The introduction of this dissertation consists of two sections. The first section elaborates
on major challenges in wind turbine control. Then, in the second section, the overall thesis
goal is exposed, and is divided in subgoals. The approach in satisfying these goals is ex-
plained, and finally the outline presents a concise summary of the contents of each chapter.
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1.1. CHALLENGES IN WIND TURBINE CONTROL

Scaling the power of a wind turbine, while taking into account the mass increase as a
function of rotor size, is described by the square-cube law (Burton et al., 2001). The
square part indicates the relation between captured wind power and rotor diameter, and
the cube part implies the relationship to mass. The law dictates that the expected tur-
bine expenses per unit capacity rise linearly with its size, and consequently, the costs for
multi-megawatt turbines are believed to rise (Jamieson and Hassan, 2011). Of course,
the rule is too elementary to draw such conclusions, as it only valid when considering
similar technologies. The amount of mass, and thus capital costs is dictated by the com-
ponent design, which is in turn largely driven by the loads it must withstand.

As a result of the above stated, the importance of fatigue load reductions is becoming
ever more prominent. For wind turbines with increased sizes and power ratings, taking
the fatigue loads into consideration can be highly design driving towards effectuating net
cost reductions. For taller turbines with larger rotors, the minimization of periodic blade

(a) Blade out-of-plane motion (b) Tower side-side oscillation

Figure 1.1: Wind turbine schematics indicating the types of vibrations targeted in this thesis. (a) Out-of-plane
blade oscillations as a result of, amongst other things, the combined effects of wind shear, tower shadow, tur-
bulence, and yaw misalignment. The blade moment is for each blade measured at the blade root, and fed to
the IPC implementation, forming independent pitch contributions for load mitigations. (b) The tower side-
side oscillations are lightly damped, in contrast to the fore-aft motion that has the benefits of aerodynamic
damping. Active and passive control strategies exist for damping the side-side oscillations, by contributions to
the generator torque signal. The schematics are adapted from (Burton et al., 2001).
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and tower fatigue loads are of most concern (Dykes et al., 2018). Figure 1.1 shows the
blade out-of-plane and structural side-side oscillations considered in this thesis. These
vibrations contribute to accelerated and accumulative fatigue damage when left uncon-
sidered during the (controller) design phase, and lead to early failure of structural parts.
Control algorithms have already proven their contributing importance to fatigue load
reductions (Menezes et al., 2018). Further control enhancements are very likely to facili-
tate the continued technological advancements of wind turbines.

Another approach of advancing state-of-the-art turbine technology, is by radically
changing its energy harvesting mechanism. Turbines with a hydraulic drivetrain are an
example of such a drastic design change. As concluded from the concepts discussed in
the Prologue, optimizing the partial load efficiency is of major concern to make such
turbines economically viable. Again, control algorithms play a key role in effectuating
the optimal operational strategy.

This section illustrates several challenges in wind turbine control. First, the lack of a
de facto standard baseline controller for the assessment of novel algorithms is discussed.
Then, the status quo of control techniques for blade and tower fatigue load mitigations
are described. Finally, state-of-the-art control methods for hydraulic wind turbine con-
cepts are outlined. All sections discuss the currently available control strategies, infor-
mally explain their working principles, and give an overview of the relevant literature.
The challenge tackled in this thesis is formulated at the end of each section.

1.1.1. ALIGNING THE BASELINE CONTROL ARCHITECTURE
A major challenge in wind turbine research is to align simulation software, reference
models and baseline control strategies. Standardization of these components would
have a major benefit in the reproducibility and evaluation of the actual benefits of pro-
posed innovations. In the past decades, substantial effort has been put in the devel-
opment of code for simulating wind turbines (National Renewable Energy Loboratory
(NREL), 2019; DTU wind energy, 2019; DNV GL, 2019). Some of the referenced soft-
ware packages are closed-source distributions, requiring a commercial license; others
are open-source and publicly available. Nevertheless, these software packages are nowa-
days widely adopted in the research community.

Reference wind turbine models have been developed in the same period of standard-
izing simulation software. The most recent and frequently used multi-megawatt models
are the NREL 5-MW (Jonkman et al., 2009) and DTU 10-MW (Bak et al., 2013) reference
turbines. The former is developed by the National Renewable Energy Laboratory (NREL),
and provides a reference for offshore wind turbine design specifications. The model is
designed to closely match the properties of by the REpower 5M turbine (REpower 2004).
Because the 5M’s public specifications were only partially available at the time of devel-
oping the NREL 5-MW turbine, the best features of the DOWEC 6-MW (Kooijman et al.,
2003), RECOFF 5-MW (Risoe National Laboratory, 2004), and WindPACT 5-MW (Mal-
colm and Hansen, 2006) conceptual models1 are combined.

For development of the DTU 10-MW turbine model, DTU Wind Energy and Vestas

1The abbreviations respectively stand for: Dutch Offshore Wind Energy Converter (DOWEC), Recommen-
dations for Design of Offshore Wind Turbines (RECOFF), and Wind Partnerships for Advanced Component
Technology (WindPACT).
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collaborated in the Light Rotor project (Bak et al., 2013). The project initially focused
on the development of a low-weight 10 MW rotor and corresponding design methods.
Later, for evaluation of the rotor performance, the DTU 10-MW reference turbine has
been established, the design of which is inspired by the NREL 5-MW turbine. Remark-
ably, though, the new methods developed in the Light Rotor project for low-weight rotor
design, are not used for upscaling the rotor of the DTU 10-MW turbine.

In contrast to the well-established simulation code and reference models, a go-to
baseline wind turbine controller solution is lacking. Research groups frequently use
in-house developed control solutions for the evaluation of proposed system level and
controller innovations. As these self-developed implementations might be suboptimally
tuned and/or publicly unavailable, there is no easy way to verify the often optimistic con-
clusions on performance enhancements. Fortunately, most simulation software pack-
ages have agreed on a common controller communication layer by means of the DIS-
CON interface (Garrad Hassan & Partners Ltd, 2011). The interface – also referred to as
the Bladed-style DISCON controller interface – provides access to a swap-array to read
and write, controller actions and measured quantities. The interface, although aban-
doned in the latest versions of Bladed (Bladed 4.50), is widely used by other simulation
software.

In the past, attempts have been made to provide a universal baseline wind turbine
controller. With the development of the NREL 5-MW reference wind turbine, NREL sup-
plied a corresponding controller (Jonkman et al., 2009). The controller uses the pitch
angle and generator torque variables for effectuating the variable-speed variable-pitch
(VS-VP) strategy. The implementation suffices for baseline turbine operation, but has
not been extensively tuned. Furthermore, all parameters are hard-coded in the source
file, and is therefore not easily applicable to other turbine models.

Another initiative is the Basic DTU Wind Energy controller (Hansen and Henriksen,
2013). The DTU baseline controller – developed as part of the earlier mentioned Light
Rotor project – is more advanced. The controller provides proportional-integral strate-
gies for below and above-rated operating regions, in conjunction with additional filters
for other control objectives. The controller can be applied to various turbines, as it is
configured by an external parameter file. However, at the time of writing, the controller
repository does not seem to provide baseline parameter files for the NREL 5-MW and
DTU 10-MW reference turbines (DTU Wind Energy, 2019). Also, the development is not
driven by a large community and extensive documentation is lacking. For the reasons
discussed, the following challenge is formulated.

Challenge I: Explore the possibilities for the development of a universal baseline wind
turbine controller, to solve the lack of a de facto and go-to solution for the assessment of
novel algorithms and innovations. The controller should be easy to use, well-documented,
and widely applicable.

1.1.2. METHODS FOR BLADE FATIGUE LOAD REDUCTIONS

Larger turbine rotors experience spatial and temporal variations of turbulence over the
rotor plane. Amongst other things, these variations induce out-of-plane blade oscilla-
tions causing fatigue damage to the blade, as illustrated in Figure 1.1a. Smaller and early
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VS-VP turbines have the ability to collectively pitch the blades by a single actuator. In
contrast, larger and more recent turbines have the ability to pitch the blades to distinct
angles (Burton et al., 2001; Pao and Johnson, 2009). This system-level advancement has
led to research interest for fatigue load reductions using individual pitch control (IPC).

In the past, measurement of the blade bending moments appeared to be a chal-
lenging task (Menezes et al., 2018). Therefore, simple implementations of IPC employ
a feedforward approach, based on estimated loads as a function of the rotor azimuth
position (Wright and Balas, 2004; Larsen et al., 2005). The feedforward method aims at
the reduction of the more deterministic 1P (once-per-revolution) periodic load compo-
nent, primarily caused by wind shear, tower shadow, and yaw-misalignment with the
dominating wind direction (Hau, 2013; Jelavić et al., 2010). However, in realistic turbu-
lent conditions, the combined effects are of a stochastic nature, which makes the loads
variations to vary significantly with the prevailing operating conditions. Therefore, it is
hard to show and quantify harmonic load reductions of the feedforward approach.

Figure 1.2: Based on the current azimuth position, the multiblade coordinate transformation projects the
out-of-plane blade root bending moments in the rotating coordinate system on a fixed frame. The nonro-
tating orthogonal reference frame, consists of a yaw axis (red) and a tilt axis (green). The schematic is adapted
from (Bianchi et al., 2006).



1.1. CHALLENGES IN WIND TURBINE CONTROL

1

19

An intermediate solution is to deploy an estimator, estimating the out-of-plane blade
harmonics (Jelavić et al., 2010). Such an implementation eliminates the need for blade
load sensors, by only requiring a (filtered) wind direction measurement, and an estimate
of the hub-height wind speed. Load reduction results show potential for idealized cases,
however, for increased and more realistic turbulence levels, the performance gains di-
minish rapidly. Later in (Petrović et al., 2015), the same authors propose a method to
retrieve higher harmonic structural load information, without the need for blade load
measurements. Transformations on measurements from rotating or nonrotating coor-
dinate systems are used to extract this data. The proposed control method aims at the
reduction of structural loads caused by rotor asymmetries.

More recent turbines are nowadays – due to developments in sensor reliability –
equipped with blade root load sensors. These sensors measure the blade flapping mo-
ments, and are used in a feedback IPC implementation (Bossanyi, 2003b; Geyler and
Caselitz, 2007). This feedback approach often employs the multiblade coordinate (MBC)
transformation (Bir, 2008b), also known as the Coleman transformation (Johnson, 2012).
As shown in Figure 1.2, the MBC transformation decouples – or stated differently: projects
– the blade loads in a nonrotating reference frame. The reference frame consists of a ver-
tical yaw-axis, a horizontal tilt-axis, and a collective mode. At the same time, the rotor
speed dependent n-times-per-revolution (nP) load harmonic is transferred to a steady-
state contribution, simplifying controller design.

Figure 1.2 illustrates the working principles of the orthogonal projection. The trans-
formation is however troubled by dynamic effects, often leading to coupling in the mul-
tivariable system. This phenomenon deteriorates the fatigue load mitigating perfor-
mance, and increases actuator demands. To be able to analyze such control problems,
the following challenge is posed.

Challenge II: Develop system analysis tools using well-developed methods from classi-
cal control theory. Subsequently, exploit the gathered insights to construct an optimal
and practically implementable controller with conventional design methods.

1.1.3. STRATEGIES FOR TOWER FATIGUE REDUCTION AND PREVENTION

The urge towards increased turbine power ratings, requires the development and de-
ployment of larger rotors and taller towers. Larger towers lead to increased material use
and thus a higher weight of the overall support structure. As the capital investments are
largely attributed to the turbine tower, it is crucial to minimize the material use, to which
the tower costs are highly related.

Conventional towers are often carried out in soft-stiff configurations, and their de-
sign is subject to a lower-bound frequency constraint (Dykes et al., 2018). This constraint
implies that the tower natural frequencies do not overlap with the speed dependent ro-
tor rotational (1P) and blade passing (3P) frequencies, to avoid the excitation of reso-
nances. Another, more practical hurdle, limiting the maximum outer diameter, are the
per-country varying requirements for transport of oversize loads. Increasing the tower
height, while keeping the diameter constant and holding on to the frequency constraint,
leads to an exponential increase of the tower mass by the increased wall thickness.

For the above mentioned reasons, the application of soft-soft tower configurations is
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considered, alleviating the frequency constraint. Soft-soft designs are lighter, more flex-
ible, and commonly have their fundamental frequency in the variable speed operating
region. To enable the application of such towers, more advanced control techniques are
needed to reduce or prevent resonance-induced loadings.

The tower fore-aft and side-side modes, the latter of which mentioned motion is il-
lustrated in Figure 1.1b, are lightly damped (Burton et al., 2001), although the fore-aft
direction has the benefit of aerodynamic damping. Two types of load reducing control
strategies exist for both directions: mitigating already present vibrations, or preventing
the excitation of resonances by rapidly skipping over speed regions. The techniques are
respectively referred to as the active and passive control methods. The remainder of this
section elaborates on the currently available methods for both control strategies.

Active tower vibration control: The control strategies aiming at the reduction of al-
ready present tower vibrations are categorized as active methods. Considering the tower
dynamics as a second-order system, it is recognized that an additional external veloc-
ity related force can be added to increase the system’s damping. The velocity signal is
theoretically obtained by integrating the measured nacelle fore-aft and side-side accel-
eration, and added as a contribution to control signals.

For the fore-aft case, collective pitch action is used to provide the damping enhance-
ments. By adding the scaled fore-aft velocity signal to the collective pitch signal, the
forward oscillations and tower base loads can be reduced significantly (Bossanyi, 2000).
For practical implementations, it is important to include additional filters preventing an
accumulative offset causing signal drift, but also to exclude unintended frequency con-
tent in the pitch contribution (Bossanyi et al., 2010). Alternatively, to prevent the before
mentioned complications, a Kalman filter can be used for the estimation of wind turbine
structural states (Wright, 2004). Furthermore, it might be necessary to tune the phase of
the control signal for optimal load reductions (Leithead and Dominguez, 2005). Side-
side oscillations are reduced with a similar control scheme, by providing a contribution
to the generator torque signal.

A more advanced approach using preview information of the wind field using a light
detection and ranging (LIDAR) device, in conjunction with nonlinear model predictive
control (NMPC) has been investigated in (Schlipf et al., 2013). While the attained per-
formance advancements are promising, real time implementation remains impractical,
and the results must be interpreted as the upper bound for other controllers.

Passive frequency skipping strategies: Passive methods prevent the excessive excita-
tion of structural resonances, by restricting turbine operation in specific regions. This
technique is often referred to as frequency skipping (van der Tempel and Molenaar, 2002),
and is commonly implemented by adding logic to the generator torque controller (Bossanyi,
2000). While the implementation of speed exclusion zones is straightforward using logic
and classical (PID) controller design techniques, it is inconvenient to tune and assess
the (dynamic) optimality in terms of power maximization and fatigue load minimiza-
tion. Predictive model-based control methods can play an important role in providing a
convenient way of performing a trade-off between the earlier mentioned objectives. To
this end, the following challenge is formulated.
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Challenge III: Substitute traditional controller designs with advanced and practically
feasible control techniques, solving prevalent control challenges to facilitate the devel-
opment of next-generation wind turbines.

1.1.4. OPERATIONAL CONTROL STRATEGIES FOR HYDRAULIC DRIVETRAINS

Another approach for advancing wind turbine technology, with the aim of lowering the
levelized cost of wind energy, is the application of hydraulic drivetrains. The main chal-
lenges in hydraulic system and controller design are associated with the component
specific characteristics, varying with the current operating conditions. For individual
hydraulic turbines, the control strategy mostly differs in the partial load region.

This section summarizes the control methods for different hydraulic turbines con-
cepts. Hydraulic wind turbine concepts are divided in two categories: drivetrains with
a variable transmission ratio, and configurations with a fixed volumetric displacement.
This section makes the same distinction in the discussion of the related control methods.

Variable-displacement drivetrains: The possibility of adjusting the volumetric dis-
placement of one or more components in a hydraulic drivetrain, is often referred to as a
variable-displacement configuration. As shown in Figure 6 (Prologue), virtually all pro-
posed concepts somehow implement the variable strategy. The variable displacement
strategy facilitates the application of a synchronous generator, and can additionally pro-
vide efficiency benefits.

A study on the dynamics and controllability of a variable displacement drivetrain dis-
closes some interesting properties (Schmitz et al., 2013). It is shown that the increased
damping in the hydraulic drivetrain can partially compensate for the aerodynamic in-
stability, imposed by the rotor torque gradient with respect to rotational speed. More-
over, nonminimum phase behavior is observed for operating conditions where the be-
fore mentioned torque gradient is positive. The findings are supported by experimental
results using the IFAS hydraulic test bench (Vukovic and Murrenhoff, 2015).

Extensive modeling of a wind turbine employing a digital displacement component
is described in (Pedersen et al., 2018). The digital aspect refers to the discrete way of
switching between the number of active pressure chambers. A sophisticated model deriva-
tion is performed for the combined wind turbine, digital motor and auxiliary hardware.
Subsequently, the system is linearized, to synthesize a linear-quadratic-Gaussian (LQG)
optimal controller.

The controller design for a DOT-inspired open-circuit drivetrain, with a variable-
displacement pump connected to the rotor, is described in (Buhagiar et al., 2016). For
discharge line pressure regulation, the implemented feedforward-feedback control strat-
egy uses a combination of pump displacement and variable-area orifice control inputs.
Furthermore, hydraulic wind turbine networks employing variable-displacement com-
ponents are modeled and simulated in (Jarquin Laguna, 2017).

Fixed-displacement drivetrains: A drivetrain consisting of fixed-displacement com-
ponents ideally moves a fixed amount of volume per rotation. As a consequence, the
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applied torque at the driving axis determines the discharge pressure of a pump, or vice-
versa for a motor.

Few control methods for fixed-displacement concepts have been described in the
literature. An interesting passive torque control method for the DOT configuration is
described and experimentally demonstrated in (Diepeveen and Jarquin-Laguna, 2014).
Briefly summarized: rotor speed variations cause a varying flow through the exiting ori-
fice, with a quadratic relation to the line pressure. A fixed orifice area relates to tracking
a fixed tip-speed ratio, which is a necessity for maximum aerodynamic power extraction
during below-rated operation. Laboratory scale tests, a feasibility study, and modeling
of a turbine based on the DOT concept are described in (Schmitz et al., 2012; Diepeveen,
2013). In-field tests of the DOT500 wind turbine, with a 500 kW open-circuit and fixed-
displacement hydraulic drivetrain, have been performed in the summer of 2016. Be-
cause of scarcely available information of similar turbines in the literature, a practical
control implementation was lacking for the real-world demonstrator. To fill this gap in
scientific knowledge and literature, the last challenge is given below.

Challenge IV: Develop the control system and corresponding operational strategy for the
real-world DOT500 wind turbine with hydraulic drivetrain, and perform an effectiveness
assessment by the analysis of test results.

1.2. THESIS GOAL, APPROACH AND OUTLINE
The previous section highlighted 4 control challenges. This section elaborates on how
these challenges are addressed, and presents the overall thesis objective. To this end, first
preliminary background information is given, which is used to substantiate the problem
definition. Then, the thesis goal is presented, and is subdivided in subgoals to provide a
contextual framework on the approach of satisfying the objectives. Finally, an outline of
the thesis is given.

1.2.1. BACKGROUND, PROBLEM DEFINITION AND MOTIVATION

Concluding from the previous sections of this introduction, evolutions in wind turbine
technology are prominently facilitated by advances in control methods. However, by the
lack of a de facto standard wind turbine controller, the options for adequate evaluation of
proposed system and controller innovations are limited. A universal baseline controller,
additionally providing options to conveniently enable more advanced load-mitigating
control strategies, helps the entire wind turbine research community, without the need
for extensive knowledge on control theory and design. The development of such a con-
troller is the first challenge of this thesis.

The ever increasing power ratings and sizes of present-day wind turbines, pose a
challenge for the application of existing load mitigating control strategies. Without proper
analysis tools and tunings, the algorithms show reduced or even adverse performance
levels. Furthermore, traditional control methods start to become a limiting factor in solv-
ing design challenges for larger turbines. Therefore, advanced model predictive control
techniques are key in enabling next-generation large-scale turbine designs. The creation
of analysis tools, enabling improved and/or novel advanced controller designs, is there-
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fore another thesis challenge.
Finally, wind turbines with radical design changes at system level, such as turbines

with a hydraulic drivetrain, need an accompanying control system maximizing the op-
erational efficiency. The last challenge is therefore to exploit the acquired knowledge
gathered in the previously stated challenges, promoting the controller design process
for a system with a fundamentally different drivetrain configuration.

1.2.2. THESIS GOALS AND APPROACH
Practical applicability of the innovations described in this thesis is an overarching theme,
and is considered of utmost importance in accelerating the pace of technological evo-
lutions. The approach is to deepen and improve on well-known control concepts dis-
cussed in the literature, that lack a careful analytical evaluation. It is shown that by un-
derstanding and thoroughly analyzing the control problem at hand, considerably sim-
plified and more convenient controller designs are possible. Following this approach,
enhanced performance levels are often attained.

Based on the previously stated, the goal of this thesis is formulated as follows:

Thesis goal: Develop analysis tools based on established control theory, providing
optimal control solutions for stimulating advancements in wind turbine technology.

It is recognized that the presented thesis goal is somewhat broad and general. For
this reason, the main goal is subdivided in different subgoals, which align with the pre-
viously introduced challenges. The corresponding text provides contextualization, and
also sketches the approach in fulfilling the goals.

As the development of new controllers and system concepts evermore rely on nu-
merical methods, a widely accepted and baseline wind turbine control strategy is key for
the evaluation of improved or novel algorithms. Such a widely accepted control solution
is – next to standardized simulation software and reference models – the last ingredient
in unifying baseline load cases for the proper evaluation of innovations. Towards the
development of such a controller, the following research question is formulated:

I: What are the prevalently applied operational and load mitigating wind turbine
control methods, and is it possible to develop a universal baseline controller code,
and improve on widely accepted ideas?

Fatigue load reducing control methods facilitate a path towards next-generation wind
turbines, with higher power ratings, less material use, and thus increased cost effective-
ness. Ideas on how such controllers should practically work are described in the liter-
ature. However, with the increasing sizes of turbines, these methods become more te-
dious to implement without expert knowledge, and are often times not suited for em-
ployment in modern predictive control methods. To this end, existing ideas and control
schemes are further analyzed and improved, and novel algorithms have been developed.
Two critical and design driving areas are targeted, namely: the mitigation periodic blade
loads, and the prevention of tower resonance excitation.
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For the blade load objective, it is of interest to evaluate the effect of the – in indus-
try commonly applied – azimuth offset in the MBC transformation. The offset is often
presumed to provide system decoupling advantages, however, this effect is never thor-
oughly analyzed. Therefore, the subgoal is formalized by the following research ques-
tion:

II: How do we develop analysis tools based on established control theory to dis-
close the effect(s) of the commonly applied azimuth offset for individual pitch con-
trol using the multiblade coordinate transformation? Can we subsequently use tra-
ditional controller design methods to improve (practical) load mitigating perfor-
mance levels, towards the application of larger rotors?

The challenge in tower resonance excitation prevention, is the inability of existing
frequency skipping controller designs – based on classical control techniques – to per-
form a dynamically optimal trade-off between produced energy and loads. This short-
coming is becoming ever more striking for wind turbines with higher power ratings and
taller towers. Modern predictive control techniques might form a solution path, and the
following subquestion is therefore formulated:

III: Can we create a practically feasible model predictive control scheme, replac-
ing existing implementations based on traditional control methods, for prevent-
ing the excitation of critical resonances, towards the application of taller and more
cost/weight-effective towers?

Wind turbines with hydraulic drivetrains, approach wind energy cost reductions from
a system design perspective. Conventional turbine drivetrains have been extensively de-
veloped in the past decades, and provide high levels of efficiency throughout in all op-
erational regions. For hydraulic wind turbines to be commercially successful, a similar
efficiency maximizing development has to take place. In the course of the PhD project,
a real-world hydraulic wind turbine demonstrator was deployed. The turbine is subject
to extensive testing, to find an answer to the somewhat exploratory question:

IV: Are the analysis tools in subquestion/challenge I practically feasible to estab-
lish an operational strategy and controller design for a real-world wind turbine, with
a fundamentally different hydraulic drivetrain configuration?

The six chapters in this thesis stand on their own, and can be read independently
from each other. Because the chapters are not related in a mathematical sense, each has
its own definition of symbols. An introduction is given at the start of each chapter. The
final chapter of this thesis presents a summarizing conclusion.

1.2.3. OUTLINE
This section presents the outline of this thesis. Each paragraph gives a brief summary of
the contents of each chapter.



1.2. THESIS GOAL, APPROACH AND OUTLINE

1

25

Chapter 2 provides a description of the numerical software projects that lay out the
foundation for the remaining chapters of this thesis. All software packages are open-
source, publicly available, and (co-)developed by different research groups of the Delft
University of Technology. A universal, baseline and community driven wind turbine
controller is outlined. Complementary, a graphical controller design environment in
MATLAB Simulink facilitates convenient and rapid development of control algorithms.
Lastly, an educational graphical interface for NREL’s simulation software FAST for graph-
ical wind turbine and controller design is presented, aimed at the education of engineer-
ing talent formulating the technological innovations.

Chapter 3 presents an advancement in the widely applied IPC scheme using the MBC
transformation, for the successful reduction of out-of-plane blade oscillations. The ad-
vancement encompasses the, up until recently, often undervalued azimuth offset tuning
variable. Besides a thorough analysis, the importance of the offset is illustrated for tur-
bines with larger and more flexible rotors, and/or with significant actuator phase delays.
For such cases, the offset appears to be a crucial design variable towards successful load
attenuations, and actuator duty cycle minimization.

Chapter 4 presents, in the wake of the previous chapter, an elegant solution for con-
straining persistent tower side-side resonance excitations. The proposed and more ad-
vanced control method uses a combination of techniques. A demodulation transforma-
tion, sharing properties with the MBC transformation, is employed to transfer frequency
content to a steady-state contribution. The beneficial properties of the resulting quasi-
LPV system are exploited in an efficient MPC scheme. The cutting edge strategy facil-
itates the development of next-generation turbines, enabling the application of cost-
effective tall towers by reducing material use.

Chapter 5 shifts focus towards the (dynamic) modeling and controller design for a hy-
draulic wind turbine, in contrast to the previous chapters concentrating on advanced
load mitigation strategies. In-field prototype tests are performed with a retrofitted 500 kW
hydraulic drivetrain, based on the DOT concept. The concept aims at simplification of
wind turbines and wind farms, minimizing the number of drivetrain components, and
by collectively harvesting the power of multiple turbines at a centralized location.
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WIND TURBINE CONTROL

SOFTWARE

Standardized, easy to use, and preferably open-source research software is an important
aspect in supporting and solidifying the wind turbine community. This chapter presents
three open-source software projects that form the foundation for the work described in
this thesis. First, a community-driven wind turbine baseline controller, the Delft Research
Controller (DRC), is presented. The DRC is applicable to high-fidelity simulation software
that uses the DISCON controller interface. The controller distinguishes itself by the variety
of available control and estimation implementations, its ease of use, and the universal
applicability to wind turbine models. Secondly, in the wake of the DRC, the SimulinkDRC
graphical controller design and compilation environment has been developed. Users hav-
ing access to Simulink can benefit from the convenient way of controller development the
tool provides. Finally, the FASTTool has been established for educational purposes, by fo-
cusing on the graphical aspect of wind turbine (controller) design. The tool simplifies in-
teraction with the advanced FAST simulation software, by comprehensive visualizations
and analysis tools. This chapter demonstrates and describes the functionality of all three
software projects.
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2.1. INTRODUCTION
Wind turbine control is a nontrivial task, and generally requires expert control knowl-
edge and software skills for design, tuning and implementation. For this reason, wind
energy research groups from the Delft University of Technology (TU Delft) develop and
actively maintain various open-source, free, and publicly available wind turbine control
oriented software projects. The following three open-source projects are outlined in this
chapter:

Delft Research Controller (DRC). The DRC is an open-source and community-driven
wind turbine baseline controller. The development of the controller is driven by the no-
tion of wind energy research groups from various disciplines often using self-developed
baseline implementations and tunings, complicating the evaluation and comparison of
new control algorithms. To solve this problem, the DRC provides an open, modular and
fully adaptable baseline wind turbine controller to the scientific community. New con-
trol implementations are easily added to the existing baseline controller, and in this way,
convenient assessments of the proposed algorithms is possible. Because of the open
character and modular set-up, scientists are able to collaborate and contribute in mak-
ing continuous improvements to the code. The DRC is being developed in Fortran and
uses the Bladed-style DISCON controller interface. The compiled controller is config-
ured by a single control settings parameter file, and can work with any wind turbine
model and simulation software using the DISCON interface. Baseline parameter files
are supplied for the NREL 5-MW and DTU 10-MW reference wind turbines.

SimulinkDRC. In the wake of the DRC, a graphical controller design and compilation
environment has been developed in Simulink, and is called SimulinkDRC. For engineers
having access to Simulink, this tool provides an easy and convenient way of controller
development.

FASTTool. The FASTTool has been developed for educational purposes in wind turbine
design. FASTTool is a graphical user interface (GUI) for NREL’s aeroelastic simulation
code FAST (Fatigue, Aerodynamics, Structures, and Turbulence). The tool is centered
around a three-dimensional animated wind turbine plot, which dynamically adapts to
the defined design inputs. FASTTool provides users with convenient and insightful tools
to tune controllers and assess the performance of the design.

All software is released under the MIT license – a free software license – at the follow-
ing location:

https://github.com/TUDelft-DataDrivenControl

The organization of this chapter is as follows. Section 2.2 describes the philosophy, func-
tionality and the working principles of the DRC baseline wind turbine controller. In Sec-
tion 2.3, SimulinkDRC is presented, opening possibilities for graphical controller design
in Simulink. Finally, Section 2.4 presents FASTTool: An educational and graphical inter-
face for NREL’s high-fidelity wind turbine simulation software FAST.

https://github.com/TUDelft-DataDrivenControl
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2.2. DRC: AN OPEN-SOURCE AND COMMUNITY-DRIVEN BASE-
LINE CONTROLLER

The existence of reference models and baseline load cases is a crucial aspect in the sci-
entific community, as it allows for convenient and fair evaluation of proposed inno-
vations. In the wind turbine community, the National Renewable Energy Laboratory
(NREL) 5-MW baseline wind turbine is a fictive, but fully defined reference wind tur-
bine (RWT) model (Jonkman et al., 2009), and is actively used in the scientific field. To
accommodate the next step in enlarging the size and rated power of offshore wind tur-
bines, the Technical University of Denmark (DTU) provides a 10-MW RWT model (Bak
et al., 2013). The DTU 10-MW model is developed in cooperation with Vestas Wind Sys-
tems. Its design is mainly focused on setting a reference for next generation rotors, with
good aerodynamic performance at a relative low weight.

Besides reference models, wind turbine simulation software is also largely standard-
ized. The industry standard, commercial and certified high-fidelity wind turbine sim-
ulation package is Bladed by DNV GL (DNV-GL, 2017). On the other hand, an open-
source aeroelastic package for simulating horizontal-axis wind turbines is FAST, which
was up until recently actively developed and maintained by NREL. However, a shift to-
wards community-driven software development is seen in the scientific field, and Open-
FAST is established with the FAST v8 code as its starting point (NWTC, 2019). The goal
of OpenFAST is being a community model, with users and developers from research lab-
oratories, academia and industry improving software quality and accelerating develop-
ment.

In contrast to the previously mentioned reference models and simulation software,
no clear choice of a baseline wind turbine controller currently exists that is easy to use,
modular and extendable. Wind energy research groups from various disciplines gen-
erally use self-developed baseline control implementations and tunings, of which the
source code is rarely available. This negatively impacts the ability to compare results
from different research projects or groups. It has to be noted that NREL provides an
open-source controller for its NREL 5-MW reference wind turbine (Jonkman et al., 2009).
However, this controller is limited in functionality and inconvenient to extend or inter-
change between distinct wind turbine models as functionality, turbine parameters and
controller tunings are hard-coded in a single source file. DTU also provides an internally
developed controller for their DTU 10-MW RWT (Hansen and Henriksen, 2013) of which
the source code is available, but the development is not driven by a broad community.

To this end, the Data Driven Control wind energy research group from Delft Uni-
versity of Technology started the initiative to develop an open-source and community-
driven wind turbine baseline controller. A design specification was that the controller
should be generally applicable to all turbine models defined in simulation software that
uses the Bladed-style DISCON controller interface (Garrad Hassan & Partners Ltd, 2011),
such as OpenFAST, Bladed or HAWC2. Also, a convenient way of configuring the con-
troller should be present, without editing the source code and thus the need for recom-
pilation. With these goals in mind, the foundations of a baseline wind turbine controller
have recently been laid out, and is dubbed the Delft Research Controller (DRC). For con-
sistency with OpenFAST, the DRC is being developed in the Fortran programming lan-
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guage (free-form) (Lahey and Ellis, 1994). The modular and open character allows scien-
tists to collaborate and contribute in making continuous improvements to the code. The
DRC is provided with a toolbox consisting of regularly used (control) functions and fil-
ters to allow for rapid development and implementation of new contributions. NREL re-
cently acknowledged the potential of the DRC by adopting it as their baseline control so-
lution of choice, and dubbed it as the Reference OpenSource Controller (ROSCO) (NREL,
2020).

The main contribution of this section is to provide a comprehensive description of
the working principles and functionality of the DRC, and is organized as follows. In
Section 2.2.1, an overview of the DRC is given, after which in Section 2.2.2 the built-in
filter and function modules are described. A wind speed estimator, described in Sec-
tion 2.2.3, is included to provide below-rated, closed-loop, tip-speed ratio tracking ca-
pabilities. The components in the before mentioned modules are used to make up the
baseline torque, (individual) pitch and yaw controllers, described in Section 2.2.4. Sec-
tion 2.2.5 describes fatigue load reduction control strategies, and Section 2.2.6 outlines
the incorporated yaw control implementations.

2.2.1. OVERVIEW AND DESCRIPTION OF THE DRC
This section gives a general overview and description of the DRC controller architecture
and philosophy. The overall DRC working principle is presented in Figure 2.1. The DRC
is set up such that only a single parameter file DISCON.IN for each wind turbine model is
required to define the complete control system. This feature removes the need for repet-
itive recompilation of the controller under a change in control settings. Baseline con-
troller parameter configuration files are supplied for the NREL 5-MW and DTU 10-MW
reference wind turbines, and the source code is publicly available under terms of the
MIT License (Mulders and van Wingerden, 2019a).
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Figure 2.1: A schematic of the DRC architecture for wind turbine control. The controller exchanges data using
the so-called the DISCON external controller interface via the avrSWAP-array. The DRC is completely parame-
terized by a single configuration file, and writes debug information to a log file when desired.



2

32 WIND TURBINE CONTROL SOFTWARE

The DRC consists of multiple modules containing commonly used functions and
subroutines, and uses derived data types to store parameters and variables in a cen-
tralized manner. Function calls are executed in a fixed sequence during each control
iteration. The DRC reads the control in- and output avrSWAP-array (Garrad Hassan &
Partners Ltd, 2011) and performs value assertions. Next, before calling any controller,
the state-machine determines the state of the turbine, and this information is used by
the controllers to perform corresponding control actions. To enable the Variable-Speed
Variable-Pitch (VS-VP) control strategy, torque and pitch control subroutines are imple-
mented. Optional controllers are executed after the two before-mentioned controllers.

2.2.2. FILTERS AND FUNCTIONS MODULES
An overview of the included filters and functions are described in this section. The DRC
comes with a collection of frequently used filters. The filters included are discretized
using the bilinear transformation, also known as Tustin’s method (Oppenheim, 1999).
The filters are not bound to a predefined sampling time, as this variable is taken as an
input from the simulation. All functions return a single real filtered output signal, with a
default unity steady-state gain. The following filters are included:

• First/second-order low-pass filter. Pass signals with frequencies lower than the cross-
over frequency, but attenuate signal components above this frequency.

• First-order high-pass filter. Passes signals with frequencies higher than the cut-in
frequency, but attenuates signal components below this frequency.

• Notch filter. Passes most of the frequencies but attenuates in a very specific inter-
val.

• Inverted-notch filter with decreasing slopes. Amplifies a very specific frequency re-
gion, and provides extra attenuation of frequencies outside this domain.

The DRC controller is supplied with the following frequently used functions:

• Value/signal saturation. Saturates a given input signal to a upper and lower value.
• Signal rate limiter. A signal rate limiter with respect to time.
• Proportional-Integral (PI) controller. An object-based PI-controller with integrator

anti-wind up and signal saturation capabilities.
• 1D-interpolation. A one dimensional interpolation function taking a one dimen-

sional table. The x-data should be monotonically increasing.

2.2.3. WIND SPEED ESTIMATION
The wind speed measurement from the anemometer is influenced by induction, as it is
often located downwind of the rotor at the back of the nacelle. Therefore, the measure-
ments are often considered unreliable for use in control implementations (Østergaard
et al., 2007), and only serve indication purposes. Moreover, the sensor only measures
the wind speed at the center of the rotor swept area, while the wind speed varies spa-
tially over the rotor surface (Bianchi et al., 2006). Although not perfect, to keep the rotor
operating at maximum power coefficient tracking, torque control is often implemented
as the optimal-mode gain, multiplied by the rotor or generator speed squared (Bossanyi,
2000). However, this control scheme assumes perfect model representation and knowl-
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edge about the rotor aerodynamic behavior. In real world scenarios, the model and ac-
tual rotor show increasing inconsistencies over time, as a result of wear, tear, fouling,
icing and manufacturing imperfections (Hau, 2013). For this reason, often a wind speed
estimator is employed to provide closed-loop tip-speed ratio tracking capabilities, elim-
inating the need for perfect a priori knowledge of aerodynamic characteristics.

Different types of wind speed estimators have been proposed (Soltani et al., 2013).
While the wind field varies spatially and temporally over the rotor surface, for control
purposes it often suffices to have an estimate of the rotor effective wind speed. The
rotor effective wind speed is defined as the weighted wind speed average, taking into ac-
count the span-wise variation of power extraction. Popular estimator implementations
include the power balance estimator (van der Hooft and van Engelen, 2004), and the
(extended) Kalman filter (Østergaard et al., 2007; Knudsen et al., 2011). More advanced
implementations are proposed for estimation of horizontal and vertical, misalignments
and shears (Selvam et al., 2009; Bertelè et al., 2017).

Another rotor effective wind speed estimation technique, is the immersion and in-
variance (I&I) estimator (Ortega et al., 2013), inspired by the eponymous identification
method described in (Liu et al., 2009). The technique assumes the rotor speed and ap-
plied generator torque being available as measured signals. The technique shows satis-
factory estimation results, is conveniently implemented, and is therefore included as the
rotor effective wind speed estimator in the DRC.

In the remainder of this section, only the main result of the I&I estimator derivation
is given. The estimation algorithm relies on the following equations:

˙̂v I
w = γ

J

[
τr −Ψ(ωr, v̂ I

w +γωr)
]

, (2.1)

v̂w = v̂ I
w +γωr, (2.2)

in which τr is the applied generator torque casted to the low-speed shaft (LSS), ωr the
rotor speed,Ψ the estimated aerodynamic torque, J the lumped drivetrain inertia casted
to the low-speed shaft, γ the estimator adaption gain, and v̂w the estimated wind speed.
When γ> 0 and other conditions are met, then

lim
t→∞ v̂w(t ) = vw. (2.3)

For estimation of the aerodynamic torque

Ψ(ωr, v̂ I
w +γωr) = 1

2
ρaπR2v̂3

wCp(λ)/ωr, (2.4)

the power coefficient is analytically described by the parameterizable function

Cp(λ) = e−θ1/λ(θ2/λ−θ3)+θ4λ, (2.5)

in which θ ∈ R4 are chosen to fit the power coefficient mapping at the blade fine-pitch
angle. Furthermore, ρa is the air density, λ the tip-speed ratio, R the blade length, and
{N ≥ 1} ⊂R+ defines the gearbox ratio.

The I&I scheme relies on the approximation of the aerodynamic torque for rotor ef-
fective wind speed estimation. A balance between applied generator torque and the es-
timated aerodynamic torque is given by Eq. (2.1), in which frictional terms (e.g., from
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the main bearing and gearbox) are omitted. Consequently, these neglected effects are
taken as part of the estimated aerodynamic torque. Therefore, if the additional frictional
components are of significant magnitude, this leads to a biased wind speed estimate.
One could include the frictional terms in the equation referred to, in order to obtain
a more accurate wind speed estimate. However, this complexifies the implementation
and requires knowledge on the (possibly varying) frictional characteristics. When imple-
menting the presented method, one should trade-off simplicity and accuracy, based on
the presence and quality of prior knowledge.

2.2.4. STATE-MACHINES, AND BASELINE PITCH AND TORQUE CONTROL
This section presents the concept of state-machines, and the pitch and torque control
implementations included in the DRC. The purpose of the global state-machine is to de-
termine the operational state of the wind turbine, and is included as a subroutine in the
function module. Inside this function, separate state-machines are included for pitch
and torque control. The operational state is determined by comparing measured tur-
bine quantities and control signals to settings defined in the controller configuration file.
Figure 2.2 gives an overview of the different wind turbine operating regions, indicating
internal controller variables and configuration parameters.

The pitch and torque controllers use a common filtered generator speed measure-
ment, to calculate the error from the reference set point. At the end and beginning of
regions 1 and 2.5, two PI torque controllers are implemented to regulate the rotor speed
towards the optimal below-rated torque path, and to above-rated operating conditions.

Figure 2.2: Torque control strategies implemented in the DRC. All variables regarding torque control are indi-
cated by their respective names present in the control parameter file. For above-rated operation (Region 3),
the control strategy can be configured to either constant torque of constant power.
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Figure 2.3: Individual pitch control for blade fatigue load reductions. The out-of-plane blade root moments
are transformed in a tilt- and yaw-axis by a 1P Coleman transformation. After PI-control, the resulting pitch
angles are transformed back by an inverse Coleman transformation to obtain IPC pitch signals to mitigate 1P
fatigue loadings.

As shown in Figure 2.2, the maximum torque controller saturation can be set indepen-
dently to facilitate less frequent switches between torque and pitch control. The cut-in
speed for below-rated torque control (Region 2) can be defined, as well as the optimal
mode-gain for tracking the maximum rotor power coefficient Cp,max. The baseline pitch
controller is implemented as a gain-scheduled PI-controller, and the gain information is
defined in the parameter file as a function of pitch angles.

For power regulation during above-rated operation, the torque controller can be con-
figured to either deliver a constant torque signal, or actively change the torque signal to
obtain a constant power output. For constant power tracking, the torque signal varies
subject to the measured generator speed and the electrical power set point.

2.2.5. FATIGUE LOAD CONTROL

Fatigue load reduction capabilities are available in the DRC, in the form of individual
pitch control (IPC) for periodic blade load reductions, and active tower fore-aft damping.
The two implementations are respectively described in this section.

Individual Pitch Control. IPC reduces out-of-plane blade oscillations causing fatigue,
by adding contributions to the individual pitch control signals. A schematic IPC imple-
mentation overview is presented in Figure 2.3. The measured blade root out-of-plane
moments, together with the rotor azimuth angle, are taken as input to the forward Cole-
man (or multiblade coordinate (MBC)) transformation (Bir, 2008b), resulting in nonro-
tating rotor tilt- and yaw-moments. The IPC implementation in the DRC allows for at-
tenuation of the 1P blade load harmonic, or the combined 1P+2P periodic loads. A phase
offset can be added to the azimuth angle in the reverse transformation, which turns out
to be crucial for practical IPC implementations (Mulders et al., 2019a).
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Tower fore-aft damping. Tower fore-aft oscillations are naturally lightly damped by
aerodynamic damping (Burton et al., 2001). To further enhance damping of fore-aft
oscillations, an active control strategy can be implemented. Active fore-aft damping
uses an integrated nacelle acceleration signal, which is added to the collective pitch sig-
nal (Bossanyi, 2000). The acceleration signal is possibly additionally filtered by a notch
filter to prevent unwanted actuation at, e.g., the blade passing frequency.

2.2.6. YAW CONTROL
To maximize energy extraction from the wind, the rotor axis of a wind turbine needs to
be aligned with the dominating wind direction. Because the wind flow direction changes
over time, a yaw system is required to keep the orientation of a wind turbine aligned with
the wind direction to capture as much energy as possible (Manwell et al., 2010; Bianchi
et al., 2006). Yawing the wind turbine nacelle and rotor on the support structure can be
achieved in different ways, for example, by active yaw and free yaw-by-IPC implementa-
tions. Both implementations are included in the DRC, and are respectively described in
this section.

Yaw-rate control. The yaw-rate control implementation does not provide continuous
alignment, but intermittently aligns the turbine nacelle when a predefined threshold is
exceeded. The implementation adapted from (Kragh and Fleming, 2012) and schemati-
cally depicted in Figure 2.4, is slightly adjusted to allow for yaw-angle offsets. The yaw-
rate controller uses measurements from a wind vane located downwind, i.e., seen from
upwind the vane is positioned behind the rotor and tower. The wind vane measures the
nacelle yaw-misalignment with respect to the dominating wind direction, but does not
give information on the absolute nacelle orientation. Yaw motors with a fixed yaw-rate
are used for yaw movements.

Yaw-by-IPC. Besides of the common fatigue load reduction implementation, IPC can
also be configured to act in a yaw-by-IPC set-up. Figure 2.5 shows a schematic overview
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Figure 2.4: Yaw rate control uses the error between the misalignment set point and the measured misalignment
with the dominating wind direction to intermittently perform yaw manoeuvres.
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by the error between the set point and measured yaw misalignment.

of the implementation. With yaw-by-IPC, a 1P contribution is added to the pitch signals
resulting in a yaw moment over the entire rotor to actively regulate or track a yaw mis-
alignment set point. Normally, this type of control is present in downwind wind turbines,
where the nacelle is mounted in a free-damped fashion on the tower support struc-
ture (van Solingen et al., 2016a; Schorbach and Dalhoff, 2012). In the DRC, either the
fatigue load reduction or the yaw-by-IPC controller is active. Simultaneous operation
is possible by separating frequency activity, however, such an implementation requires
in-depth knowledge and careful tuning (van Solingen et al., 2016a).

2.3. SIMULINKDRC: GRAPHICAL CONTROLLER DESIGN AND COM-
PILATION

The SimulinkDRC provides a more convenient and graphical controller design environ-
ment in MATLAB Simulink (MathWorks, 2019), as schematically depicted in Figure 2.6.
All built-in Simulink objects and functions can be used, and compilation results into dy-
namic library files: .dll for Windows, and .so for Linux. The compiled controller uses the
same DISCON controller interface as the DRC. The implementation includes custom
code to compile a 32-bit dynamic library using a 64-bit version of MATLAB Simulink,
which is helpful for use with older 32-bit versions of Bladed and FAST.

The tool has proven to be insightful in the development phase of new control algo-
rithms. At the time of writing, a lightweight controller for the NREL 5-MW reference
turbine is included. However, as not every engineer or scientist has access to Simulink,
implementation of (novel) control algorithms is prioritized in the open-source DRC writ-
ten in Fortran. The next development goal is to bring the controller functionality of
SimulinkDRC on par with the Fortran-based DRC, sharing the functionality and support
for external controller parameter files.
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Figure 2.6: SimulinkDRC allows to graphically design a wind turbine controller in Simulink. Compilation re-
sults in a dynamic library with the DISCON controller interface, which is compatible with a wide variety of
wind turbine simulation software.

2.4. FASTTOOL: AN EDUCATIONAL GUI FOR FAST
The FASTTool was developed in the wake of another educational project at Delft Uni-
versity of Technology (TU Delft), where the idea was to teach an online course through
gamification. Students would play a game in which they can design and test their own
wind turbine through various levels, each with a new challenge to overcome (e.g., wind
shear, setting the right cut-out wind speed, etc.). There are plenty of examples of such
games with a good educational value. For instance, playing SimCity teaches the essen-
tials of urban planning, Poly Bridge teaches about statics and truss structures, and Kerbal
Space Program teaches about rocketry and orbital mechanics. In fact, Kerbal Space Pro-
gram was so successful in this that NASA began to actively contribute to the game as a
means of public outreach and getting young people excited for spaceflight. The strength
of these games, in terms of teaching a subject, lies in the fact that playing them does
not feel as a chore and that there is good educational value in trying and failing a level.
Although FASTTool was not developed with gamification in mind, the relatively simple
user interface and many graphical elements were designed to lower the learning curve
of the software and make it more enjoyable to use. This enables students to spend most
of their time on substantive aspects of wind turbine design, while limiting distractions
from the, often complex, capabilities of commercially available simulation and analysis
software.

The strength of many wind turbine aeroelastic tools lies in the analysis and not in the
user-friendliness per se, which hampers the usability in educational courses. This aspect
results in students often losing themselves in the vast array of options. In FASTTool, this
problem was solved by centering the graphical user interface (GUI) around an animated
three-dimensional plot of the wind turbine. Changes to the geometry are immediately
visible on screen, which provides students with an immediate sanity check, but also gives
the feeling of creating something new. The performance of the turbine can be checked
by a quick power curve calculation (e.g., to see the impact of rotor diameter), as well as
through a full time series analysis by FAST, for which the input files are generated by the
tool.

Summarizing, FASTTool is a wind turbine design, assessment and simulation tool. It
is used in a master-level course on wind turbine design, in which students construct a
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turbine and assess its performance, dynamics and limit states. The design starts with a
choice for system-level parameters and then focuses on the rotor, drivetrain, tower and
controller design. As the name of the software already suggests, the simulation back-
end is based on NREL’s FAST v8.16 (Fatigue, Aerodynamics, Structures, and Turbulence),
which is a high-fidelity open-source wind turbine simulation software package (NWTC
Information Portal, 2019). The software is to date still under active development, and
updated regularly based on new insights and feedback from students. The tool is pub-
licly available at no cost as an open-source repository (Bos et al., 2019). This section
gives a high-level overview of the FASTTool, and is organized as follows: Section 2.4.1
outlines the capabilities of the graphical user interface, and Section 2.4.2 demonstrates
the back-end simulation and control environment.

2.4.1. MATLAB-BASED GRAPHICAL USER INTERFACE

The costs for industry standard wind turbine simulation software are often prohibitive
for use in educational courses, considering the number of students involved. For this
reason, FASTTool is developed in MATLAB/Simulink (MathWorks, 2019), in conjunction
with the publicly available FAST simulation code. The choice of software is convenient
for an academic environment, since no license fees are demanded for the use of FAST,
while often students have access to and experience with MATLAB/Simulink. Although
MATLAB and Simulink require a license, the employed environment provides flexibility
and insight for both the end-user and developer. The MATLAB scripts and the Simulink
model of the tool can be edited by more expert users to add or change functionality and
to enable other inputs and outputs.

Figure 2.7: The main window of FASTTool. The wind turbine plotted in the center of the screen is animated
and adapts to the current turbine design. The turbine’s visual appearance can be changed by the options on
the left-hand side of the screen. The design – in terms of blade, tower, nacelle, drivetrain, and controller – is
altered by the blue-colored options on the right. Analysis and simulation functionality – steady-state operating
curves, modal analysis, linearization and simulation – is included under the yellow-colored buttons.
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Figure 2.7 presents the main window of the FASTTool, which gives access to the fol-
lowing functionality:

1. A three-dimensional animated wind turbine visualization, adapting to the current
design defined by parameters in the graphical user interfaces for blade, tower, na-
celle, drivetrain and controller design.

2. Determination of steady-state performance, calculation of turbine natural frequen-
cies, and visualization in a Campbell diagram.

3. Linearization of the nonlinear turbine dynamics at the controller-defined opera-
tional path.

4. High-fidelity simulation of various load cases, by a wide variety of wind profiles.

Each item in the above-given enumeration is discussed in the remaining paragraphs of
this section.

1. Structural, drivetrain and controller design. The various graphical interfaces for
structural, drivetrain and controller design are presented in Figure 2.8. Because FAST-
Tool is built for educational purposes, the software is supplied with the NREL 5-MW

(a) Blade design (b) Nacelle design

(c) Nacelle design (d) Controller design

Figure 2.8: Different design modules of the FASTTool. The GUI provides a convenient way of changing the
blade geometry, nacelle sizing, and drivetrain parameters. An extensive interface is available for controller
design by loop-shaping techniques using standard filters.
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reference wind turbine (Jonkman et al., 2009) as a MATLAB-style .mat-file, and student
designs are based on scalings of this turbine. The blade design window in Figure 2.8a
provides functionality to radially specify the blade geometry and structural properties
by defining the chord, twist and airfoil for each node, as well as the mass density, flap-
and edgewise stiffness. A similar interface is provided for tower design. The user can
also edit airfoil properties or add new airfoils. Figures 2.8b and 2.8c respectively present
the nacelle and drivetrain design options: Parameters size the nacelle, and define the
drivetrain by efficiencies, the gearbox ratio, and the generator inertia. To easily check for
mistakes in geometric data inputs, the blade, tower and turbine-nacelle configuration
are assessed with graphical visualizations. Finally, the controller design component is
shown in Figure 2.8d. The controller design section allows to visually tune the pitch con-
troller by loop shaping the system’s frequency responses. Loop-shaping is performed by
tuning standard PI, low-pass and notch control modules. A comparison can be made
between a fixed-gain, and a gain-scheduled controller, to advocate the performance ad-
vantages of a variable-gain control implementation. Several other control parameters,
such as for the feed forward partial load torque control and for the braking action, can
also be changed by the user.

2. Steady-state rotor performance and modal analysis. As a result of the structural
geometry and mass properties, Figure 2.9a shows that a modal analysis can be per-
formed on the tower fore-aft and side-side modes, along with the blade flap- and edge-
wise modes. The natural frequencies are determined with BModes, which is also devel-
oped by NREL as part of the FAST suite of tools (NWTC Information Portal, 2014). To an-
alyze whether these structural modes interfere with the varying rotational nP harmonics,
a Campbell diagram is plotted on the right hand side of the window. Figure 2.9b shows
the configuration window for steady-state performance calculations. Steady-state map-
pings can be calculated at a predefined range of pitch angles, based on the blade and
rotor configuration, and with use of included blade-element momentum (BEM) code.
The overall turbine operational behavior as a function of wind speed is shown in Fig-
ure 2.9c, whereas Figure 2.9d shows the result of a the rotor power coefficient calculation
as a function of pitch angle and tip-speed ratio (TSR). The figures are generally used to
find the maximum power coefficient, rated wind speed and best pitch angle setting for
partial load operation.

3. Linearization. A wide arsenal of powerful mathematical and frequency domain
techniques is available for linear controller design. For this reason, high-fidelity non-
linear models are generally linearized at operating points of interest. At the time of writ-
ing, FAST includes linearization functionality, however, unlike previous versions, it lacks
the capability of finding operational trim conditions. The latter mentioned aspect is in-
cluded in FASTTool. After finding the trim points for a predefined range of wind speeds,
the input values are provided to an open-loop fixed-time FAST simulation that linearizes
the model. The linear model is stored in a .mat-file, which is needed to support the con-
troller design.
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4. Wind load cases and simulation. When the wind turbine design is completed, FAST-
Tool provides the opportunity to run certification simulations, as shown in Figure 2.10a.
This means that as in Figure 2.10b, first a desired wind field is selected and dimensioned.
The user can choose various wind conditions, such as steady wind, stepped wind speed
changes, a normal or extreme turbulence model, an extreme operating gust. The more
complex wind fields are generated by NREL’s TurbSim (NWTC Information Portal, 2016).
Wind profiles can be set for assessment of the behaviour of the design and the controller,
or to run a load case according to the IEC 61400-1 standard (IEC, 2005). Various turbine
conditions can be chosen, such as power production, grid loss, normal or emergency
shutdown and idling, supporting IEC load case assessment. Then, when the output file-
name is defined, a certification simulation is initiated. For this, FASTTool takes the user-
defined turbine design parameters and generates the corresponding FAST input files,

(a) Modal analysis of turbine structural components (b) Rotor performance

E
le

ct
ri

ca
l p

ow
er

 [
M

W
]

(c) Operational power curve

Tip speed ratio [-]

P
ow

er
 c

oe
ff

ic
ie

nt
 [

-]

(d) Steady-state rotor power coefficients

Figure 2.9: Modal analysis tools for calculating the tower and blade, first and second natural frequencies, and
visualizing the results in a Campbell diagram. The diagram helps to identify problematic interactions with
the variable turbine rotational frequency in the below-rated region. Furthermore, the operational path and
steady-state rotor performance mappings are calculated based on the blade design, rotor configuration, and
control strategy.
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(a) Certification simulation (b) Wind profile design

Figure 2.10: Certification and wind field design windows. The certification section allows to define the total
simulation time and mean wind speed of the high-fidelity FAST run. The wind field design window offers
among others the selection of steady, stepped, or turbulent wind profiles. Turbulent wind files are generated
using NREL’s TurbSim (NWTC Information Portal, 2016).

after which it starts a high-fidelity nonlinear FAST simulation, implemented using an
S-Function in Simulink. To avoid an overload of information, a small (but relevant) se-
lection of the vast amount of signal outputs is made available to the user; an experienced
user can extend the list of outputs. The next section outlines the FAST Simulink simula-
tion and controller environment.

2.4.2. SIMULINK-BASED CONTROLLER AND SIMULATION ENVIRONMENT
FAST has the ability to either run as a compiled standalone application on Windows and
Linux, or have the FAST dynamic library being called by a Simulink S-Function. The lat-
ter mentioned implementation is employed by FASTTool, as it provides a convenient and
insightful development environment. During a simulation run, the built-in controller
of FAST is disabled and the controller is provided by Simulink blocks, configured with
information from the different interfaces. The Simulink implementation offers course
participants, who want to gain a deeper understanding of wind turbine simulation and
control, an accessible way of doing so. Experienced user can even change the controller
and can for instance add active yaw control.

2.5. CONCLUSIONS
Three software projects are discussed in this chapter. First a community-driven wind
turbine baseline controller is presented, applicable to high-fidelity simulation software
that uses the DISCON controller interface. The controller aims in being the reference
controller for evaluation of new control algorithms. The controller architecture is such
that it can be used for any wind turbine model. A single parameter file configures the
controller, which abandons the need for recompilation under a change in controller set-
tings. Because of the modular set-up, the existing baseline control implementations are
easily replaced, which enables for convenient comparison, reproducibility, and evalu-
ation of new algorithms. Second, a Simulink tool for convenient graphical design and
compilation of a turbine controller is demonstrated. Finally, FASTTool is showcased,
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which is a graphical user interface for NREL’s aeroelastic simulation code FAST for ed-
ucational purposes in wind turbine and controller design. FASTTool provides people
new to the field with insights in the design process, by visualizing changes in a three-
dimensional turbine visualization, adapting to the current design. The software has
options for quick sanity checks, and can generate FAST input files to run high-fidelity
simulations based on the turbine design.

With the aim of supporting, standardizing and solidifying the wind turbine (research)
community, all software is open-source and publicly available at an online repository.
The repositories are regularly updated, and users are invited to provide feedback and
contribute to the projects.



3
BLADE LOAD REDUCTION

ENHANCEMENTS BY THE MBC
AZIMUTH OFFSET

With the trend of increasing wind turbine rotor diameters, the mitigation of blade fatigue
loadings is of special interest to extend the turbine lifetime. Fatigue load reductions can
be partly accomplished using individual pitch control (IPC) facilitated by the so-called
multiblade coordinate (MBC) transformation. This operation transforms and decouples
the blade load signals in a yaw-axis and tilt-axis. However, in practical scenarios, the re-
sulting transformed system still shows coupling between the axes, posing a need for more
advanced multiple input multiple output (MIMO) control architectures. This chapter
presents a novel analysis and design framework for decoupling of the nonrotating axes by
the inclusion of an azimuth offset in the reverse MBC transformation, enabling the appli-
cation of simple single input single output (SISO) controllers. A thorough analysis is given
by including the azimuth offset in a frequency-domain representation. The result is evalu-
ated on simplified blade models, as well as linearizations obtained from the NREL 5-MW
reference wind turbine. A sensitivity and decoupling assessment justify the application of
decentralized SISO control loops for IPC. Furthermore, closed-loop high-fidelity simula-
tions show beneficial effects on pitch actuation and blade fatigue load reductions. More-
over, the importance of including the azimuth offset for higher harmonic (2P) mitigations
are made evident: Excluding the offset results in worsened performance with respect to the
baseline case without IPC.
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3.1. INTRODUCTION
As wind turbine blades are getting larger and more flexible with increased power ratings,
the need for fatigue load reductions is getting ever stronger (Sieros et al., 2012). For a
large Horizontal Axis Wind Turbine (HAWT), the wind varies spatially and temporally
over the rotor surface because of the combined effect of turbulence, wind shear, yaw-
misalignment and tower shadow (Fischer, 2006), and give rise to periodic blade loads.
The blades itself mainly experience a once-per-revolution 1P cyclic load, whereas the
tower primarily experiences a 3P cyclic load in the case of a three-bladed wind turbine.

To reduce fatigue loadings, the capability of wind turbines to individually pitch its
blades is exploited by individual pitch control (IPC). The pitch contributions for fatigue
load reductions are generally formed with use of the azimuth-dependent multiblade co-
ordinate (MBC) transformation, acting on out-of-plane blade load measurements. The
forward MBC transformation transforms the load signals from a rotating into a nonrotat-
ing reference frame, resulting in tilt and yaw rotor moments. After the obtained signals
have been subject to control actions, the reverse MBC transformation is used to obtain
implementable individual pitch contributions. The MBC transformation is also used in
other fields such as in electrical engineering where it is often referred to as the Park or
direct-quadrature-zero (dq0) transformation (O’Rourke et al., 2019), and in helicopter
theory where it is called the Coleman transformation (Johnson, 2012).

IPC for wind turbine blade fatigue load reductions using the MBC transformation
is widely discussed in the literature (Menezes et al., 2018). While high-fidelity simula-
tion software shows promising results and field tests have been performed (Bossanyi
et al., 2013; van Solingen et al., 2016b), publications on the in-field deployment of IPC
is still scarce, likely because of the increased pitch actuator loading by continuous op-
eration of IPC (Shan et al., 2013). Also, because of the complicated maintenance of
blade load sensors, research has been conducted on load estimation using measure-
ments from the turbine fixed tower support structure (Jelavić et al., 2010). In research,
various IPC control methodologies have been proposed such as a comparison of more
advanced linear-quadratic-Gaussian (LQG) and simple proportional-integral (PI) con-
trol (Bossanyi, 2003b), application of H∞ techniques (Geyler and Caselitz, 2007), repeti-
tive control (RC) (Navalkar et al., 2014) and model predictive control (MPC) using short-
term wind field predictions (Spencer et al., 2013). The effect of pitch errors and rotor
asymmetries and imbalances is also investigated (Petrović et al., 2015).

Common in industry is to apply an azimuth offset in the reverse MBC transforma-
tion, however, its interpretation, analysis, and effect is more than ambiguous. Bossanyi
(Bossanyi, 2003b) states that a constant offset can be added to account for the remaining
interaction between the two transformed axes. Later, the same author suggests (Bossanyi
and Witcher, 2009) that a small offset in the reverse transformation can be used to ac-
count for the phase lag between the controller and pitch actuator. Houtzager et al.
(Houtzager et al., 2013) states that the performance of IPC is reduced by a large phase
delay between the controller and pitch actuator, but that also the total phase lag of the
open-loop system at the 1P and 2P harmonics can be compensated for by including the
offset. Mulders (Mulders, 2015) shows that the azimuth offset changes the dynamics
of the IPC signal, and that an optimum is present in terms of damage equivalent load
(DEL). During field tests on the three-bladed control advanced research turbine (CART3)
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(Bossanyi et al., 2013), it is noted that for successful attenuation of the 1P and 2P har-
monics, distinct offsets are needed for both frequencies: The offset values are found
experimentally and are said to possibly reflect the frequency dependency of the pitch
actuator. The same paper also reveals that the azimuth offset is required to compensate
for cross-coupling between the fixed-frame axes. The work of Solingen et al. (van Solin-
gen et al., 2016b) mentions that the MBC transformation can incorporate compensation
for phase delays by including an azimuth offset in the reverse transformation.

All of the papers discussed above impose different claims on the effect of the azimuth
offset in the reverse transformation, but in none of these papers, a thorough analysis is
given. Coupling between the tilt and yaw axes is demonstrated (Lu et al., 2015) by a
frequency-domain analysis of the MBC transformation with simplified control-oriented
blade models. It is stated that this coupling should be taken into account during con-
troller design and a H∞ loop-shaping approach is therefore employed. However, the
authors do not consider the effect of the azimuth offset in their derivation for decou-
pling of the nonrotating axes, and the resulting possible implementation of IPC with
SISO controllers. The cross-coupling of the transformed system is taken into account in
Ungurán et al. (Ungurán et al., 2019) by matrix multiplication with the steady state gain
of the inverse plant. Doing so enables the application of an IPC controller with decou-
pled SISO control loops, however, requires evaluation of the low-frequent diagonal and
off-diagonal frequency responses. The latter might be challenging from a numerical as
well as a practical perspective.

This chapter uses the azimuth offset for decoupling of the transformed system, and
gives a thorough analysis on the effect by providing the following contributions:

• Providing a formal frequency-domain framework for analysis of the azimuth off-
set;

• Describing a design methodology to find the optimal offset angles throughout the
entire turbine operating envelope;

• Demonstrating the approach for rotor models of various fidelity, and thereby show-
ing the implications on the accuracy of the found optimal offset;

• Showcasing the effects of the azimuth offset using simplified blade models;
• Performing an assessment on the degree of decoupling using the Gershgorin circle

theorem and the consequences for controller synthesis by analysis of the sensitiv-
ity function;

• Using closed-loop high-fidelity simulations to show the offset implications on pitch
actuation and blade load signals;

• Evaluating the effects of the azimuth offset in a combined 1P and 2P with multiple
pitch actuator models.

This chapter is organized as follows. In Section 3.2, the time-domain MBC represen-
tation incorporating the azimuth offset is presented, and is used in an open-loop set-
ting to formalize the problem by an illustrative example using the NREL 5-MW refer-
ence wind turbine. Next, in Section 3.3, a frequency-domain representation of the MBC
transformation including the offset is derived. Two distinct rotor model structures are
proposed, including and excluding blade dynamic coupling. The two beforementioned
model structures are employed in Section 3.4 to show the effect of the offset on simpli-
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fied blade models. Subsequently, in Section 3.5, the results are evaluated on lineariza-
tions of the NREL 5-MW turbine and validated to results presented in the first section.
In Section 3.6, an assessment on a controller design with diagonal integrators and the
effectiveness in terms of decoupling is given. In Section 3.7, high-fidelity simulations are
performed to show the implications on pitch actuation and blade fatigue loading in 1P
and 1P + 2P IPC configurations. Finally, conclusions are drawn in Section 3.8.

3.2. TIME DOMAIN MULTIBLADE COORDINATE TRANSFORMA-
TION AND PROBLEM FORMALIZATION

This section starts with the time-domain formulation of the MBC transformation, in-
cluding the option for an azimuth offset in the reverse transformation. Next, Section 3.2.2
shows high-fidelity simulation results of the NREL 5-MW turbine to showcase the effect
of the offset. The results formalize the problem and are a basis for further analysis in
subsequent sections.

3.2.1. TIME DOMAIN MBC REPRESENTATION
Conventional implementations of IPC use the MBC transformation for fatigue load re-
ductions. The MBC transformation transforms measured blade moments from a rotat-
ing reference frame to a nonrotating frame, and decouples the signals for convenient
analysis and controller design. A schematic diagram of the general IPC configuration
for a three-bladed wind turbine is presented in Figure 3.1, where the generator torque

T−1
n (ψ + ψo)

Wind turbine
Tn(ψ)

Cn(s)

θ̃2

θ̃1

θ̃3

τg

M2

M1

M3

M0

Myaw

Mtilt

θyaw

θtilt

θ0

ψo

Figure 3.1: Typical implementation of IPC using azimuth-dependent forward and reverse MBC transforma-
tions T (ψ) and T −1(ψ+ψo), decoupling and transforming blade load harmonics to a fixed reference frame.
The IPC controller C (s) generates the fixed-frame pitch contributions by acting on the tilt and yaw moments.
The nonrotating signals are transformed back to the rotating frame by the reverse transformation, resulting in
pitch contributions θ̃b , made up of collective and individual pitch contributions θ0 and θb , respectively. The
generator torque control signal is indicated by τg. The collective pitch and generator torque control signals are
generated by turbine controllers, omitted in this figure.
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and collective pitch angle control signals are indicated by τg and θ0, respectively. The
relations transforming the rotating out-of-plane blade moments Mb , to their respective
nonrotating degrees of freedom (Bir, 2008b) are defined by the forward MBC transfor-
mation M0(t )

Mtilt(t )
Myaw(t )

= 2

B

 1/2 1/2 1/2
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 , (3.1)

where n ∈ Z+ is the harmonic number, B = 3 the total number of blades, and ψb ⊂ R is
the azimuth position of blade b ⊂Z+ with respect to the reference azimuth ψ, given by

ψb(t ) =ψ(t )+ (b −1)
2π

B
, (3.2)

and the rotor azimuth coordinate system is defined as ψb = 0 when the blade is in the
upright vertical position.

The obtained nonrotating (fixed-frame) degrees of freedom are called rotor coordi-
nates because they represent the cumulative behavior of all rotor blades. The collec-
tive mode, M0, represents the combined out-of-plane flapping moment of all blades.
The cyclic modes, Mtilt and Myaw, respectively represent the rotor fore-aft tilt (rotation
around a horizontal axis and normal to the rotor shaft) and the rotor side-side coning
(rotation around a vertical axis and normal to the rotor shaft) (Bir, 2008b). The cyclic
modes are most important because of their fundamental role in the coupled motion of
the rotor in the nonrotating system. For axial wind flows, the collective and cyclic modes
of the rotor degrees of freedom couple with the fixed system.

After control action by the IPC controller C (s) ≡ {
Ci j (s)

}
2×2, the reverse transfor-

mation converts the obtained nonrotating pitch angles θtilt and θyaw in the nonrotating
frame back to the rotating frame θ̃1(t )
θ̃2(t )
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where the resulting pitch angle θ̃i consists of collective pitch and IPC contributions θ0

and θi , respectively, and the azimuth offset is represented by ψo ∈ R. The offset could
have also been incorporated in the forward transformation and an extensive analysis on
this aspect is given in the study of Disario (Disario, 2018).

The main topic of this chapter is to perform a thorough analysis on the effects of the
offset and to provide a framework for derivation of the optimal phase offset throughout
the complete turbine operating envelope. The analysis is performed on the 1P rotational
frequency, however, the framework given is applicable to all nP harmonics.

3.2.2. PROBLEM FORMALIZATION BY AN ILLUSTRATIVE EXAMPLE
To showcase the effect of the azimuth offset, the implementation depicted in Figure 3.2
is used to identify nonparametric spectral models of the system indicated by the dashed
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Figure 3.2: Set-up for identification of a nonparametric spectral model P s( jω) of the dashed system. The wind
turbine is a nonlinear model and is subject to a steady-state collective pitch angle θ0 and generator torque τg.
The nonrotating pitch excitation signals θe are filtered by a band-pass filters B, and the wind turbine includes
a pitch actuator model. The identification is performed for distinct azimuth offsets ψo.

box for different offsets and wind speeds. To this end, the NREL 5-MW reference turbine
is subject to the previously introduced MBC transformation, implemented in an open-
loop set-up using fatigue, aerodynamics, structures, and turbulence (FAST): A high-fidelity
open-source wind turbine simulation software package (NWTC Information Portal, 2019).
The nonlinear wind turbine is commanded with fixed collective pitch and generator
torque demands, corresponding to a constant wind speed in the range U = 5−25 m s-1.
The forward and reverse transformations are employed at the n = 1 (1P) harmonic, and
the reverse transformation is configured with different offsets values. The wind turbine
includes first-order pitch actuator dynamics with a bandwidth of ωa = 2.5 rad s-1, which
results in an additional open-loop frequency-dependent phase loss.

For identification purposes, the excitation signals θi
e are taken as random binary sig-

nals (RBS) of different seeds with an amplitude of 1 deg and a clock period (Ljung, 1999)
of Nc = 1, resulting in flat signal spectra. A bandpass filter B is included to limit the
low and high the frequency content entering the (pitch) system. The cut-in and cut-
off frequencies of the bandpass filter are specified at 10−3 and 102 rad s-1, respectively,
as results will be evaluated in the frequency range from 10−1 to 101 rad s-1. The sam-
pling frequency is set to ωs = 125 Hz, and the total simulation time is 2200 seconds,
where the first 200 seconds are discarded to exclude transient effects from the data set.
A frequency-domain estimate of the nonrotating system transfer function P s ∈ C2×2 is
obtained from the tilt and yaw pitch to blade moment signals by spectral analysis1.

Figure 3.3 presents a spectral analysis of the nonrotating system subject to a wind
speed of 25 m s-1 for different offset values. Because the MBC transformation moves
the 1P harmonic to a 0P DC contribution, the aim is to minimize the off-diagonal low-
frequency content. It is shown that ψo primarily influences the low-frequency magni-
tude from the off-diagonal terms of the 2× 2 system. From now on, the optimal offset
is defined as the value for which the main-diagonal terms have a maximized, and off-
diagonal terms have a minimized low-frequency gain. This is further formalized using
the relative gain array (RGA) (Skogestad and Postlethwaite, 2007), which is defined as the

1For spectral analysis, the spa_avf routine of the Predictor-Based-Subspace-IDentification (PBSID) toolbox
(van Wingerden, 2018) is used.
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Figure 3.3: Diagonal and off-diagonal magnitudes of P s for the input-output pairs
(
θtilt, Mtilt

)
and(

θyaw, Myaw
)
, obtained from nonlinear wind turbine model simulations with U = 25 m s-1. The reverse MBC

transformation is supplied with different azimuth offset values. It is shown that the offset primarily influences
the low-frequency off-diagonal magnitude.

element-wise product (the Hadamard or Schur product, indicated by (◦)) of the nonro-
tating system frequency response and its inverse-transpose

R( jω) = P ( jω)◦ (
P ( jω)

)−T . (3.3)

Subsequently, the level of system interaction over a frequency range is quantified by a
single off-diagonal element of the RGA, defined by

R# = 1

L

L∑
i=1

∣∣R12( jωs,i )
∣∣ , (3.4)

where ωs,i ∈ R for i ∈ {1, 2, . . . , L} specifies the frequency range of interest. In Figure 3.4,
the optimal offset is evaluated by minimization of R# for the low-frequency range from

Figure 3.4: The optimal azimuth offset as function of wind speed, both with an accuracy up to the nearest inte-
ger value. The optimal offset minimizes R# of the frequency-domain estimate of the system transfer function.
It is shown that the operating condition of the turbine has a high influence on the optimal offset value.
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ωs,1 = 0.1 to ωs,L = 1 rad s-1. It is shown that the optimal offset value changes for each
wind speed and is thus highly dependent on the turbine operating conditions. An elabo-
rate analysis on the establishment of the optimal azimuth offset is given in the remainder
of this chapter.

3.3. FREQUENCY DOMAIN MULTIBLADE COORDINATE REPRE-
SENTATION

In the work of Lu et al.(Lu et al., 2015), a three-bladed wind turbine incorporating the
MBC forward and reverse transformations is expressed in the frequency domain using a
transfer function representation. By doing so, it was found that while the assumed sim-
plified rotor model – consisting out of three identical linear blade models – did not in-
clude cross-terms, coupling between the tilt-axis and yaw-axis was present. This chapter
extends the derivation for different rotor model structures, by also including the azimuth
offset.

In Sections 3.3.1 to 3.3.3, the derivation of a frequency-domain representation of the
MBC transformation is presented. Sections 3.3.4 and 3.3.5 combine the obtained results
by assuming rotor model structures excluding and including cross-terms. Finally, Sec-
tion 3.3.6 incorporates the azimuth offset in the framework.

3.3.1. PRELIMINARIES

For analysis of the considered system in the frequency domain, the rotor speed denoted
by ωr is taken constant such that the azimuth is expressed as ψ(t ) = ωrt . The follow-
ing Laplace transformations (Oppenheim et al., 2013) are defined first as they are used
subsequently in the derivation

L {cos(nωrt )x(t )} =L

{
e j nωrt +e− j nωrt

2
x(t )

}
= 1

2

(
X (s − j nωr)−X (s + j nωr)

)
,

L {sin(nωrt )x(t )} =L

{(
e j nωrt −e− j nωrt

)
2 j

x(t )

}
= 1

2 j

(
X (s − j nωr)−X (s + j nωr)

)
,

where x(t ) is an arbitrary signal, and X (s) is its Laplace transform. With a slight abuse of
notation, the frequency-shifted Laplace operators are defined as follows:

s− = s − j nωr,

s+ = s + j nωr,

where n ∈Z+ is the harmonic number and j =p−1 is the imaginary unit.
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3.3.2. FORWARD MBC TRANSFORMATION
The time-domain representation of the forward MBC transformation in Equation (3.1),
is now rewritten using trigonometric identities (Stewart, 2009) as follows:

Mtilt(t ) = 2

3

3∑
b=1

Mb(t )

[
cos(nωrt )cos

(
2πn(b −1)

3

)
− sin(nωrt )sin

(
2πn(b −1)

3

)]
,

Myaw(t ) = 2

3

3∑
b=1

Mb(t )

[
sin(nωrt )cos

(
2πn(b −1)

3

)
+cos(nωrt )sin

(
2πn(b −1)

3

)]
.

Now the cyclic modes are transformed to their frequency-domain representation as fol-
lows:

[
Mtilt(s)
Myaw(s)

]
= 2

3

1

2

[
1 j
− j 1

][
cos(0) cos(2πn/3) cos(4πn/3)
sin(0) sin(2πn/3) sin(4πn/3)

]
︸ ︷︷ ︸

C L,n

M1(s−)
M2(s−)
M3(s−)



+ 2

3

1

2

[
1 − j
j 1

][
cos(0) cos(2πn/3) cos(4πn/3)
sin(0) sin(2πn/3) sin(4πn/3)

]
︸ ︷︷ ︸

C H,n

M1(s+)
M2(s+)
M3(s+)

 ,

(3.5)

where C L,n and C H,n are referred to as the low and high partial transformation matrices,
respectively, because of their association with signals of lower and higher frequencies.
By inspection of Equation (3.5) it is already shown that the rotor speed dependent nP
harmonic is transferred to a DC-component.

3.3.3. REVERSE MBC TRANSFORMATION
Next, the time-domain expression of the reverse MBC transformation is rewritten as fol-
lows:

θb(t ) = θtilt(t )

[
cos(nωrt )cos

(
2πn(b −1)

3

)
− sin(nωrt )sin

(
2πn(b −1)

3

)]
+θyaw(t )

[
sin(nωrt )cos

(
2πn(b −1)

3

)
+cos(nωrt )sin

(
2πn(b −1)

3

)]
,

(3.6)

and is transformed to its frequency-domain representation byθ1(s)
θ2(s)
θ3(s)

= 1

2

 cos(0) sin(0)
cos(2πn/3) sin(2πn/3)
cos(4πn/3) sin(4πn/3)

[
1 − j
j 1

]
︸ ︷︷ ︸

C T
L,n

[
θtilt(s−)
θyaw(s−)

]

+ 1

2

 cos(0) sin(0)
cos(2πn/3) sin(2πn/3)
cos(4πn/3) sin(4πn/3)

[
1 j
− j 1

]
︸ ︷︷ ︸

C T
H,n

[
θtilt(s+)
θyaw(s+)

]
,

(3.7)
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T−1
n (ψ + ψo)

Rotor modelReverse transformation

Hd(s)

or

Ho(s)

Tn(ψ)

Forward transformation

θ2

θ1

θ3

M2

M1

M3

Mtilt

Myaw

θtilt

θyaw

ψo

Figure 3.5: Open-loop nonrotating wind turbine system with fixed-frame input pitch angles θtilt and θyaw, and
output blade moments Mtilt and Myaw. For linear analysis purposes, either the diagonal H d(s) rotor model
including, or the coupled H o(s) rotor model excluding cross-terms is considered.

where it is seen that the low and high partial transformation matrices reoccur in a trans-
posed manner. The partial transformation matrices have the remarkable property that
C L,nC T

L,n = 0 and C H,nC T
H,n = 0, which appears to be useful later on.

3.3.4. COMBINING THE RESULTS: DECOUPLED BLADE DYNAMICS
Now that the frequency-domain representations of the MBC transformations are de-
fined, the rotor model structure is chosen to be diagonal in this section. In Figure 3.5,
the open-loop system with nonrotating pitch angles as input and nonrotating blade mo-
ments as output is presented. The diagonal rotor model in the rotating frame is defined
as follows: M1(s)

M2(s)
M3(s)

=
H1(s) 0 0

0 H1(s) 0
0 0 H1(s)


︸ ︷︷ ︸

H d(s)

θ1(s)
θ2(s)
θ3(s)

 , (3.8)

such that pitch angle θi (s) and blade moment M j (s) are only related for i = j . As will be
shown later, the assumption of a diagonal rotor model structure is convenient for analy-
sis purposes, but nonrealistic for actual turbines. By substitution of the rotor model from
Equation (3.8) into the forward MBC frequency-domain relation in Equation (3.5), and
subsequently substituting Equation (3.7), the following transformed frequency-domain
representation is obtained:[

Mtilt(s)
Myaw(s)

]
= 2

3
C L,n H1(s−) I 3

(
C T

L,n

[
θtilt(s −2 j nωr)
θyaw(s −2 j nωr)

]
+C T

H,n

[
θtilt(s)
θyaw(s)

])
+ 2

3
C H,n H1(s+) I 3

(
C T

L,n

[
θtilt(s)
θyaw(s)

]
+C T

H,n

[
θtilt(s +2 j nωr)
θyaw(s +2 j nωr)

])
.

(3.9)

Since C L,nC T
L,n =C H,nC T

H,n = 0, the expression simplifies into[
Mtilt(s)
Myaw(s)

]
= 1

2

(
H1(s−) I 2

[
1 j
− j 1

]
+H1(s+) I 2

[
1 − j
j 1

])[
θtilt(s)
θyaw(s)

]
, (3.10)
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where I 2 ∈R2×2 is an identity matrix, and is rewritten as the transfer function matrix[
Mtilt(s)
Myaw(s)

]
= 1

2

[
H1(s−)+H1(s+) j H1(s−)− j H1(s+)

− j H1(s−)+ j H1(s+) H1(s−)+H1(s+)

]
︸ ︷︷ ︸

P d(s,ωr)

[
θtilt(s)
θyaw(s)

]
. (3.11)

Although the wind turbine blade models H1(s) in Equation (3.8) are implemented in a
decoupled way, it is seen that the off-diagonal terms are nonzero when the response of
H(s) is frequency dependent (nonconstant). Thus, the presumably decoupled tilt and
yaw-axes show cross-coupling in P d(s,ωr) when a diagonal and dynamic rotor model is
considered. This conclusion was drawn earlier (Lu et al., 2015). However, in the next
section, the assumption of a diagonal rotor model is alleviated by the introduction of
cross-terms.

3.3.5. COMBINING THE RESULTS: COUPLED BLADE DYNAMICS
In the previous section, the rotor model was assumed to consist of decoupled blade
models. Now, this assumption is alleviated by incorporating off-diagonal blade modelsM1(s)

M2(s)
M3(s)

=
H1(s) H2(s) H2(s)

H2(s) H1(s) H2(s)
H2(s) H2(s) H1(s)


︸ ︷︷ ︸

H o(s)

θ1(s)
θ2(s)
θ3(s)

 , (3.12)

such that coupling is also present between pitch angle θi (s) and blade moment M j (s)
for i 6= j by H2(s): In Section 3.5.1 it is shown that this model structure represents the
interactions of high-fidelity model linearizations. The derivation to arrive at the transfer
function matrix P o(s,ωr) is omitted in this section, as it follows a similar procedure given
in the previous section. The resulting matrix is given by[

Mtilt(s)
Myaw(s)

]
= 1

2

[
H12(s−)+H12(s+) j H12(s−)− j H12(s+)

− j H12(s−)+ j H12(s+) H12(s−)+H12(s+)

]
︸ ︷︷ ︸

P o(s,ωr)

[
θtilt(s)
θyaw(s)

]
, (3.13)

with

H12(s) = H1(s)−H2(s). (3.14)

As will be shown later, the obtained model structure is better able to identify the optimal
azimuth offset opposed to the result from Section 3.3.4, for operating conditions with in-
creased dynamic blade coupling. The following section incorporates the azimuth offset
in the framework for both the decoupled and coupled rotor model structures.

3.3.6. INCLUSION OF THE AZIMUTH OFFSET
In this section, the effect on the main and off-diagonal terms by incorporating an az-
imuth offset ψo ∈ R in the reverse transformation is considered: Variables subject to the
effect of the offset are denoted with a tilde (̃·). Multiplication of the transformation ma-
trices T (ψ)T̃ −1

(ψ+ψo) for ψo 6= 0 does not result in an identity matrix, and influences
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the diagonal and off-diagonal terms in the transfer function matrix P̃ . For evaluation
of this effect, Equation (3.7) is expanded by adding the azimuth offset to the nominal
azimuth such that the following expression is obtained:θ1(s)

θ2(s)
θ3(s)

= 1

2

 cos(nψo) sin(nψo)
cos(n(2π/3+ψo)) sin(n(2π/3+ψo))
cos(n(4π/3+ψo)) sin(n(4π/3+ψo))

[
1 − j
j 1

]
︸ ︷︷ ︸

C̃ T
L,n (ψo)

[
θtilt(s−)
θyaw(s−)

]

+ 1

2

 cos(nψo) sin(nψo)
cos(n(2π/3+ψo)) sin(n(2π/3+ψo))
cos(n(4π/3+ψo)) sin(n(4π/3+ψo))

[
1 j
− j 1

]
︸ ︷︷ ︸

C̃ T
H,n (ψo)

[
θtilt(s+)
θyaw(s+)

]
.

(3.15)

where the partial transformation matrices now include the azimuth offset and are rede-
fined using trigonometric identities as follows:

C̃
T
L,n(ψo) = 1

2

 cos(0) sin(0)
cos(2πn/3) sin(2πn/3)
cos(4πn/3) sin(4πn/3)

[
cos(nψo) sin(nψo)
−sin(nψo) cos(nψo)

][
1 − j
j 1

]
, (3.16)

C̃
T
H,n(ψo) = 1

2

 cos(0) sin(0)
cos(2πn/3) sin(2πn/3)
cos(4πn/3) sin(4πn/3)

[
cos(nψo) sin(nψo)
−sin(nψo) cos(nψo)

][
1 j
− j 1

]
. (3.17)

Comparing the partial transformation matrices to the with results obtained earlier in
Equations (3.5) and (3.7) shows the addition of a rotation matrix. By applying the correct
(optimal) phase offset, the rotation matrix corrects for the phase losses in the rotating
frame, and lets the transformed axes coincide with the horizontal tilt and vertical yaw

ψo

Figure 3.6: Left: In the ideal case, the MBC transformation transforms the blade bending moments from a
rotating to a nonrotating orthogonal reference frame, aligning with the horizontal tilt and vertical yaw axes.
Right: However, when system phase losses are involved, the orthogonal projection is twisted. As a result, the
transformed system has off-diagonal contributions to both the tilt and yaw axes, which results in multivariable
coupling. The azimuth offset serves as a correction to realign the twisted projection with the tilt and yaw axes.
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axes in the nonrotating frame. Figure 3.6 further illustrates and explains this effect. Fur-
thermore, the matrix is a normalized version of the steady-state gain matrix of the in-
verse plant (Ungurán et al., 2019), and can alternatively be taken as part of the controller
outside the transformed system.

By deriving the transformation matrix for the decoupled rotor model structure, now
including the azimuth offset, results in[

Mtilt(s)
Myaw(s)

]
= P̃ d(s,ωr,ψo)

[
θtilt(s)
θyaw(s)

]
, (3.18)

whereas the matrix is defined for the coupled case as follows:[
Mtilt(s)
Myaw(s)

]
= P̃ o(s,ωr,ψo)

[
θtilt(s)
θyaw(s)

]
, (3.19)

in which

P̃ d = 1

2

[
H(s−)p̃(ψo)+H(s+)q̃(ψo) j H(s−)p̃(ψo)− j H(s+)q̃(ψo)

− j H(s−)p̃(ψo)+ j H(s+)q̃(ψo) H(s−)p̃(ψo)+H(s+)q̃(ψo)

]
,

P̃ o = 1

2

[
H12(s−)p̃(ψo)+H12(s+)q̃(ψo) j H12(s−)p̃(ψo)− j H12(s+)q̃(ψo)

− j H12(s−)p̃(ψo)+ j H12(s+)q̃(ψo) H12(s−)p̃(ψo)+H12(s+)q̃(ψo)

]
,

and where p̃(ψo) and q̃(ψo) are

p̃(ψo) = cos(nψo)− j sin(nψo),

q̃(ψo) = cos(nψo)+ j sin(nψo).

From the above derived result, it is concluded that the azimuth offset influences the
main and off-diagonal terms for both the coupled and decoupled cases. By compar-
ing Equations 3.18 and 3.19, it is observed that both are similar, but the latter mentioned
differs in a way that cross-coupling between the blade models influences the nonrotat-
ing dynamics. As a result, the optimal offset value will be different for both cases. An
analysis using simplified blade models is given in the next section.

3.4. ANALYSIS ON SIMPLIFIED ROTOR MODELS
This section showcases the effect and implications of the azimuth offset using simplified
models, for both decoupled and coupled rotor model structures in Sections 3.4.1 and 3.4.2,
respectively. First-order linear dynamic blade models are taken, as this allows for a con-
venient assessment of the offset effects: Application of higher-order models would result
in a similar analysis.

3.4.1. DECOUPLED BLADE DYNAMICS
The decoupled rotor model is made up of first-order blade models of the form

H1(s) = Mb

θb
= K1

1

τ1s +1
, (3.20)
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Figure 3.7: Pole-zero map for the main- and off-diagonal transfer functions in P̃11 and P̃12, respectively. It is
shown that for the assumed model H1(s) with K1 = 1 and τ1 = 0.1, the azimuth offset influences the location
of the open-loop zeros (◦) in both cases; the pole (×) locations remain unchanged. The magnitude of the
cross-terms is minimized by choosing the optimal offset value ψ∗

o .

where K1 is the steady-state gain, and τ1 the time constant of the transfer function. As
the main-diagonal elements of P̃ d are equal and the off-diagonal elements are the same
up to a sign-change, only the transfer functions in the matrix upper row are considered.
By substitution of s = jω, the frequency response function of the diagonal elements is
given by

P̃d,11( jω,ωr,ψo) = P̃d,22( jω,ωr,ψo) =

K1
τ1ωcos

(
ψo

)− (τ1ωr sin
(
ψo

)+cos
(
ψo

)
) j

2τ1ω+ (τ2
1ω

2 −τ2
1ω

2
r −1) j

,
(3.21)

and the frequency response functions of the off-diagonal terms are represented by

P̃d,12( jω,ωr,ψo) =−P̃d,21( jω,ωr,ψo) =

K1
−τ1ωsin(ψo)− (

τ1ωr cos(ψo)− sin(ψo)
)

j

2τ1ω+ (τ2
1ω

2 −τ2
1ω

2
r −1) j

.
(3.22)

In both expressions the azimuth offset only occurs in the numerator. For the off-diagonal
expression in Equation (3.22), the low-frequency magnitude (ω→ 0) can be attenuated
using the offset. In effect, the complex term in the frequency response function of Equa-
tion (3.22) cancels out, and minimizes the low-frequency gain.

For illustration purposes, the transfer function H1(s) is taken with a steady-state gain
K1 = 1, a time constant τ1 = 0.1 s and a rotor speed ωr = 1.27 rad s-1, which is the rated
speed of the NREL 5-MW reference turbine. In Figure 3.7, pole-zero diagrams are given
for the transfer function elements P̃d,11 and P̃d,12. For the latter mentioned transfer func-
tion, the offset introduces a zero, which is nonpresent in the case of ψo = 0. The offset is
used to actively influence the zero location, and does not affect the pole locations. The
zero attains a lower real value for increasing offsets. The optimal offset moves the intro-
duced off-diagonal zero to the imaginary axis to form a pure differentiator, of which the
effect is shown in Figure 3.8. For the same optimal offset, the steady-state gain of the



3

60 BLADE LOAD REDUCTION ENHANCEMENTS BY THE MBC AZIMUTH OFFSET

diagonal term is maximized. The influence of the offset on the main diagonal steady-
state low-frequency gain should be taken into account during controller design. That is,
including the optimal offset increases the bandwidth of the open-loop gain.

For a decoupled rotor model consisting of first-order blade dynamics, the optimal
offset is analytically computed by

ψ∗
o,d = tan−1 (τ1ωr). (3.23)

Calculation of the optimal offset results in ψ∗
o,d = 7.22 deg, which is in accordance to the

near-optimal result found in Figure 3.8. Figure 3.9 presents the RGA of P̃d,12 over a range
of first-order model time constants and azimuth offsets. It is shown that a clear optimal
offset path is present, which is predicted using the analytic expression given above. It
is furthermore concluded that for the decoupled blade model case, the optimal offset is
equal to the phase loss of the blade pitch to blade moment system at the considered nP
harmonic. Equation (3.23) also shows that the optimal offset is dependent on the rotor
speed, which is of importance when IPC is applied in the below-rated operating region.

3.4.2. COUPLED BLADE DYNAMICS

The derivation is now performed for the rotor model with coupled blade dynamics, P̃ o.
The main-diagonal transfer function H1(s) is taken as in Equation (3.20), whereas two
distinct cases for the off-diagonal model H2(s) are examined. The first case is a reduced
magnitude version of H1(s) with K2 = δK1 where {δ⊂R | 0 < δ< 1}, and the second case
additionally has a time constant τ2 6= τ1. The transfer function is given by

H2(s) = Mi

θ j
= K2

1

τ2s +1
with i 6= j , (3.24)

Figure 3.8: Bode diagrams of P̃d,11 and P̃d,12 for different ψo. The steady-state gain of the diagonal term
increases, whereas the gain of the off-diagonal term decreases up to a certain offset value.
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Figure 3.9: RGA of P̃d,12 evaluated at ω = 0 for the decoupled rotor model structure. The dash-dotted line
represents the optimal offset found by the analytical expression. It is shown that the optimal offset is highly
dependent on the model dynamics.

and according to Equation (3.14), the resulting expressions of the combined transfer
functions become

Case 1: K2 = δK1, τ1 = τ2 H 1
12(s) = K1(1−δ)

1

τ1s +1
, (3.25)

Case 2: K2 = δK1, τ1 6= τ2 H 2
12(s) = K1(τ2s +1)−K2(τ1s +1)

(τ1s +1)(τ2s +1)
. (3.26)

By comparing Equation (3.20) and (3.25) it is immediately recognized that for the first
case, the result is only scaled by a factor δ and does not influence the optimal offset.
However, for the second case, the resulting transfer function changes significantly for
which the derivation is performed. The resulting elements of the matrix upper row of P̃ o

are as follows:

P̃o,11( jω,ωr,ψo) = P̃o,22( jω,ωr,ψo)

= p̃(ψo)

2

(
K1

τ1 (ω−ωr) j +1
− K2

τ2 (ω−ωr) j +1

)
+ q̃(ψo)

2

(
K1

τ1 (ω+ωr) j +1
− K2

τ2 (ω+ωr) j +1

)
,

(3.27)

P̃o,12( jω,ωr,ψo) =−P̃o,21( jω,ωr,ψo)

= p̃(ψo) j

2

(
K1

τ1 (ω−ωr) j +1
− K2

τ2 (ω−ωr) j +1

)
− q̃(ψo) j

2

(
K1

τ1 (ω+ωr) j +1
− K2

τ2 (ω+ωr) j +1

)
.

(3.28)

Further substitution and manipulations of the above given relations lead to cumbersome
expressions. However, also in this case, it is possible to nullify the numerator using the
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Figure 3.10: RGA of P̃o,12 evaluated at ω = 0 for the coupled rotor model structure. The dash-dotted line
represents the optimal offset found by the analytical expression. It is shown that the optimal offset is highly
dependent on the combined diagonal and off-diagonal dynamic model characteristics and differs significantly
from the characteristics found for the decoupled case.

optimal azimuth offset given by the analytic expression

ψ∗
o,o = tan−1

(
K1τ1(1+τ2

2ω
2
r )−K2τ2(1+τ2

1ω
2
r )

K1(1+τ2
2ω

2
r )−K2(1+τ2

1ω
2
r )

ωr

)
, (3.29)

where for the case K2 = 0 (no coupling), the relation reduces to the expression given by
Equation (3.23).

For illustration purposes, the constants K1, τ1 and ωr are taken as in Section 3.4.1,
and K2 = 0.1 and τ2 = 1 s. Using these values, the optimal offset is calculated being
ψ∗

o,o = 4.60 deg, which differs from the result found in the previous section. Further-
more, Figure 3.10 shows the off-diagonal RGA for the coupled rotor case. It is shown that
the decoupling characteristics differ significantly from the results obtained in Figure 3.9,
especially for higher time constants (slower blade dynamics). The main conclusion of
this section is that the chosen rotor model structure, including or excluding blade dy-
namic coupling, has a high influence on the analysis for finding the optimal offset value.

3.5. RESULTS ON THE NREL 5-MW REFERENCE WIND TUR-
BINE

The previous section shows significant improvements on the decoupling of transformed
model structures using simplified blade models. This section is devoted to the validation
of the described theory on linearizations of the NREL 5-MW reference wind turbine. In
Section 3.5.1, linearizations of the NREL 5-MW reference turbine are obtained and used
in Section 3.5.2 to compute the optimal offset. The results are subsequently validated
against the nonparametric spectral models presented in the problem formalization (Sec-
tion 3.2.2).
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Figure 3.11: Main- and off-diagonal linear models of the NREL 5-MW blade dynamics in black and gray, respec-
tively, showing the dynamics from blade pitch θi to out-of-plane blade root moment M j in the rotating frame.
It is shown that the off-diagonal dynamics have an overall reduced, but nonnegligible magnitude compared to
the main-diagonal elements.

3.5.1. OBTAINING LINEARIZATIONS IN THE ROTATING FRAME
Linearizations of the NREL 5-MW turbine are obtained using an extension (Bos et al.,
2019) for NREL’s FAST v8.16. The extension program includes a graphical user interface
(GUI) and functionality for determining trim conditions prior to the open-loop simula-
tions for linearization. Linear models are obtained for wind speeds U = 5−25 m s-1.

The resulting state-space model for each wind speed consists of the system A ∈Rr×r×k ,
input B ∈ Rr×p×k , output C ∈ Rq×r×k and direct feedthrough D ∈ Rq×p×k matrices. Over
a full rotor rotation, k = 36 evenly spaced models are obtained with a model order r = 14
and p = q = 3 inputs and outputs. Figure 3.11 presents the linearization results by
means of Bode magnitude plots from blade pitch to blade moment for a wind speed
of U = 25 m s-1. This wind speed is chosen as an exemplary case, as the effect of dynamic
blade coupling becomes more apparent for higher wind speed conditions. As the mod-
els are defined in a rotating reference frame, the dynamics vary with the rotor position.
However, it can be seen that the dynamics from θi to M j show similar dynamics for both
i = j and i 6= j . The linearizations include first-order pitch actuator dynamics with a
bandwidth of ωa = 2.5 rad s-1. The next sections elaborate on the effect of including and
excluding the cross terms in the analysis.

3.5.2. TRANSFORMING LINEAR MODELS AND EVALUATING DECOUPLING
As recognized previously by inspection of Figure 3.11, the set of diagonal and off-diagonal
models show similar dynamics. The effect of this coupling on the optimal azimuth offset
is investigated in this section using linearizations of the NREL 5-MW turbine.

Up to this point, the analysis of the effect of the azimuth offset is illustrated us-
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Figure 3.12: Linear prediction of the optimal azimuth offset over k linearizations, where the median per wind
speed is taken as the optimal offset value. The transformation is applied for the cases of decoupled (left) and
coupled (right) blade dynamics. It is shown that the inclusion of blade coupling is able to better explain the
results obtained from spectral analysis.

ing a multiple input multiple output (MIMO) transfer function representation. How-
ever, transforming higher-order models (e.g., linearizations obtained from FAST) in this
representation can become numerically challenging. Therefore, Appendix A includes
a derivation of the MBC transformation including the offset in the state-space system
representation. Because this approach only requires subsequent matrix multiplications,
the implementation is faster and numerically more stable. However, in the remainder of
this chapter, the transfer function representation is used to highlight insights for various
problem aspects.

In this section, by using the transfer function representation, the off-diagonal ele-
ments are easily included and excluded from the analysis. Therefore, the obtained linear
state-space systems are converted to transfer functions and transformed to symbolic ex-
pressions for substitution of the Laplace operators s by s− and s+. The expressions are
prevented to become ill-defined by ensuring minimal realizations using a default toler-
ance of

p
ε= 1.5 ·10−8.

The obtained models are substituted in Equations (3.18) and (3.19). The system in-
terconnection measure R# is evaluated atω= 10−2 rad s-1 for each linear model at a range
of azimuth offsets. Because k models are obtained, the optimal offset is defined as the
median of computed optimal offsets for each set of linear models. In Figure 3.12, the
results of the two distinct transformations are presented and compared with the results
from spectral analysis in Figure 3.4. The linear prediction of the optimal azimuth offset
including the rotor model cross terms clearly outperforms the case excluding the terms.
The provided frequency-domain analysis framework, taking into account blade dynamic
coupling, is able to provide a concise estimate of the actual optimal azimuth offset.



3.6. ASSESSMENT ON DECOUPLING AND SISO CONTROLLER DESIGN

3

65

3.6. ASSESSMENT ON DECOUPLING AND SISO CONTROLLER DE-
SIGN

This section investigates the potential application of single-gain and decoupled SISO
control loops for IPC by incorporating the optimal azimuth offset. The former aspect is
explored using a sensitivity analysis in Section 3.6.1, whereas the latter aspect is investi-
gated using the Gershgorin circle theorem in Section 3.6.2.

3.6.1. SENSITIVITY ANALYSIS USING SINGULAR VALUES PLOTS
In this section, the effect of the azimuth offset to the sensitivity function is assessed. The
sensitivity function using negative feedback is defined as follows:

S( jω) = (
I 2 +L( jω)

)−1 , (3.30)

where L ∈ R2×2 is the open-loop gain, which is defined as the multiplication of the mul-
tivariable system and the diagonal controller

L(s) = P̃ (s,ωr,ψo)C (s), (3.31)

where C (s) = diag(c1(s), c2(s)) consists of the pure integrators c1(s) = c2(s) = cI/s. For
MIMO systems, the sensitivity function gives information on the effectiveness of control
through the bounded ratio

σ
¯

(
S( jω)

)≤ ||y(ω)||2
||v(ω)||2

≤ σ̄(S( jω)), (3.32)

whereσ
¯

(
S( jω)

)
indicates the smallest, and σ̄

(
S( jω)

)
the highest singular value of S( jω),

determined by the direction of the output and measurement disturbance signals y and
v , respectively. For evaluation of the considered MIMO system sensitivity, the singular
values of the system frequency response are computed. This is done by performing a
singular value decomposition (SVD) on the frequency response of the dynamic system
(Skogestad and Postlethwaite, 2007).

The sensitivity is evaluated in the fixed frame for the cases without and with the opti-
mal offset. As the offset influences the steady-state gain of the main-diagonal elements,
an integral gain correction is applied when implementing an azimuth offset, which is
summarized in Table 3.1. In this way, a consistent open-loop baseline control band-
width of 2.2 ·10−2 ×2π rad s-1 is attained. It is concluded that the absolute steady-state
gain of the main-diagonal terms after transformation with the optimal azimuth offset is
increased by 37 %.

Figure 3.13 shows the evaluation of the multivariable sensitivity. The results pre-
sented are obtained from high-fidelity simulations (spectral estimate) and from analyt-
ical results using the framework presented in this chapter. The trajectories show good

Table 3.1: The integrator gains cI are corrected for the influence of the azimuth offset in the steady-state gain
to obtain a consistent control bandwidth.

ψo 0 30 44* 58 deg
cI ×10−6 3.65 2.66 2.65 2.66 rad (Nm s)-1
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Figure 3.13: Analysis of azimuth offset on the closed-loop sensitivity in the nonrotating frame, including the
diagonal gain-corrected controller C (s). The optimal offset reduces the sensitivity peak and compensates for
the gain difference between the trajectories.

resemblance for both cases. For the case without an azimuth offset, the peak of the sen-
sitivity function Ms = max0≤ω<∞

∣∣S( jω)
∣∣ is the highest, and a significant gain difference

between the minimum and maximum sensitivity trajectory is observed. On the contrary,
the optimal offset results in a smoothened trajectory and an attenuated sensitivity peak,
resulting in a more robust IPC implementation. Furthermore, the minimized gain dif-
ference reduces directionality and advocates the applicability of decoupled SISO control
loops. The gray-shaded regions {0, ωr} and {ωr, 2ωr} are used in Section 3.7 for compar-
ison with the rotating blade moments.

3.6.2. DECOUPLING AND STABILITY ANALYSIS USING GERSHGORIN BANDS
Up to this point, a quantification and visualization of the system’s degree of decoupling
has only been given on simplified linear models using the RGA. For a decoupling and
stability analysis of the obtained higher order linearizations, in this section, the Gersh-
gorin circle theorem is employed. The theorem provides both qualitative and quanti-
tative measures of the beforementioned criteria by graphical interpretations and scalar
stability margins.

The Gershgorin circle theorem makes use of the Nyquist array containing Nyquist
curves of its frequency dependent elements (Maciejowski, 1989). Here, the Nyquist array
L(s) ∈Rm×m consists of open loop-transfer elements li j (s) with

{
i , j

}⊂Zm = {1, 2}. Fur-
thermore, a Gershgorin band consists of frequency dependent Gershgorin circles with a
radius Ri ( jω) drawn on the diagonal Nyquist curves li i ( jω), defined by

Ri ( jω) =
m∑

i , i 6= j

∣∣li j ( jω)
∣∣ . (3.33)

Put differently, these bands show the cumulative gains of the row-wise off-diagonal ele-
ments of L(s) projected on the main-diagonal Nyquist curves. In general, the off-diagonal
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Nyquist curves are disregarded for convenient presentation. The closed-loop stability
is determined by the direct Nyquist array (DNA) stability theorem (Rosenbrock, 1970;
Rosenbrock and Owens, 1976). If the Gershgorin bands do not include the critical −1
point, the system is said to be diagonally dominant. The smaller the bands, the higher
the diagonal dominance degree, and the system may be treated as m individual SISO
systems with negligible interactions. For this reason, the Gershgorin bands can be used
as a measure of MIMO (de)coupling (Maciejowski, 1989).

Furthermore, Gershgorin bands can be used to shape the earlier defined loop-transfer
matrix L(s) according to gain, phase, and modulus margins specifications established for
SISO controller design. However, because of the presence of the Gershgorin bands over
the Nyquist loci, the introduced margins need to be redefined into their extended forms
(Ho et al., 1997; Garcia et al., 2005), denoted by (·)′. Figure 3.14 visualizes the presented
notions, and the adapted definitions for gain margin Am, phase marginφm and modulus
margin Mm are defined as follows:

A′
m = Am(

1+
∑m

i=1,i 6= j

∣∣l j i ( jωp)
∣∣

|li i ( jωp)|
) , (3.34)

φ′
m =φm −2arcsin

(∑m
i=1,i 6= j

∣∣l j i ( jωg)
∣∣

2
∣∣li i ( jωg)

∣∣
)

, (3.35)

M ′
m = ∣∣1+ li i ( jωm)

∣∣− m∑
i ,i 6= j

∣∣l j i ( jωm)
∣∣ , (3.36)

where ωp, ωg and ωm indicate the frequencies at which the margins are defined. The
modulus margin quantifies the sensitivity of the closed-loop system to variations of the
considered loop-gain, and thus serves as a measure for robustness. The modulus margin
is in general considered as a combined measure of the gain and phase margins, as it
represents the minimal distance of the Nyquist locus to the critical −1 point by a single
value. Consequently, the modulus margin is taken as the main performance indicator in
the next section.

DECOUPLING ASSESSMENT BY GERSHGORIN BANDS

This section assesses and quantifies the degree of decoupling and stability of the IPC
implementation for high-order linear models. For this purpose, the Gershgorin circle

Table 3.2: The extended gain, phase, and modulus margins of the system of different ψo’s. The margins higher
than the benchmark (ψo = 0◦) are underlined. The tilt and yaw loops are denoted by l11(s) and l22(s), respec-
tively.

ψo (◦)
A′

m (−) φ′
m (◦) M ′

m (−)
l11(s) l22(s) l11(s) l22(s) l11(s) l22(s)

0 – – – – – –
30 23.540 23.540 71.339 71.339 0.897 0.897
44 21.167 21.167 84.195 84.195 0.912 0.912
58 18.194 18.194 71.215 71.215 0.883 0.883
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Gershgorin circle

Crit ical point

Gershgorin circle
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Gershgorin circle

Crit ical point

Figure 3.14: Graphical interpretations of the extended gain margin A′
m (left), phase margin φ′

m (middle) and
modulus margin M ′

m (right), adapted from (Ho et al., 1997; Garcia et al., 2005). The presence of the Gershgorin
circles over the Nyquist locus alters the definition of the conventional margins.

Figure 3.15: Nyquist loci with Gershorin bands of l11(s). The amount of coupling is greatly reduced and the
open-loop system becomes diagonally dominant by incorporating the optimal azimuth offset.

theorem is used in conjunction with the previously introduced extended margins. The
cases considering and disregarding the optimal azimuth offset are examined.

The first step is to design a compensator that decouples the MIMO system to some
extent (Ho et al., 1997). For this purpose, the azimuth offset is used, whereafter an actual
diagonal controller C (s) is implemented that shapes the loop-gain to attain closed-loop
performance and stability specifications.

Figure 3.15 shows the Nyquist locus of the first diagonal elements l11(s) using a pure
integrator controller, with and without optimal azimuth offset. The no-offset case has
no diagonal dominance, whereas by inclusion of the optimal offset the open-loop sys-
tem becomes diagonally dominant, shown by the decreased circle radii. In Table 3.2
the effect is further quantified by evaluation of the extended stability margins. Two addi-
tional (but suboptimal) cases of 30 and 58 deg offset are evaluated, and the resulting best
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Figure 3.16: Multivariable sensitivity of the rotating blade moments with and without optimal azimuth off-
set. The maximum sensitivity peak in the light-gray area is attenuated. The gray-shaded regions relate the
sensitivities in the (non)rotating frames.

margins are underlined. It is shown that the suboptimal case of 30 deg gives the highest
extended gain margins, whereas the optimal offset of 44 deg results in significantly im-
proved extended phase and modulus margins compared with the baseline case. As the
latter mentioned margin is inversely proportional to the sensitivity peak and serves as a
main performance indicator, it is concluded that the offset of 44 deg results in optimal
decoupling and robustness.

3.7. HIGH-FIDELITY EVALUATIONS ON BLADE LOAD AND PITCH

SIGNALS
In this final section, high-fidelity simulations are performed to evaluate the effect of the
azimuth offset on pitch actuation and the blade loads in the rotating frame. This section
is divided in two subsections. In Section 3.7.1, a 1P-only implementation is evaluated ac-
cording to the set-up depicted in Figure 3.1. Then, in Section 3.7.2, the effect is assessed
for a combined 1P and 2P implementation.

For examining the performance of the two cases, the blade load signal M1 is recorded.
A total simulation time of 2200 s is taken, of which the first 200 s are discarded to exclude
transient effects from the data set. Furthermore, a wind profile with a mean wind speed
of 25 m s-1, a Kaimal IEC 61400-1 Ed.3 turbulence model, class A characteristic turbu-
lence (TI = 18 %), and a wind shear exponent of α = 0.14 is used (NWTC Information
Portal, 2016). For the 1P case, a diagonal integral controller C (s) with gains cI according
to Table 3.1 is used; the controller tunings for the combined 1P and 2P case are given in
the related section. For the No IPC simulations, the integral gain is set to zero.

3.7.1. A 1P-ONLY IPC IMPLEMENTATION

Figure 3.16 presents the multivariable sensitivity of the rotating blade moments for the
1P-only IPC implementation, including and excluding the offset. By inclusion of the op-
timal offset, it is shown that the maximum sensitivity peak around 1.5 rad s-1 is attenu-
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Figure 3.17: Power spectra of the out-of-plane blade loads, compared for the cases of No IPC, without and
with optimal azimuth offset. A significant difference is observed in the light-gray shaded region, where the
frequency content significantly drops by inclusion of the offset. For the dark-shaded lower frequency region,
the frequency content is slightly increased, however, a more consistent reduction around 1P is attained. For
the IPC pitch signal θ1, a significant overall decrease of high frequency content is seen.

ated, while the low frequent sensitivity is overall slightly amplified. The same results are
observed for the blade moment M1 spectra in Figure 3.17, resulting in a more consistent
reduction of the 1P load region. By evaluation of the IPC pitch contribution signal θ1

in the same figure, it is concluded that the high-frequency actuation content is overall
significantly reduced.

Furthermore, the gray-shaded regions of Figure 3.13 and the figures included in this
section are interchanged and indicate the relation between the frequency content in the
nonrotating and rotating domains. Referring back to Equation (3.7), the operators s+
and s− show that the frequency content in the rotating domain is mapped from the non-
rotating domain by a 1P shift. Figures 3.13 and 3.16 are used for illustration: The peak in
the rotating domain at ω = 1.5 rad s-1 (light-gray) is shifted frequency content from the
nonrotating domain at ω= 1.5−1P ≈ 0.25 rad s-1.
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Figure 3.18: A combined 1P and 2P implementation of IPC. For both 1P and 2P loops in the fixed frame, the
tilt- and yaw-axis loads signals are subjected to integral controllers using equal gains on both axes. After the
reverse transformation including separate azimuth offsets ψn

o , the 1P and 2P contributions are summed to
form the implementable IPC signals θi for attenuation of the respective blade out-of-plane harmonic loads. A
pitch actuator model Ga is included. The collective pitch and generator torque control signals, θ0 and τg, are
generated by turbine controllers, which are omitted in this figure.

Table 3.3: Parameters and design specification of the IPC control loops, including and excluding the optimal
azimuth offset.

ψo = 0
ωa = 2.5 rad s-1 ωa = 5.0 rad s-1

1P 2P 1P 2P
cn

I [rad Nm-1 s-1] 3.64e−6 7.1e−6 3.0e−6 1.75e−6
ωn

c [rad s-1] 0.14 0.038 0.14 0.038
ψn

o [deg] 0 0 0 0

ψo =ψ∗
o

ωa = 2.5 rad s-1 ωa = 5.0 rad s-1

1P 2P 1P 2P
cn

I [rad Nm-1 s-1] 2.65e−6 9.7e−7 2.55e−6 7.75e−7
ωn

c [rad s-1] 0.14 0.038 0.14 0.038
ψn

o [deg] 44 41 31 32

3.7.2. A COMBINED 1P AND 2P IPC IMPLEMENTATION
This last result section presents the case for a combined 1P and 2P IPC implementa-
tion, of which a new schematic diagram is given in Figure 3.18. Only for this section,
some symbols are redefined: the pitch signals θi are now only made up of IPC contri-
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Figure 3.19: Out-of-plane blade load moment spectra for No IPC, IPC and IPC with the optimal azimuth offset.
It is shown that for a pitch actuator with slow dynamics, the IPC implementation without offset significantly
amplifies the 2P load harmonic (indicated by the arrow). The same conclusion holds for faster pitch actuators,
however, the effect is less prominent. The IPC implementation with optimal offset successfully attenuates the
2P load, as shown in zoomed inset graph. Mean wind speed 25 m s-1, TI = 16 %.

Figure 3.20: Pitch actuation signals with combined CPC and IPC contributions. Omitting the azimuth offset
results in an increased 2P pitch contribution at an erroneous frequency (indicated by the arrow), resulting in
fatigue load amplifications. The effect is most prominent for slower pitch actuators. Furthermore, the optimal
azimuth offset reduces the overall high-frequency pitch content. Mean wind speed 25 m s-1, TI = 16 %.

butions, the azimuth offset ψn
o is indicated with the corresponding nP harmonic in the

superscript, and the first-order pitch actuator models Ga are now pulled out from the
wind turbine plant. This separation is done because two different actuator models are
applied, with bandwidths of ωa = 2.5 and 5.0 rad s-1.

In the following, the obtained time-domain data sets are used to perform a frequency-
domain analysis on the blade bending moments and pitch signal contributions. Also, the
level of fatigue loading is quantified by the scalar DEL. The relevant (design) parameters
are summarized in Table 3.3, where the control bandwidth is defined at the open-loop
unity-gain cross-over frequency ωn

c .
A frequency domain analysis is performed on the out-of-plane blade bending mo-

ments and combined CPC and IPC pitch signal of the first blade in Figures 3.19 and 3.20,
respectively. The cases

1. No IPC,
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2. IPC,
3. IPC with optimal offset,

are evaluated for both actuator models in distinct graphs. For all cases IPC is able to
attenuate the 1P disturbance, whereas differences are observed regarding the frequency
content on both sides of the harmonic for cases 2 and 3. The former mentioned case
shows non-uniform magnitude response (respectively lower and higher, left and right of
1P), whereas the latter mentioned case does show uniform behavior. The effect is more
drastic in the region around the 2P frequency. Case 2 with ωa = 2.5 rad s-1, results in
excessive pitch actuation at an erroneous frequency in the rotating frame, right of the 2P
harmonic. This effect is caused by a high-amplitude sensitivity peak right of 2P, similar to
the effect shown earlier in Figure 3.16. The blade load, as well as pitch actuation signal,
show deteriorated performance compared to the first baseline case. By including the
optimal azimuth offset for both actuator models shows attenuation of the 2P periodic
load.

Lastly, the load measurements are converted into DELs as a measure of fatigue load-
ing, and represent the amplitude of a certain harmonic load variation that would cause
the same damage level when it is repeated for a given number of cycles (Freebury and
Musial, 2000; Bossanyi et al., 2013). Figure 3.21 shows the out-of-plane blade bending
moment DEL for the three introduced cases. It is shown that the inclusion of the optimal
azimuth offset is crucial from a fatigue perspective: including IPC in a system with high
phase loss results in a significant deterioration of fatigue loadings, respectively causing
premature damage and excessive actuation to the structural parts and pitch actuators.
The effect becomes less severe for faster systems, however, incorporation of the optimal
offset is still beneficial from a fatigue load perspective.

Figure 3.21: Normalized DELs with respect to the baseline No IPC case for different actuator models. From
a fatigue loading perspective, incorporation of the azimuth offset is crucial for slow systems (higher phase
losses). The positive effect is less prominent but still present for faster systems.
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3.8. CONCLUSIONS
Although the inclusion of an azimuth offset in the reverse MBC transformation is widely
applied in literature, up until now, no profound analysis of its implications has been per-
formed. The analysis has shown that the application of an azimuth offset further decou-
ples the system in the nonrotating reference frame. The offset for optimal decoupling
heavily depends on the changing blade dynamics throughout the entire turbine operat-
ing window. The dynamic transfer from pitch angle to the out-of-plane blade bending
moment – by also including the off-diagonal components – determines the optimal off-
set value, and a detailed study is conducted on this aspect. By evaluation of the multi-
variable system singular values, it is shown that the optimal offset reduces the direction-
ality. Moreover, also the degree of coupling is minimized and the system is made diago-
nally dominant, as shown using Gershgorin circle theorem. In effect, the application of
decoupled and single-gain SISO IPC control loops is justified. Reduction of the sensitiv-
ity peak in the nonrotating frame results in attenuation of the maximum sensitivity peak
for the rotating blade load sensitivity. Furthermore, because of higher phase losses, it
is shown that the offset is even more crucial for higher harmonic IPC implementations:
omittance may result in excessive actuator duty cycle and load amplification, opposing
the scheme’s intent and accelerating structural damage. Likewise, for larger rotors with
more flexible blades, the inclusion of the azimuth offset in SISO IPC implementations is
of increased importance.



4
PREVENTING TOWER RESONANCE

BY A QUASI-LPV MPC FRAMEWORK

With the ever increasing power rates of wind turbines, more advanced control techniques
are needed to facilitate tall towers that are low in weight and cost-effective but in effect
more flexible. Such soft-soft tower configurations generally have their fundamental side-
side frequency in the below-rated operational domain. Because the turbine rotor practi-
cally has or develops a mass imbalance over time, a periodic and rotor-speed dependent
side-side excitation is present during below-rated operation. Persistent operation at the
coinciding tower and rotational frequency degrades the expected structural life span. To
reduce this effect, earlier work has shown the effectiveness of active tower damping con-
trol strategies using collective pitch control. A more passive approach is frequency skip-
ping by inclusion of speed exclusion zones, which avoids prolonged operation near the
critical frequency. However, neither of the methods incorporates a convenient way of per-
forming a trade-off between energy maximization and fatigue load minimization. There-
fore, this chapter introduces a quasi-linear parameter varying model predictive control
(qLPV-MPC) scheme, exploiting the beneficial (convex) properties of a qLPV system de-
scription. The qLPV model is obtained by a demodulation transformation, and is sub-
sequently augmented with a simple wind turbine model. Results show the effectiveness
of the algorithm in synthetic and realistic simulations using the NREL 5-MW reference
wind turbine in high-fidelity simulation code. Prolonged rotor speed operation at the
tower side-side natural frequency is prevented, whereas when the trade-off is in favor of
energy production, the algorithm decides to rapidly pass over the natural frequency to at-
tain higher rotor speeds and power productions.
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4.1. INTRODUCTION
The tower makes up a substantial part of the total turbine capital costs, and therefore
finding an optimum between its mass and manufacturing expenses is a critical trade-
off (Dykes et al., 2018). For conventional towers, diameters are limited because of land-
based transportation constraints. This aspect dictates the increase of wall thickness for
the production of taller towers, and consequently leads to increased weight and costs.
Conventional tower designs are soft-stiff to locate the tower fundamental frequency out-
side the turbine variable-speed operational range, and thereby eliminate the possibility
of exciting a tower resonance by the rotor rotational or blade-passing frequency. How-
ever, with the ever increasing wind turbine power rates, a combination of technical so-
lutions should enable future, low-cost, tall towers, by relaxing this frequency constraint.
Soft-soft tower configurations form an opportunity for tall towers by their smaller tower
diameters and reduced wall thickness. As a result, soft-soft towers are less stiff, and have
their natural frequency in the turbine operational range. Therefore, more advanced con-
trol solutions will be key in avoiding the excitation of these frequencies for extended pe-
riods of time.

In practical scenarios, the center of mass of the wind turbine rotor assembly does
not coincide with the actual rotor center as a result of, eg, manufacturing imperfec-
tions, wear and tear, fouling, and icing (Hau, 2013). Moreover, vibrations are also in-
duced by rotor aerodynamic imbalances caused by pitch errors and damage to the blade
surface (Germanischer Lloyd, 2012). Consequently, during variable-speed below-rated
operation, the rotor rotational or blade-passing frequency may excite the structural side-
side natural frequency. Small perturbations can lead to load fluctuations comparable to
fore-aft stresses, because the turbine rotor provides negligible aerodynamic side-side
damping, at an order of magnitude smaller than the fore-aft damping ratio (Burton et
al., 2001). As a result, excitation of the side-side mode possibly results in accelerated and
accumulative fatigue damage.

Straightforward control implementations are available for reducing and mitigating
the excitation of the tower fore-aft and side-side modes. An active method for reduc-
ing tower motion is the use of an integrated nacelle acceleration signal in a proportional
feedback structure. Depending on the measured acceleration direction, the resulting
signals form an addition to the collective pitch (Bossanyi, 2003a; Bossanyi et al., 2012) or
generator torque (Wright et al., 2011) control signal, for respective damping of fore-aft
and side-side vibrations. Another more passive method entails the prevention of struc-
tural mode excitation by manipulating the generator torque when the rotor speed ap-
proaches the excitation frequency (Bossanyi, 2000). This method is often referred to as
frequency skipping by inclusion of speed exclusion zones.

All of the active and passive methods described above complicate the controller de-
sign, by requiring extra proportional-integral-derivative (PID) feedback control loops
with additional logic and speed set-points. Also, the methods do not incorporate con-
venient and inherent tuning capabilities for a trade-off between produced energy and
fatigue loading. Therefore, more advanced control algorithms might form a solution by
providing a more integrated way of controller synthesis, incorporating power, and load
objectives. While an abundance of publications on advanced wind turbine control al-
gorithms outlines the possible benefits (Bianchi et al., 2006), to the authors’ knowledge,



4

78 PREVENTING TOWER RESONANCE BY A QUASI-LPV MPC FRAMEWORK

more sophisticated control methods do not yet see a wide-spread adoption in industrial-
grade wind turbine control systems; PID control structures (Mulders and van Winger-
den, 2018) provide ease of implementation while resulting in a sufficient performance
level.

An advanced control method that has seen a substantial gain of interest from indus-
try in the past decades is model predictive control (MPC) (Rawlings and Mayne, 2009;
Hovgaard et al., 2015). The most evident benefits of MPC over PID control (Holkar and
Waghmare, 2010) are (1) the ability of including constraints, (2) coping with the com-
plexity of nonminimum phase systems, (3) robustness against deviations of the control
model to the actual process, and (4) the convenient application to multivariable control
problems. MPC has been considered in the literature for wind turbine load mitigations.
A nonlinear MPC (NMPC) method is applied by assuming future wind speed knowledge
using a light-detection and ranging (LIDAR) system (Schlipf et al., 2013). Simulation re-
sults shows promising load reductions without affecting the energy production. Further-
more, a robust MPC (RMPC) implementation is compared with a nominal MPC control
structure for the purpose of active tower fore-aft damping (Evans et al., 2015). In numer-
ical simulations, the former outperforms the latter mentioned, as particularly around
rated operating conditions, physical actuations constraints form a limiting factor. The
benefits of NMPC using a future wind speed prediction are once again emphasized for
similar operating conditions (Tofighi et al., 2015).

All of the described MPC implementations above focus on the active mitigation of
structural loads. A more passive MPC implementation, providing frequency skipping
capabilities, and thereby making an optimal trade-off between loads and energy pro-
duction over the prediction horizon, does not seem to have been backed up by literature
in the past. For tall soft-soft tower configurations, the complexity lies in the fact that fa-
tigue loads are minimized by preventing operation at the natural frequency, while it is
essential to cross the same frequency for attaining higher rotational speeds and power
productions. The conflicting objectives form a burden for describing the objective as
a convex optimization problem. Moreover, NMPC for solving nonconvex problems is –
because of its computational complexity – often considered ineligible for real-time ap-
plications.

Imposing spectral constraints might form a possible solution path, by employing the
short-time Fourier transform (STFT) on the system output signal in a nonlinear MPC
setting (Hours et al., 2015). A similar methodology (Jain et al., 2015) uses the selective
discrete Fourier transform (SDFT) in an MPC approach to dampen oscillation modes in
power system stabilizers (PSS). However, from an implementation and tuning perspec-
tive, a frequency domain approach seems to be unintuitive and nontrivial. Therefore, in
this chapter, another approach is considered. The method involves a model demodula-
tion transformation described for application and control in the field of tapping mode-
atomic force microscopy (TM-AFM) (Keyvani et al., 2019). The model transformation is
applied to the turbine tower model and transfers frequency-dependent magnitude and
phase content to a quasi steady-state contribution. This is accomplished by converting
a linear-time invariant (LTI) system description into a linear-parameter varying (LPV)
model, scheduled on the excitation frequency. The technique shows similarities with the
multiblade coordinate (MBC) transformation (Mulders et al., 2019a), often used in indi-
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vidual pitch control (IPC) implementations for blade fatigue load reductions (Bossanyi,
2003b; Geyler and Caselitz, 2007; Mulders and van Wingerden, 2019b).

An LPV system representation is frequently used for capturing nonlinear dynamics
into a system description with a linear input-output mapping (Hanema, 2018). An ex-
ternal scheduling variable varies the dynamics of the linear model. Now, consider the
combination of an LPV model with MPC. The model-based control method uses a math-
ematical system description to compute an optimal control signal over the prediction
horizon. Unfortunately, for LPV systems, the considered model is subject to changes
over time, described by the yet unknown scheduling trajectory. However, when the sys-
tem is scheduled on state variables and/or input signals, the model is referred to as a
quasi-LPV (qLPV) system. Recently, an efficient MPC scheme for such qLPV systems is
proposed by solving subsequent quadratic programs (QPs) (Cisneros et al., 2016).

This chapter subjects a tower model to the earlier introduced demodulation transfor-
mation and augments it with a simplified wind turbine model, such that a qLPV model is
obtained. The result is combined with the efficient MPC method, exploiting the benefi-
cial properties of qLPV systems (Cisneros et al., 2016). The proposed qLPV-MPC frame-
work provides a methodology for performing an optimal trade-off between produced
energy and tower loads is presented, and thereby presents the following contributions:

• Providing the derivation results of a model demodulation transformation, for mov-
ing the magnitude and phase content at the excitation frequency to a quasi steady-
state contribution.

• Applying the transformation to a second-order tower model and showcasing its
working principles by an illustrative example.

• Combining the transformed tower model with a simplified wind turbine model
and linearizing at below-rated operating points, for obtaining a qLPV state-space
system description.

• Discretizing and converting the qLPV model to its affine form.
• Formally deriving the efficient MPC approach for affine qLPV model structures.
• Showcasing the proposed approach in closed-loop high-fidelity simulations with

different wind profiles, to clearly show its effectiveness and practical applicability.

The chapter is organized as follows. Section 4.2 describes a methodology for trans-
forming a nominal tower model into a demodulated LPV system description. In Sec-
tion 4.3, the obtained system is combined with a simplified wind turbine model, result-
ing in a qLPV system description after linearization. Next, in Section 4.4, the efficient
MPC scheme is combined with the qLPV model to make an optimal and user-defined
trade-off between tower loads and energy production for the prevailing environmental
conditions. In Section 4.5, the qLPV-MPC framework is evaluated with high-fidelity sim-
ulations using the NREL 5-MW reference wind turbine, subject to synthetic and realistic
wind profiles. Finally, conclusions are drawn in Section 4.6.
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4.2. PROBLEM FORMALIZATION AND TOWER MODEL DEMODU-
LATION TRANSFORMATION

For performing a produced energy versus tower fatigue load trade-off, a wind turbine
model needs to be combined with a structural tower model. Section 4.2.1 describes the
tower side-side dynamics by a second-order mass-damper-spring system. Section 4.2.2
formalizes the problem statement and explains why straightforward combination of wind
turbine and tower models results in nonconvexity. Therefore, in Section 4.2.3, the nom-
inal tower model is subject to a demodulation transformation to facilitate convexifica-
tion. The effects and implications of the transformation are analyzed and clarified by an
illustrative example in Section 4.2.4.

4.2.1. MODELING THE TOWER DYNAMICS AS A SECOND-ORDER SYSTEM

In practical scenarios, the center of mass of a wind turbine rotor is likely to be unaligned
with the rotor center. In effect, as large-scale state-of-the-art wind turbines are operated
with a variable-speed control strategy for below-rated conditions, the support structure
is excited by a periodic and frequency-varying centripetal force, as illustrated in Fig-
ure 4.1. The tower dynamics, excited by a rotor-speed dependent once-per-revolution

F

vt

x

ψ

Figure 4.1: A rotor imbalance excites the turbine support structure because of the centripetal force F =
au cos(ψ(t )) at the once-per-revolution and rotor-speed dependent (1P) frequency. The tangential speed of
the imbalance is denoted as vt, and the side-side tower-top displacement x is given in the hub coordinate
system.
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(1P) periodic force, are modeled by a second-order mass-damper-spring system

mẍ(t )+ζẋ(t )+kx(t ) = au cos(ψ(t )), (4.1)

in which {m, ζ, k} ∈R+ are respectively the constant first mode modal mass, modal damp-
ing and modal stiffness, ψ(t ) ∈ [0, 2π) is the rotor azimuth angle, au ∈R+ quantifies the
periodic force amplitude, and {x, ẋ, ẍ} ∈R respectively represent the side-side tower-top
displacement, velocity and acceleration in the hub coordinate system, illustrated in Fig-
ure 4.1. A second-order system is taken to represent the tower first mode using the well
known modal-decomposition model reduction technique (Hansen, 2004; Dahleh et al.,
2011), and allows for a convenient assessment and derivation of the demodulation trans-
formation in the next section. Application of the transformation to higher-order models
is also possible and would result in a similar analysis. Furthermore, the force amplitude
au is assumed to be constant for all rotational speeds; however, as will be shown later,
this assumption can be relaxed for mildly varying amplitude changes.

The system in Eq. (4.1) is split in a set of first-order differential equations by defining
x1 = ẋ(t ) and x2 = x(t ), respectively, representing the tower-top velocity and displace-
ment, such that it is rewritten in the standard state-space ẋ = Agx +Bgu representation[

ẋ1

ẋ2

]
=

[−ζ/m −ω2
n

1 0

][
x1

x2

]
+

[
au

0

]
cos(ψ(t )) and G(s)

s=
[

Ag Bg

Cg 0

]
, (4.2)

in which Ag ∈ Rng×ng , Bg ∈ Rng , and ωn = p
k/m is the structural natural frequency. All

states are assumed to be measured, thus Cg = Ing . Using the operator
s= to equate the

state-space system description to the transfer function with Laplace variable s, is a no-
tation taken from Skogestad et. al (Skogestad and Postlethwaite, 2007). The notation
means that the transfer function G(s) has a state-space realization given by the quadru-
ple

(
Ag, Bg, Cg, 0

)
. An explicit definition of the transfer function is omitted in this work,

since the notation is only used as a convenient way of parameterizing and referring to
the state-space system.

4.2.2. PROBLEM FORMALIZATION
This section formalizes the problem considered in this chapter. The aim is to provide
a trade-off between energy production efficiency and tower fatigue load reductions, by
preventing rotor speed operation near the tower natural frequency. The considered nom-
inal framework is graphically presented in Figure 4.2. The wind turbine model has a wind
disturbance and a generator torque control input, the latter of which is subject to opti-
mization. A cosine function acts on the azimuth position output from the wind turbine
model, which results in a periodic input to the tower model.

The load and energy outputs of the respective tower and wind turbine models, to-
gether with the torque input signal are included in the following cost function to opti-
mize the energy-load trade-off

argmin
Torque

−λ1(Energy)+λ2(Loads)+λ3(Torque), (4.3)

in which λi and i = {1,2,3} are positive weighting constants determining the objective
trade-offs. The above given relation presents the optimization objective in an informal
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Wind turbine
(LTI)

Wind

Torque

Energy

au cos (ψ(t))
ψ(t) Tower model

(LTI)
Loads

↓

Combined wind turbine and tower model (quasi-LPV)

Wind turbine
(LTI)

Wind

Torque

Energy

Transformed tower model
(LPV)

ωr(t) Loads

Figure 4.2: In the upper diagram, a wind turbine model is driven by wind disturbance and torque control
inputs and has energy production and azimuth position as outputs. The latter mentioned output is taken by a
cosine function and serves as an input to the tower model, resulting in a fatigue load signal. The presence of
the trigonometric function forms a barrier for describing the energy-load trade-off as a convex optimization
problem. Therefore, in the lower diagram, the trigonometric function is combined with the tower model by a
model demodulation transformation, resulting in an LPV system description. Joining the wind turbine model
with the transformed tower model results in a quasi-LPV system description, in which the rotor speed state
serves as the scheduling variable.

fashion for illustration purposes; later sections define the problem in a mathematical
correct way. The load signal is a periodic and rotor-speed dependent measure for tower
fatigue loading, caused by the presence of the trigonometric function. This forms a bur-
den for describing the objective as a convex optimization problem.

The solution path employed in this chapter is to subject the combined nonlinear
trigonometric function and LTI tower model by a demodulation transformation. The
transformed tower model results in an LPV system description. The subsequent aggrega-
tion with a wind turbine model results in a quasi-LPV model, as the internal rotor speed
state serves as the scheduling variable. The next section provides theory for derivation of
the demodulation transformation, whereas later sections elaborate on an efficient MPC
method exploiting the beneficial properties of qLPV model structures. The process of
obtaining a demodulated version of a periodically excited LTI model, is referred to as the
demodulation transformation in the remainder of this chapter.

4.2.3. THEORY ON THE TOWER MODEL DEMODULATION TRANSFORMATION

WITH PERIODIC EXCITATION TOWARDS AN LPV REPRESENTATION

In signal analysis, modulation is the process of imposing an information-bearing signal
onto a second signal, often referred to as the carrier, carrier signal, or carrier wave (Op-
penheim et al., 2013). Subsequently, the procedure of recovering the signal of inter-
est from the modulated signal is called demodulation. The modulation-demodulation
scheme is in communication systems mostly performed using dedicated hardware. A
second method for performing the operation is the derivation of a mathematical frame-
work for obtaining a demodulated model, which can be applied when the dominant dy-
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namics of the nominal process are known. The latter mentioned approach is employed
in this work, as it will appear useful for analysis, controller design, and forward propaga-
tion in MPC.

The aim of the demodulation transformation is to obtain a linear (but parameter
varying) system description, which provides the frequency dependent dynamical behav-
ior as a steady-state signal. The demodulated signal is used in a later section to form a
convex quadratic optimization problem in an MPC setting for computing the optimal
control signal over the prediction horizon. The demodulation transformation is applied
to the assumed tower model, introduced in Section 4.2.1.

The model demodulation transformation is inspired by the work of Keyvani et al. (Key-
vani et al., 2019), and only the main results are given in this section. The derivation
is performed and validated with symbolic manipulation software for algebraic expres-
sions (MathWorks, 2019), and the code is made publicly available (Mulders et al., 2019b).
The transformation relies on the assumption that the changes in system response am-
plitude ay(τ) and phase change φ(τ) are much slower than that of the driving excitation
frequency ωr. For this reason, the slower time scale is indicated by τ as a substitute for
the normal time scale t . Variables that are a function of the slow-varying time scale are
assumed to be constant over a single period Tr = 2π/ωr of the excitation:∫ Tr

0
f (τ)g (t )d t = f (τ)

∫ Tr

0
g (t )d t . (4.4)

Driving a linear system with a periodic input results in a periodic response with the same
frequency, however, with a certain phase shift and magnitude relative to that of the input,
which is characterized by:

xi (t ) = ai (τ)cos(ωrt +φ(τ)), (4.5)

in which φ ∈ R is the phase shift, ai ∈ R+ is the amplitude, and the subscript i ∈ Z+ is a
counter variable. By taking into account the introduced time-scales, and using Euler’s
formula e jφ = cos(φ)+ jsin(φ), the state variables are rewritten as

xi (t ) =ℜ{
ai (τ)e j(ωrt+φ(τ))}, (4.6)

with j =p−1 being the imaginary unit, and i = {1,2}, where i = 1 relates to velocity and
i = 2 to displacement. The symbol ℜ{·} indicates the real part of a given expression,
whereas ℑ{·} is used to represent the imaginary part. The slow varying term Xi ∈C is now
written as a product with the fast harmonic function, with a fixed phase and amplitude:

xi (t ) =ℜ{
ai (τ)e jφ(τ)e jωrt }=ℜ{

Xi (τ)e jωrt }, (4.7)

and taking the first time derivative gives

ẋi (t ) =ℜ{(
Ẋi (τ)+ jωrXi (τ)

)
e jωrt }. (4.8)

By substitution of Eqs. (4.7) and (4.8) in the nominal state space representation of Eq. (4.2),
the following expressions are obtained

ℜ
{(

Ẋ1(τ)+ jωrX1(τ)+ (ζ/m)X1(τ)+ω2
nX2(τ)

)
e jωrt −aue jωrt

}
= 0, (4.9)

ℜ
{(

Ẋ2(τ)+ jωrX2(τ)−X1(τ)
)

e jωrt
}
= 0. (4.10)
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Furthermore, the following property of orthogonality is used, where∫ Tr

0
ℜ

{
Ce jθ

}
e jθdθ = 0, (4.11)

if and only if {C ∈C} = 0. Thus, Eqs. (4.9) and (4.10) are multiplied with e jωrt as follows:∫ Tr

0
ℜ

{(
Ẋ1(τ)+ jωrX1(τ)+ (ζ/m)X1(τ)+ω2

nX2(τ)
)

e jωrt −aue jωrt
}

e jωrt d t = 0, (4.12)∫ Tr

0
ℜ

{(
Ẋ2(τ)+ jωrX2(τ)−X1(τ)

)
e jωrt

}
e jωrt d t = 0. (4.13)

Term-by-term integration of the integrals in Eq. (4.13) using the mathematical property
in Eq. (4.4), gives the following result[

Ẋ1

Ẋ2

]
=

[
jωrX1 − (ζ/m)X1 −ω2

nX2 +au

jωrX2 +X1

]
. (4.14)

Now, by defining q = [q1, q2, q3, q4]T = [ℜ{X1}, ℑ{X1}, ℜ{X2}, ℑ{X2}]T as a new state se-
quence, the system is rewritten as q̇(ωr) = Ah(ωr)q +Bh, such that the following expres-
sion is obtained: 

q̇1

q̇2

q̇3

q̇4

=


−ζ/m ωr −ω2

n 0
−ωr −ζ/m 0 −ω2

n
1 0 0 ωr

0 1 −ωr 0




q1

q2

q3

q4

+


au

0
0
0


and H(s,ωr)

s=
[

Ah Bh

Ch 0

]
,

(4.15)

in which Ah ∈ Rnh×nh , Bh ∈ Rnh and nh = 2ng. Again, all states are measured, thus Ch =
Inh . The system H(s,ωr) has a state-space realization, which is given by the quadruple
(Ah, Bh, Ch, 0) (Skogestad and Postlethwaite, 2007). The instantaneous amplitude and
phase of the dynamic system response at frequency ωr are given by

ay(τ) =
√

q2
3 +q2

4 , (4.16)

φ(τ) = tan−1 (q4/q3). (4.17)

It is also possible to write the result of the derivation using a summation of Kronecker
products

H(s,ωr)
s= q̇ =

(
Ag ⊗ Ing + Ing ⊗

[
0 ωr

−ωr 0

])
q +

(
Bg ⊗

[
1
0

])
. (4.18)

The nominal and transformed model representations G(s) and H(s,ωr) are interchange-
able: Figure 4.3 graphically summarizes the transformation of the nominal periodically
excited second-order tower model (Eq. (4.2)) into an LPV model structure (Eq. (4.15)).
The amplitude au of the periodic input is in the demodulated model a direct input to
the system. The outputs are the amplitude ay and phase shift φwith respect to the input
frequency. Note that the frequencyωr is in the transformed case a scheduling variable to
the LPV system, changing the system dynamics. The following section demonstrates and
further explains the effects of the presented transformation by an illustrative analysis.
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G(s)
au cos (ωrt) ay cos (ωrt+ φ)

H(s, ωr)
au

ωr

ay

φ

Figure 4.3: Top: The nominal tower model is periodically excited at a certain frequency and amplitude. For
the linear case, the response is scaled and phase-shifted with respect to the driving input signal. Bottom:
After the demodulation transformation, the input amplitude is a direct input to the system, whereas its fre-
quency changes the system dynamics. The resulting outputs give the response amplitude and phase shift as a
quasi-steady state signal.

4.2.4. ILLUSTRATING THE EFFECTS OF THE TRANSFORMATION

This section adds context to the rather abstract derivation of the demodulation trans-
formation in Section 4.2.3. Therefore, the first part of this section presents a frequency
domain analysis of the transformation properties. Then, in an illustrative time domain
simulation case, a frequency sweep is applied to the nominal and transformed models.
The analysis and exemplary simulation clarify the characteristics and applicability of the
transformation for the considered objective in this chapter.

The nominal and transformed tower models from Eqs. (4.2) and (4.16) are param-
eterized by the following quantities: A modal mass of m = 1000 kg, a modal damping
coefficient of ζ = 100 kg s-1, and a modal spring constant of k = 500 kg s-2. Resulting
from the somewhat arbitrarily selected parameters, the first tower mode is located at

Figure 4.4: Left: Frequency response of the nominal tower model G(jω). A clear tower resonance peak is ob-
served at ωn ≈ 0.71 rad s-1, and a −40 dB/decade roll-off at higher frequencies. A set of 4 comparison points
ωr,i ∈ Ωr = {0, 0.5, 0.7, 2.0} rad s-1 is chosen for evaluation of the nominal and demodulated model. Right:
Frequency responses of the transformed model H(jω,ωr,i ) for the set of comparison points. The magnitude
content at the indicated frequencies in the left plot is transferred to a steady-state contribution in the trans-
formed case. When the input signal au to the transformed model is considered constant or slowly varying, the
additional resonances at higher frequencies do not contribute to the output.
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Figure 4.5: Frequency sweep applied to the nominal and transformed model, from ωr = 0 to 1.2 rad s-1 with a
constant acceleration in 1200 s. The transformed model shows a very close amplitude tracking of the nominal
model magnitude response.

ωn ≈ 0.71 rad s-1, with a clearly present resonance peak at the same frequency. Sec-
tion 4.5 modifies the NREL 5-MW reference turbine tower to move its side-side funda-
mental frequency to the same location. Figure 4.4 shows Bode magnitude plots of the
nominal plant and its demodulated counterpart in the frequency range:

Ω= {
ω |ω⊂R, 10−2 ≤ω≤ 101 rad s-1} .

To obtain the amplitude output ay of the demodulated model, the Euclidean norm of
the frequency responses of q3 and q4 at each frequency point is taken.

Figure 4.4 showcases the frequency domain effects of the transformation. The fre-
quency responses are evaluated for 4 rotor speedsωr,i ∈Ωr, i = {1, 2, 3, 4}, defined by the
setΩr = {0, 0.5, 0.7, 2.0} rad s-1. The rotor speed elements parameterize the transformed
model H(s,ωr). The plots in Figure 4.4 show arrows, indicating that frequency depen-
dent magnitude information (left) is transferred to a steady-state contribution (right).
Note that for ωr,1 = 0 rad s-1 the transformed model reduces to the nominal case. More-
over, the right plot shows that the nominal resonance peak at ωn is for each frequency
response split into two peaks with a 3 dB magnitude reduction. In effect, when the input
amplitude au of the transformed model is constant or varied slowly, the magnitude at
specific nominal model frequency points is mapped to a DC contribution in the trans-
formed case; rapid variations will result in contributions from the resonances at higher
frequencies. However, in this chapter, additional measures to reduce these effects, such
as low-pass or notch filters, are dispensable, because au is assumed to be constant.

Figure 4.5 shows the time-domain characteristics of the transformation. For this, a
frequency sweep is applied to the nominal and transformed models. For the total sim-
ulation time of 1200 seconds, the signal has a linearly increasing frequency, with a con-
stant increase rate of ω̇r = 10−3 rad s-2, starting from ωr = 0 to 1.2 rad s-1. This frequency
range is chosen as modern large-scale variable-speed wind turbines are controlled in
this operating region. The transformed model shows a very close amplitude tracking of
the nominal model dynamics. The earlier imposed assumption on the change in ampli-
tude and phase by a slow time scale τ, does not seem to limit the proposed method for
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applicability to the considered wind turbine control objective.

4.3. WIND TURBINE MODEL AUGMENTATION AND LINEARIZA-
TION

This section considers the derivation of a simple (linear) NREL 5-MW model, for aug-
mentation to the demodulated tower model such that a quasi-LPV model is obtained.
Section 4.3.1 provides the simple first-order wind turbine model. Next, in Section 4.3.2,
the model is symbolically linearized and augmented with the transformed tower model
in a qLPV representation. Section 4.3.3 provides linearization parameters over the com-
plete below-rated operating region based on the properties of the NREL 5-MW reference
wind turbine (Jonkman et al., 2009). Finally, Section 4.3.4 validates the first-order and
affine linear models to simulation results of their nonlinear equivalent.

4.3.1. SIMPLIFIED WIND TURBINE SYSTEM DESCRIPTION
Because the dynamics of the transformed tower model H(s,ωr) are scheduled by the
input excitation frequency, which is in this case the (1P) rotor speed, it is a logical step
to augment a wind turbine model adding this state to the overall system description. A
system of which the scheduling variable is part of the state vector is known as a qLPV
system description. The considered first-order wind turbine model is

Jrω̇r = τa −N (τg +∆τg)︸ ︷︷ ︸
τs

, (4.19)

in which Jr ∈ R+ is the total rotor inertia consisting out of the hub and 3 times the blade
inertia, {N ≥ 1} ⊂R+ is the gearbox ratio, and τa is the aerodynamic rotor torque defined
as

τa = 1

2
ρaπR3U 2Cτ(λ,β), (4.20)

in which ρa ∈R+ is the air density, R ∈R+ the rotor radius, U ∈R+ the rotor effective wind
speed, and Cτ ∈R the torque coefficient as a function of the blade pitch angle β and the
dimensionless tip-speed ratio λ=ωrR/U . The system torque τs ∈ R+ is a summation of
the generator torque τg ∈R+ resulting from a standard K-omega-squared torque control
strategy (Bossanyi, 2000), and∆τg ∈R is an additional torque contribution resulting from
the MPC framework described later in this chapter. The K-omega-squared torque control
law is taken as an integral part of the model, and is defined as

τg = Kω2
r /N , (4.21)

in which K ∈R+ is the optimal mode gain

K = πρaR5Cp(λ,β)

2λ3 , (4.22)

calculated for the low-speed shaft (LSS) side.
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4.3.2. LINEARIZING THE AUGMENTED TURBINE AND TOWER MODEL
This section augments the wind turbine model from Section 4.3.1 to the demodulated
tower model H(s,ωr), such that the following system is obtained:

q̇1

q̇2

q̇3

q̇4

ω̇r

=


−ζ/m ωr −ω2

n 0 0
−ωr −ζ/m 0 −ω2

n 0
1 0 0 ωr 0
0 1 −ωr 0 0
0 0 0 0 0




q1

q2

q3

q4

ωr

+


au

0
0
0

(τa −N
(
τg +∆τg

)
)/Jr

 , (4.23)

ay =
√

q2
3 +q2

4 . (4.24)

The above-given system description contains the nonlinear aerodynamic and generator
torque input defined previously by Eqs. (4.20) and (4.21). Furthermore, the output ay is
a nonlinear combination of state vector elements. The system is subject to linearization,
where the desired linear state, input, and output vectors are defined as

q̂(t ) = [
q̂1, q̂2, q̂3, q̂4, ω̂r

]T , (4.25)

û(t ) = [
Û ,∆τ̂g

]T
, (4.26)

ŷ(t ) = Ây, (4.27)

and the (̂·)-notation indicates the deviation with respect to the considered linearization
point. Now, the system is linearized by taking the partial derivatives of Eqs. (4.23) and (4.24)
with respect to the state and inputs vectors, such that a linear state-space system is ob-
tained

˙̂q(t ) = A(p)q̂(t )+B(p)û(t ) (4.28)

ŷ(t ) = C(p)q̂(t ),

in which the state, input and output matrices are defined as

A(p) =


−ζ/m ω̄r −ω2

n 0 q̄2

−ω̄r −ζ/m 0 −ω2
n −q̄1

1 0 0 ω̄r q̄4

0 1 −ω̄r 0 −q̄3

0 0 0 0 (k̄ωr −N k̄τg )/Jr

 , B(p) =


0 0
0 0
0 0
0 0

k̄U/J −N /J

 ,

C(p) = [
0 0 0.5q̄3(q̄2

3 + q̄2
4 )−1/2 0.5q̄4(q̄2

3 + q̄2
4 )−1/2 0

]
. (4.29)

The aerodynamic rotor torque is linearized with respect to the rotor speed and wind
speed

τ̂a = ∂τa

∂ωr
ω̂r + ∂τa

∂U
Û = k̄ωr (ωr, β, U )ω̂r + k̄U(ωr,β,U )Û , (4.30)

with

k̄ωr (ωr,β,U ) = crRU
∂Cτ(λ,β)

∂λ

∣∣∣∣
ωr=ω̄r,β=β̄,U=Ū

, (4.31)

k̄U(ωr,β,U ) = 2crCτ(λ,β)U − crωrR
∂Cτ(λ,β)

∂λ

∣∣∣∣
ωr=ω̄r,β=β̄,U=Ū

, (4.32)
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and cr = 0.5ρπR3 is a constant factor. Finally, the K-omega-squared torque controller is
linearized as

τ̂g(ωr) = ∂τg

∂ωr
ω̂r = k̄τg (ωr)ω̂r = 2Kωr/N

∣∣∣∣
ωr=ω̄r

ω̂r. (4.33)

The (̄·)-notation indicates the steady-state values of the corresponding operating points.
The advantage of this approach is that for each operating point, corresponding steady-
state values are substituted in the state-space matrices. This is done by a function p =
f (ωr(t )) : R→ Rnp , which schedules the system A(p) : Rnp → Rn×n , input B(p) : Rnp →
Rn×m and output C(p) : Rnp → Rq×n matrices. This leads to the description of nonlin-
ear dynamics by a set of linear models, varying the system according to the operating
point parameterized by p ∈ P . For the qLPV case, the scheduling variable is part of the
state, which makes the system self-scheduling at each time step. In this chapter, a fi-
nite number of linearizations is considered for operating conditions along the optimal
power coefficient Cp,max(λ∗) =Cτ(λ∗)λ∗ corresponding to the set U of below-rated wind
speeds.

The current form of the linear model in Eq. (4.28) only describes deviations from
the current operating point. To approach the actual states and outputs of the nonlinear
model with a qLPV model structure, offsets for the state, input, and output should be
incorporated in the system description. The process of incorporating these operating
point offsets, converting the LPV model to its affine form, is described in Appendix B.1.
The same appendix also describes the employed fourth order Runge-Kutta state-space
discretization method. When in the remainder of this chapter is referred to the qLPV
model, the system in its affine form is intended.

4.3.3. COMPLETING THE LINEARIZATION FOR THE NREL 5-MW REFER-
ENCE TURBINE

This section provides the data for linearization of the NREL 5-MW turbine and performs
a validation of the resulting affine qLPV system to the nonlinear turbine model in high-
fidelity simulation code. All linearization parameters are summarized in Table 4.1.

First, an analytical fit is made to the NREL 5-MW torque coefficient data as a func-
tion of the tip-speed ratio. This is needed as k̄ωr and k̄U are a function of the opera-
tional rotor and wind speed. The torque coefficient data are obtained using a graphi-
cal extension (Bos et al., 2019) to NREL’s high-fidelity wind turbine simulation software
FAST v8.16 (NWTC Information Portal, 2019), which includes blade element momentum
(BEM) code (Burton et al., 2001) for obtaining rotor characteristic data. As the frame-
work being derived in this chapter focuses on the below-rated region, and conventional
wind turbine controllers keep the pitch angle fixed at fine-pitch angle β0 during partial
load (Pao and Johnson, 2011), the dependency of the torque coefficient on β is omitted.
An often used parameterizable torque coefficient function is defined by

Cτ(λ) = e−θ1/λ(θ2/λ−θ3)/λ+θ4, (4.34)

which is fitted by optimizing the values θi using a nonlinear least-squares routine, min-
imizing the sum-of-squares between the fit and the data-points. Figure 4.6 shows the
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Figure 4.6: Left: torque coefficient curve of the NREL 5-MW reference wind turbine as a function of the di-
mensionless tip-speed ratio. The fit according to the model structure proposed by Eq. (4.34) shows a close fit
to the data points. The fit allows the derivation and evaluation of the partial gradient. Right: the linearization
parameters defining the LPV model at each scheduling instant.

torque coefficient trajectory as a function of the tip-speed ratio for β= β0, and the fit to
this data. Also, an evaluation of the analytically computed partial gradient with respect
to the tip-speed ratio is given. Furthermore, the same figure shows the linearization pa-
rameters k̄ωr , k̄U and k̄τg . The evaluation is performed for all below-rated rotor speed
conditions along the maximum power coefficient Cp,max at an optimal tip-speed ratio of
λ∗ = 7.7. The trajectories show smooth and linear behavior for all operating points.

Table 4.1: Parameters for linearization and simulation of the qLPV model in the below-rated operating region.

Description Symbol Value Unit

Blade inertia Jb 11.776 ·106 kg m2

Hub inertia Jh 115926 kg m2

Total rotor inertia Jh 35.444 ·106 kg m2

Torque coefficient fit (1/2) θ1,2 14.5924, 42.7653 -
Torque coefficient fit (2/2) θ3,4 2.4604, 0.0036 -
Gearbox ratio N 97 -
Air density ρa 1.225 kg m-3

Fine pitch angle β0 1.9 ·10−3 rad
Rotor radius R 63 m
Optimal mode gain (LSS) K 2.1286 ·106 Nm (rad s-1)-2

Optimal tip-speed ratio λ∗ 7.7 -
Input excitation amplitude au 1 -
Tower mass m 1000 kg
Tower damping ζ 100 kg s-1

Tower stiffness k 500 kg s-2

Tower natural frequency ωn 0.7071 rad s-1
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Figure 4.7: State-state gains q̄1 to q̄4 as a function of the rotor speed scheduling variable. Around the natural
tower frequency, the gains show a higher sensitivity to the x-coordinate, raising the need for an LPV model set
on a fine scheduling grid.

In Figure 4.7, the steady-state values for q̄1, q̄2, q̄3, and q̄4 are given as a function
of rotor speed for the optimal power coefficient operating conditions. Compared to the
previously presented linearization parameters, these trajectories show a more volatile
behavior: At the tower natural frequency, two of the trajectories change signs, while the
other two reach their extrema. This, as will be shown later, results in some erratic behav-
ior when the qLPV model self-schedules itself around the natural frequency. Therefore,
a fine grid of linear models should be taken in the LPV scheduling space, to minimize
artifacts and to properly describe the nonlinear dynamics.

4.3.4. THE QLPV MODEL SUBJECT TO A TURBULENT WIND
The main advantage of a qLPV model, is that the scheduling parameter is part of the
state vector. In this way, the scheduling signal is not exogenous, and the model is con-
sequently self-scheduling according to its state evolution. To verify the validity of the
derived affine qLPV model during below-rated operation, a uniform turbulent wind sig-
nal with a mean wind speed and turbulence intensity of respectively, Ū = 6.5 m s-1 and
TI = 25 % is applied to:

1. A nonlinear NREL 5-MW aerodynamic model simulated in the high-fidelity FAST
code. A second-order, first mode tower model G(s) is excited by a unity amplitude
cosine as a function of the azimuth position.

2. The first-order linearized NREL 5-MW wind turbine model with Cτ(λ) look-up ta-
ble, driving the transformed tower model H(s,ωr) by the rotor speed output.

3. The qLPV model, incorporating the linear wind turbine rotor and transformed
tower dynamics, self-scheduled by its rotor speed state.

The simulation results, based on the parameters in Table (4.1), are presented in Fig-
ure 4.8. The left plot shows the rotor speed simulation, which demonstrates that the
first-order and qLPV models accurately follow the FAST output. Subsequently, the right
plot compares the tower-top side-side displacement responses, as a result of the rotor
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Figure 4.8: Simulation results showing the rotor speed and tower-top displacement amplitude for different
models driven by a turbulent wind disturbance input signal. The FAST model excites the nominal tower model
and serves as a baseline simulation case. The first-order wind turbine model is combined with the nonlin-
earized transformed tower model. The qLPV system is a single scheduled system description for the rotor and
tower dynamics, and shows – apart from minor artifacts around the tower natural frequency – a close resem-
blance to its nonlinear companion.

imbalance excitation. As concluded earlier by the frequency sweep in Figure 4.5, the
nominal and transformed tower models show a good match. The additional qLPV re-
sponse in Figure 4.8 shows a similar trajectory as the transformed model, apart from
some minor artifacts between 700−800 s, when the rotor speeds approaches the tower
natural frequency. These anomalies are a result of the steady-state gains q̄1−4 being more
sensitive in the region of ωn (Figure 4.7), and the switching between the linear models
by the scheduling parameter. However, as the response serves as a load indication, and
the exact value is of less importance, the qLPV method is concluded being suitable for
its intended purpose in the qLPV-MPC framework, described in the next section.

4.4. QUASI-LPV MODEL PREDICTIVE CONTROL
Nonlinear MPC is – because of its computational complexity – often considered as an un-
suitable control method for application in fast real-time systems. Therefore, in this chap-
ter, an approach towards an efficient method for nonlinear MPC is employed, exploit-
ing the inherent self-scheduling property of a qLPV system. This section describes the
qLPV-MPC framework, with the aim to provide a convex QP, defining a trade-off between
maximizing power production efficiency, and minimizing tower natural frequency exci-
tation. Practically, this means that the rotor deviates from the maximum power extrac-
tion trajectory when it approaches the rotor speed coinciding with the structural reso-
nance frequency.

An economic MPC approach is used to directly optimize for the economic perfor-
mance of the process (Rawlings et al., 2012). For the considered case, a predefined
quadratic performance criterion specifies the trade-off between energy production max-
imization and resonance excitation minimization, and the optimizer finds the optimal
corresponding control signal in the prediction horizon. However, as for each time step,
the scheduling sequence over the prediction horizon is unknown, the nonlinear MPC
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control problem is solved by an iterative method (Cisneros et al., 2016). The method
solves subsequent QPs minimizing the predefined cost and uses the resulting predicted
scheduling sequence as a warm-start for the next iteration. Each iteration uses a single
QP solve. A norm on the consecutive output differences is used to determine whether
the algorithm has converged.

By manipulation of the affine system representation defined by Eqs. (B.6) and (B.7),
an expression is derived for forward propagation of the qLPV model output, only requir-
ing the initial state at time instant k and the scheduling sequence over the prediction
horizon:

Y k+1 = H(Pk )
(
xk − x̆(pk)

)+S(Pk )∆U k (Pk )

+ (
Y̆ k+1(Pk )+L(Pk )∆X̆ k (Pk )+D(Pk )∆U k+1(Pk )

)
,

(4.35)

in which the matrices
{

H , S,∆U k , Y̆ k+1, L,∆X̆ k , D,∆U k+1
}

are defined in Appendix B.2,

and Pk =
[

pk , pk+1 · · · pk+Np

]
∈Rnp×Np is the collection of scheduling variables at each

time instant over the prediction horizon Np ∈Z+. The (̆·)-notation indicates steady-
state offsets from the current operating point for the the states, in- and outputs (Ap-
pendix B.1). The opportunity for defining a control horizon Nc ∈Z is disregarded in this
chapter and is chosen to equal Np. For sake of completeness, the above given propaga-
tion expression includes a direct feedthrough matrix D, although it is not used for the
considered problem.

At time instant k = 0, only the initial state is assumed to be known, and the schedul-
ing parameters are chosen constant over the prediction horizon, such that:

P0 = 1Np ⊗p0, (4.36)

in which 1Np ∈RNp is a one-dimensional vector of ones. By assuming the initialization

vector, the convex QP is solved with ∆Θg,k+1 =
[
∆τg,k+1 · · ·∆τg,k+Np

]
∈RNp as the deci-

sion variable vector, minimizing the cost

argmin
∆Θg,k+1

Y T
k+1QY k+1 +∆ΘT

g,k+1R∆Θg,k+1

subject to Dynamical system in Eq. (4.35),
(4.37)

in which Q = diag(Q, Q · · · Q) ∈RNp×Np and R = diag(R, R · · · R) ∈RNp×Np are, respec-
tively, weight matrices acting on the predicted tower-top displacement amplitude and
deviation from the optimal torque control signal. The latter term of the cost requires the
assumption of optimal power production efficiency using the K-omega-squared torque
control strategy. Now, compare the above given minimization objective with the one in-
troduced in the problem formalization by Eq. (4.3). The first term of Eq. (4.37) aims on
fatigue load minimization, whereas the latter term is a combination of energy produc-
tion maximization and penalization on the control input. Formulating the objective in
this way, results in a convenient trade-off between power production and load reduc-
tions by varying the weight ratio of Q and R.

After the first solve with the initial scheduling sequence of Eq. (4.36), the inherent
qLPV property is exploited by using the predicted evolution of the state to form a warm-

start initialization of P j+1
k in the next iteration. This iterative process is repeated until
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Algorithm 1 - Pseudocode for iteratively finding the scheduling vector Pk in the first time
step, and warm-starting for subsequent time instants.

k ← 0, j ← 1, jn ← 5
Define Q, R, Np

Initialize matrices Q, R
Initialize state X, output Y, and scheduling P matrices as empty 0-matrices

P j
k ← 1Np ⊗ f (x0), X(:,k) = x0

for time instant k do
while j ≤ jn do

Construct matrices H(P j
k ), S(P j

k ), L(P j
k ), ∆U (P j

k ), Y̆ k+1(P j
k ), ∆X̆ k+1(P j

k )
Solve for ∆Θg as in Eq. (4.37) with X(:,k) as initial state
Simulate the qLPV model with ∆Θg for Np samples to find the state evolution X j

Define P j+1
k = f (X j )

j ← j +1
end while
j ← 1, jn ← 1
Take the first sample of ∆Θg to apply in high-fidelity code and simulate for ts,FAST

Save resulting state and output data: X(:,k +1) ← xk , Y(:,k) ← y k

Define P j
k+1 = f (X end) as a warm start for the next time instant

k ← k +1
end for

∣∣∣∣∣∣Y j+1
k −Y j

k

∣∣∣∣∣∣
2
< ε, or for a maximum number of iterations jn, with ε being a predefined

error threshold. The algorithm is summarized using pseudocode in Algorithm 1.
An evaluation has shown that after convergence during initialization, warm-starting

the scheduling sequence for the subsequent time-steps shows excellent results. That
is, performing multiple iterations for time instants k > 0 shows no significant perfor-
mance enhancements for the considered problem. Therefore, the described process is
only performed in the initial time step k = 0. The need for only a single QP in each step,
makes the approach for solving the nonlinear MPC problem computationally efficient
and tractable for real-world implementations.

4.5. HIGH-FIDELITY SIMULATION SETUP AND RESULTS
This section implements the proposed qLPV-MPC framework in conjunction with the
NREL 5-MW reference wind turbine model in the high-fidelity FAST code. The software
implementation is made publicly available (Mulders et al., 2019b). As the side-side nat-
ural frequency of the NREL 5-MW turbine is located outside the rotor speed operating
region, the tower properties are modified. The tower wall thickness is scaled down by
a factor 7.5 to mimic the characteristics of a tall, more flexible, soft-soft tower config-
uration. As a result of the reduced thickness, an effective turbine side-side resonance
frequency of approximately 0.71 rad s-1 is attained, equal to ωn defined in Section 4.2.4.
Also, two of the three blades are configured to have an overall mass increase and de-
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Figure 4.9: A linearly increasing slope and turbulent wind profile employed for the two simulation cases. The
rotor effective wind speed is estimated by a wind speed estimator. A discrepancy of the estimated sloped
wind speed is observed after 100 seconds, which is a result of sudden changes in applied generator torque and
measured rotor speed.

crease of 2 % with respect to the reference blade. This mass imbalance induces a rotor
eccentricity, exacerbating the excitation of the turbine side-side mode.

Furthermore, the simulation environment incorporates the demodulated second-
order tower model from Eq. (4.15). The transformed tower model is scheduled by the
simulated rotor speed, and the resulting integrator states are, together with the rotor
speed, used in each time-step to form the initial state. The initial state is, as shown in
Algorithm 1, at each time instant used for forward propagation of the qLPV model by
Eq. (4.35).

The aim is now to showcase the framework capabilities of successfully preventing
prolonged rotor speed operation near the tower resonance frequency. This is done by
defining two separate simulation cases:

• Case 1: Initializing the wind turbine for operating conditions corresponding to a
constant uniform wind speed of U = 5.5 m s-1, followed by a linearly increasing
trajectory to a maximum wind speed of U = 8.0 m s-1 in approximately 250 s.

• Case 2: Operating the wind turbine in uniform turbulent wind conditions with a
mean wind speed and turbulence intensity of respectively, Ū = 6.5 m s-1 and TI =
25 % for 2000 s. The chosen mean wind speed results in operation at the tower
side-side resonance frequency.

For both cases, the behavior of the qLPV-MPC implementation is compared with stan-
dard K-omega-squared torque control.

The employed wind signals are presented in Figure 4.9. Because the wind speed can-
not assumed to be measurable in real-world scenarios, an effective immersion and in-
variance (I&I) rotor effective wind speed estimator is used (Ortega et al., 2013; Soltani et
al., 2013), which is also plotted in the same figure. Because the future wind speed is un-
known at time instant k, the wind speed evolution is chosen to be constant and equal to
the current estimated value over the prediction horizon. Also, the smoothened course of
the estimated signal aids the qLPV-MPC algorithm to prevent from overreacting to rapid



4

96 PREVENTING TOWER RESONANCE BY A QUASI-LPV MPC FRAMEWORK

Figure 4.10: Simulation Case 1 shows a comparison with conventional torque control subject to a linearly
increasing wind speed. The proposed algorithm prevents the rotor speed from prolonged operation at the
tower’s natural frequency by imposing an additional generator torque demand. Then, when the wind speed is
sufficient for operation at a higher rotor speed, the additional generator torque is rapidly reduced to facilitate
a swift crossing of the critical frequency. The strategy is beneficial for reducing periodic tower loading at a
specific frequency, at the expense of generated power.

variations. As the wind speed estimator takes the applied generator torque and mea-
sured rotor speed as inputs, and a rapid rotor speed and generator torque change occurs
after 100 seconds, a discrepancy is seen at this time instant. Nonetheless, the estimator
shows a quick recovery in consequent time steps.

Distinct sampling intervals are used for the simulation environment and MPC up-
date actions. Simulation of the NREL 5-MW reference turbine in FAST requires a sam-
pling time of ts,FAST = 0.01 second to prevent numerical issues. The MPC sampling time
is set to ts,MPC = 1.0 s. Note that this rather low sampling interval is possible because
the demodulation transformation moves the load signal to a quasi-steady state contri-
bution. As a result of this transformation, the algorithm’s goal is to find the optimal op-
erating trajectory, and not to actively mitigate a specific frequency. The low sampling
interval is especially convenient for real-world applications, as this allows solving the
QP less frequently, reducing the need for powerful control hardware.

The FAST simulation environment, implemented in MATLAB Simulink (MathWorks,
2019), simulates for ts,MPC, after which is simulation is paused, and essential informa-
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Figure 4.11: Simulation Case 2 shows a comparison with conventional torque control subject to a realistic tur-
bulent wind profile. The tower loading extremes are significantly reduced by preventing prolonged operation
at the critical rotor speed. The algorithm shows to have minimal impact on the generated power.

tion is extracted. The simulation data are provided to the MPC algorithm in MATLAB us-
ing CVX: A package for specifying and solving convex programs (Grant and Boyd, 2014;
Grant and Boyd, 2008). After solving the optimization problem, the first input sample of
the decision variable vector is updated in the simulation environment. The simulation
is resumed and the input is held constant for the next ts,MPC seconds, after which it is
paused again.

Figure 4.10, presents the results for simulation Case 1. For this case, the in- and out-
put weighing factors are chosen as Q = 0.1, R = 25, and the prediction horizon is set
to Np = 25. The simulation results show the ability of the algorithm to withhold the
turbine from operating at a rotational speed exciting the tower natural frequency by in-
creasing ∆τg. Then, around 100 seconds, the wind speed is sufficient for the load and
power trade-off to be in favor of the latter mentioned. This is reflected by a swift re-
duction of the generator torque resulting in a rapid crossing of the critical rotor speed
at ωr =ωn = 6.75 RPM. The tower-top displacement shows a reduction in amplitude by
excitation of the natural frequency for a shorter period of time. Obviously, this comes at
the expense of produced energy.

The simulation results for Case 2 are given in Figure 4.11. By inspection of the rotor
speed around the resonance frequency, it shows that the qLPV-MPC implementation
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Figure 4.12: Histograms of the rotor speed and displacement amplitude occurrence for simulation Case 2.
The rotor speed histogram (left) clearly shows that the qLPV-MPC algorithm prevents operation at the crit-
ical speed. Consequently, the amplitude histogram (right) shows a reduced maximum occurrence, whereas
smaller amplitudes happen more frequently, which is beneficial from a fatigue loading viewpoint.

prevents operation at this speed for extended time periods. This operational strategy
results in a significant decrease of tower-top displacement amplitudes. To further clarify
this effect, Figure 4.12 shows histograms of the rotor speed and displacement amplitude
signals. Furthermore, Figures 4.13a and 4.13b show the sidewards displacement spectra
of the two control strategies. A significant reduction of 18 dB is attained at the turbine
side-side natural frequency.

Finally, a fatigue assessment is performed on the tower base side-side moment by
evaluating the damage equivalent loads (DEL) from the corresponding time-domain sig-
nals using MLife (NWTC Information Portal, 2015). The DEL measure quantifies the
amplitude of a certain harmonic load variation that would cause the same damage level
when repeated for a given number of cycles (Freebury and Musial, 2000; Bossanyi et al.,
2013). In this fatigue analysis, a Wöhler-exponent of 4 is chosen, which is a typical value
for steel (Germanischer Lloyd, 2012). With respect to the baseline case, a significant 52 %
DEL reduction is attained. Since the analysis is based on the single load case performed
in this section, the short-term DELs are calculated using the 1 Hz equivalent load (Bur-
ton et al., 2001). This implies that the number of cycles is equal to the simulation time,
and consequently makes the analysis independent of the simulation runtime.

The generator power and torque trajectories of the control strategies show a high de-
gree of similarity, which indicates a minimal penalty on the overall energy production.
The observation is confirmed by evaluation of the produced energy over the total sim-
ulation time, resulting in 603.34 kWh and 601.19 kWh for the respective baseline and
qLPV-MPC cases, which turns out in a produced energy reduction of 0.36 %. The trade-
off is conveniently tuned by varying the weight ratio between Q and R.
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(a) (b)

Figure 4.13: (a) Side-side displacement spectra of the NREL 5-MW turbine subject to high-fidelity turbulent
wind simulations. The tower wall thickness is modified, such that a turbine side-side natural frequency of
approximately 0.71 rad s-1 is obtained. The blades are given a dissimilar mass to induce rotor eccentricity.
Spectra for the K-omega-squared and qLPV-MPC implementations show a significant reduction of the domi-
nant resonance. (b) The content in the dashed box is enlarged and shows a peak reduction of 18 dB.

4.6. CONCLUSIONS
In practical scenarios, wind turbine rotors possess a mass and/or aerodynamic imbal-
ance, which cause a periodic side-side excitation. For future turbines with higher power
ratings and taller towers to be weight and cost effective, soft-soft tower configurations
are being considered. Such towers are more flexible and have their side-side natural fre-
quency in the variable-speed domain, possibly coinciding with the rotor rotational or
blade passing frequencies.

To date, no efficient and intuitive MPC framework is available for preventing ro-
tor speed operation at this frequency. In this chapter, the dynamics of a wind turbine
tower are subject to a demodulation transformation and thereby transformed into a
quasi-LPV system description. The resulting qLPV model, by aggregation with a wind
turbine model, is reconciled with an MPC scheme. The combination exploits the in-
herent properties of the qLPV model, leading to an efficient method of solving a convex
optimization problem. The qLPV-MPC approach involves finding the qLPV scheduling
sequence by performing multiple iterative QP solves for the first time step. Subsequent
time steps only require a single QP solve using a scheduling sequence warm start orig-
inating from the previous time step. By imposing an additional torque contribution,
the rotor speed is prevented from operating near the tower natural frequency at the ex-
pense of reduced aerodynamic efficiency. Simulation results with artificial sloped and
realistic turbulent wind profiles show that the algorithm prevents persistent excitation
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of the tower fundamental frequency, by sacrificing an insignificant amount of produced
energy. The current work only considers the exclusion of a single excitation frequency,
however, the presented framework can be extended towards the exclusion of multiple
resonances.



5
DELFT OFFSHORE TURBINE WITH

HYDRAULIC DRIVETRAIN

Hydraulic transmissions are generally employed in high-load systems, because of their
robustness, compactness, and high power density. As offshore wind turbines are getting
larger in terms of size and power output, the business case for multi-megawatt compact
hydraulic wind turbine drivetrains is becoming ever stronger. The Delft Offshore Turbine
(DOT) is a hydraulic wind turbine concept replacing conventional drivetrain components
with a single seawater pump. This chapter presents the research that has been performed
on the DOT500 prototype and in-field hydraulic wind turbine. It is shown that the overall
drivetrain efficiency and controllability are increased by operating the rotor at maximum
rotor torque in the below-rated region using a passive torque control strategy. An active
valve control scheme is employed and evaluated in near-rated conditions.
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5.1. INTRODUCTION
The drivetrain of horizontal-axis wind turbines (HAWTs) generally consists of a rotor-
gearbox-generator configuration in the nacelle, which enables each wind turbine to pro-
duce and deliver electrical energy independent of other wind turbines. While the HAWT
is a proven concept, the turbine rotation speed decreases asymptotically and torque
increases exponentially with increasing blade length and power ratings (Burton et al.,
2001). As offshore wind turbines are getting ever larger, this results in a lower rotation
speed and higher torque at the rotor axis. This inevitably leads to design challenges when
scaling up conventional turbine drivetrains for the high-load subsystems (Kotzalas and
Doll, 2010). The increased loads primarily affect high-weight components in the turbine,
such as the generator, bearings, and gearbox, and makes repair and replacement a costly
and challenging task (Spinato et al., 2009; Ragheb and Ragheb, 2010). Furthermore, due
to the contribution of all nacelle components to the total nacelle mass, the complete
wind turbine support structure and foundation are designed to carry this weight for the
entire expected lifetime, which in turn leads to extra material, weight, and thus total cost
of the wind turbine (EWEA, 2009; Fingersh et al., 2006).

In an effort to reduce turbine weight, maintenance requirements, complexity, and
thus the levelized cost of energy (LCOE) for offshore wind, hydraulic drivetrain concepts
have been considered in the past (Piña Rodriguez, 2012). Integration of hydraulic trans-
mission systems in offshore wind turbines seems to be an interesting opportunity, as
they are generally employed in high-load applications and have the advantage of a high
power-to-weight ratio (Merritt, 1967). It is concluded in (Silva et al., 2014) that hydro-
static transmissions could lower drivetrain costs, improve system reliability, and reduce
the nacelle mass.

The Delft Offshore Turbine (DOT) is an open-circuit seawater hydraulic wind turbine
concept. The pump, directly connected to the low-speed shaft, replaces conventional
drivetrain components with high maintenance requirements in the nacelle, which re-
duces the weight, support structure requirements, and turbine maintenance frequency.
This effect is clearly visualized in Figure 5.1. Pressurized seawater is directed to a com-
bined Pelton turbine connected to an electrical generator on a central multi-megawatt
electricity generation platform.

This chapter presents the first steps in realizing the integrated hydraulic wind turbine
concept by full-scale prototype tests with a retrofitted Vestas V44 600 kW wind turbine,
the conventional drivetrain of which is replaced by a 500 kW hydraulic configuration. A
spear valve is used to control the nozzle outlet area, which in effect influences the fluid
pressure in the hydraulic discharge line of the water pump and forms an alternative way
of controlling the reaction torque to the rotor. Preliminary results of the in-field tests
were presented earlier in (Mulders et al., 2018a).

The main contribution of this chapter is to elaborate on mathematical modeling and
controller design for a hydraulic drivetrain with fixed-displacement components, sub-
ject to efficiency and controllability maximization of the system. The controller design
is based on steady-state and dynamic turbine models, which are subsequently evaluated
on the actual in-field retrofitted 500 kW wind turbine. Furthermore, a framework for the
modeling of fluid dynamics is provided, a parameter study on how different design vari-
ables influence the controllability is given, and future improvements to the system and
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Figure 5.1: The high power-to-weight ratio of hydraulic components and the possibility to abandon power
electronics from the nacelle, make the advantages of mass and space reductions in the nacelle self-evident.

controller design are proposed.
The organization of this chapter is as follows. In Section 5.2, the DOT configura-

tion used during the in-field tests is explained, and drivetrain components are specified.
Section 5.3, which involves drivetrain modeling, is divided into two parts: A steady-state
drivetrain model is derived in 5.3.1, and a drivetrain model including fluid dynamics is
presented in Section 5.3.2. Controller design is presented in Section 5.4, and the steady-
state model is used in Section 5.4.1 for the design of a passive control strategy for below-
rated operation. In Section 5.4.2 the dynamic model is used to derive an active control
strategy for the region between below- and above-rated operation (near-rated region).
Because the in-field tests are performed prior to theoretical model derivation and con-
troller design, preliminary conclusions from these tests are incorporated. In Section 5.5,
in-field test results are presented for the evaluation of the overall controller design. Fi-
nally, in Section 5.6, conclusions are drawn and an outlook for the DOT concept is given.

5.2. THE DOT500 – PROTOTYPE TURBINE WITH OFF-THE-SHELF

COMPONENTS
In this section, the intermediate prototype DOT turbine on which in-field tests are per-
formed is described in Section 5.2.1. Subsequently, the drivetrain components used for
the intermediate concept are discussed in Section 5.2.2.

5.2.1. THE INTERMEDIATE DOT500 PROTOTYPE

At the time of writing, a low-speed high-torque seawater pump required for the ideal
DOT concept is not commercially available. This pump is being developed by DOT, en-
abling the ideal concept in later stages of the project (Nijssen et al., 2018). An intermedi-
ate setup using off-the-shelf components is proposed to speed up development and test
the practical feasibility. A visualization of the DOT500 setup is given in Figure 5.2.

A Vestas V44 600 kW turbine is used and its drivetrain is retrofitted into a 500 kW hy-
draulic configuration. The original Vestas V44 turbine is equipped with a conventional
drivetrain consisting of the main bearing, a gearbox, and a 600 kW three-phase asyn-
chronous generator. The blades are pitched collectively by means of a hydraulic cylin-
der driven by a HPU (hydraulic power unit) with a safety pressure accumulator. The
drivetrain of the Vestas turbine is replaced by a hydraulic drivetrain. This means that the
gearbox and generator are removed from the nacelle and replaced by a single oil pump
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coupled to the rotor via the main bearing.
In the retrofitted hydraulic configuration, a low-speed oil pump is coupled to the

rotor and its flow hydraulically drives a high-speed oil-motor–water-pump combina-
tion at the bottom of the turbine tower. The oil circuit acts as a hydraulic gearbox be-
tween the rotor and the water pump. The water circuit, including the Pelton generator
combination, is depicted in Figure 8 (see Prologue) as an ideal setup. It is known and
taken into account that the additional components and energy conversions result in a
reduced overall efficiency: The in-field tests show a below-rated efficiency in the range
of 30–45 %, whereas in the above-rated region a drivetrain efficiency of 45 % is attained.
However, the DOT500 allows for prototyping and provides a proof of concept for faster
development towards the ideal DOT concept.

From this point onwards, all discussions and calculations will refer to the intermedi-
ate DOT500 setup, including the described oil circuit (Diepeveen et al., 2018). A proto-
type was erected in June 2016 at Rotterdam Maasvlakte II, the Netherlands.

5.2.2. DRIVETRAIN COMPONENT SPECIFICATION
The drivetrain component specifications are summarized in Table 5.1 and a schematic
overview and photograph of the DOT500 setup is presented in Figure 5.2. An exhaustive
description of the component matching process for the DOT500 is described in (Diepeveen,
2013). The components are described according to the enumerated labels in the figure.

1. Oil pump. The rotor drives a Hägglunds CB840, which is a fixed-displacement
radial piston motor. The motor is used here as pump and is referred to as the oil
pump in the remainder of this chapter. The pump is supplied with sufficient flow
and constant feed pressure of 21 bar to keep the piston bearings in continuous
contact with the cam ring (Hägglunds, 2015). Load pins are integrated into the

Figure 5.2: Overview of the intermediate DOT500 hydraulic wind turbine configuration. An oil pump is cou-
pled to the rotor low-speed shaft in the nacelle and hydraulically drives an oil motor in the bottom of the tower.
This closed oil circuit serves as a hydraulic gearbox between the rotor and water pump. The motor is mechani-
cally coupled to a water pump which produces a pressurized water flow. The flow is converted to high-velocity
water jets by spear valves and a Pelton turbine-generator configuration harvests the hydraulic into electric
energy.
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Table 5.1: Hydraulic oil pump, oil motor and water pump specifications (Hägglunds, 2015; Bosch-Rexroth,
2012; KAMAT, 2016)

Description Oil pump Oil motor Water pump

Brand Hägglunds Bosch-Rexroth Kamat
Model number CB840 A6VLM K80120G-5M
Volumetric displacement 52.8 l rev-1 1.0 l rev-1 2.3 l rev-1

Nominal speed 32 rev min-1 1600 rev min-1 1500 rev min-1

Torque range available 0 - 280 kNm 0 - 5571 Nm 0 - 5093 Nm
Pressure range available 0 - 350 bar 0 - 350 bar 0 - 125 bar
Power range available 0 - 870 kW 0 - 933 kW 0 - 800 kW
Torque range applied 0 - 210 kNm 0 - 3000 Nm 0 - 3000 Nm
Pressure range applied 0 - 230 bar 0 - 230 bar 0 - 70 bar

suspension of the pump in the nacelle to measure the pump torque.
2. Oil motor. The high-pressure hydraulic discharge line of the oil pump drives a

Bosch-Rexroth A6VLM variable displacement axial piston oil motor (Bosch-Rexroth,
2012), configured here with a (maximum) fixed displacement.

3. Water pump. The oil motor is mechanically coupled to a Kamat K80120-5G fixed-
displacement water plunger pump (KAMAT, 2016). An external centrifugal pump
supplies the water pump with sufficient flow and feed pressure of around 2.6 bar.

4. Spear valve. The pressure in the water pump discharge line is controlled by variable-
area orifices in the form of two spear valves. The valves are used to control the
system torque and rotor speed in below- and near-rated operating conditions and
form high-speed water jets towards the Pelton turbine. A schematic visualization
of this system is shown in Figure 5.3. The spear positions are measured and indi-
vidually actuated by DC motors. The spear valves are actuated in such a way that
only full on–off spear position actuation is possible. This means that either the
spear moves forwards–backwards at full speed or the spear valve position remains
at its current position. A deadband logic controller is implemented to enable po-
sition control of the valve within a predefined band around the set point.

5. Pelton turbine. When the water flow exits the spear valves, the hydrostatic energy
in the high-pressure line is converted to a hydrodynamic high-velocity water jet.
The momentum of the jet exerts a force on the Pelton turbine buckets (Zhang,
2007). Pelton turbines are highly specialized pieces of equipment and are de-
signed to meet specific conditional requirements (Brekke, 2001). The Sy Sima
315 MW turbine in Norway, for 88.5 bar of head pressure, is to date the largest
known (Cabrera et al., 2015). The custom-manufactured Pelton turbine employed
in the DOT500 setup is designed for the nominal pressure and the optimal speed
conditions of the connected electrical generator. The pitch circle diameter (PCD)
of the custom-manufactured wheel is 0.85 m and the nominal speed of the turbine
is in the range of 1230–1420 RPM. According to the manufacturer, the optimal op-
erational pressure is in the range of 60–80 bar for a nominal flow of approximately
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Figure 5.3: The pressurized hydrostatic water flow is converted to a hydrodynamic water jet using spear valves.
The high-speed jets exert a force on the buckets of the Pelton turbine.

58 L min-1 using two spear valves. The optimal ratio between the tangential Pel-
ton and water jet speed is approximately 1/2 (Thake, 2000) and is maintained by
speed control of the asynchronous generator using a filtered pressure measure-
ment. Further considerations on optimal Pelton operation under varying condi-
tions are given below.

6. Generator. The mechanical rotational energy of the Pelton turbine is harvested by
a mechanically coupled generator. As a grid connection was unavailable at the test
location, the electrical energy excess is dissipated by a brake resistor.

In addition to the components described in the above-given enumeration, auxiliary hard-
ware is present and required for operation of the turbine. A more detailed description is
presented in (Diepeveen et al., 2018); however, a short summary of the relevant compo-
nents and remarks is given.

• Cooling system. Because of the significant mechanical losses, the working medium
needs to be cooled to enable long-term operation of the turbine. The pump and
motor in the oil circuit are equipped with flushing lines, which lead to the oil reser-
voir. A parallel forced-convection cooling circuit regulates the oil temperature.

• Water circuit. After the high-velocity water jet has hit the Pelton buckets, it falls
back into the first water reservoir. A second water reservoir is connected to the
first by a high-volume line to prevent a disturbed flow to the water pump. From
the second reservoir the water is fed to the water pump by a centrifugal pump. The
high-pressure circuit includes a pressure relief valve.

Furthermore, a remark has to be made on the operational strategy of the Pelton tur-
bine. It is concluded from earlier tests and manufacturer data sheets that Pelton effi-
ciency characteristics are mainly a function of flow and to a lesser extend of line pressure.
The flow to the Pelton turbine is proportional to the wind turbine rotor speed, which re-
sults in suboptimal operation of the Pelton. The Pelton speed control strategy described
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above aims to extract the maximum amount of energy given the conditions it is sub-
jected to. For now, this is a design choice, and further research needs to be conducted
to elaborate on Pelton design and efficiency maximization given the varying operational
conditions.

5.3. THEORY AND MODEL DERIVATION OF THE HYDRAULIC DRIV-
ETRAIN

The theory for model derivation of the DOT500 hydraulic drivetrain is presented in this
section. As control actions influence the turbine operating behavior to the point at which
the hydrodynamic water jet exits the spear valve, modeling of the turbine drivetrain is
performed up to that point. After the water flow exits the spear valve, the aim of oper-
ating the Pelton turbine–generator combination at maximum efficiency is a decoupled
control objective from the rest of the drivetrain. Considerations on this aspect are given
in Section 5.2.2.

A simplified hydraulic diagram of the setup is given in Figure 5.4. The components
considered in the model derivation are shown in black, whereas auxiliary systems are
presented in gray. The symbols in this figure are specified throughout the different parts
of this section. In this section, pressures are generally given as a pressure difference ∆p
over a component, but when the pressure with respect to the atmospheric pressure p0 is
intended, the ∆ indication is omitted.

The organization is divided into two parts. First, a steady-state drivetrain model is
derived in Section 5.3.1. This model is used later for the derivation of a passive torque
control strategy. Secondly, in Section 5.3.2, a drivetrain model including oil line dynam-
ics is derived and is used for the design of an active spear valve control strategy.
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Figure 5.4: Schematic overview of the DOT500 hydraulic wind turbine drivetrain. All pumps and motors have a
fixed volume displacement. Charge pressure pumps and filters are included on the low-pressure sides of both
the oil and water circuits. Pressure relief valves are incorporated in both circuits. A parallel circuit around the
oil reservoir is present for cooling purposes.
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5.3.1. STEADY-STATE DRIVETRAIN MODELING
A steady-state model of the drivetrain is derived for hydraulic torque control design
in below-rated operating conditions. Mathematical models of hydraulic wind turbines
have been established, but mostly incorporate a drivetrain with variable-displacement
components (Buhagiar et al., 2016; Jarquin Laguna, 2017). In (Skaare et al., 2011; Skaare
et al., 2013) a more simple, robust, and efficient drivetrain with a discrete hydraulic
gear ratio is proposed by enabling and disabling hydraulic motors. Recently, a feedback
control strategy for wind turbines with digital fluid power transmission was described
in (Pedersen et al., 2018). However, only fixed-displacement components are considered
and modeling such a DOT drivetrain is described in (Diepeveen, 2013).

The model derivation in this section incorporates the components employed in the
actual DOT500 setup. First, a simplified wind turbine model is introduced. Secondly, the
derived model is complemented in by analytic models of drivetrain components.

SIMPLIFIED WIND TURBINE MODEL

The Newton law for rotational motion is employed as a basis for modeling the wind tur-
bine rotor speed dynamics:

Jrω̇r = τr −τsys, (5.1)

where Jr is the rotor inertia, ωr the rotor rotational speed, τr the mechanical torque sup-
plied by the rotor to the low-speed shaft, and τsys the system torque supplied by the
hydraulic oil pump to the shaft. The rotor inertia Jr of the rotor is not publicly avail-
able. However, an estimation of the rotor inertia is obtained using an empiric relation
on blade length given in (Rodriguez et al., 2007), resulting in a value of 6.6 · 105 kg m2.
Moreover, experiments were performed on the actual turbine and confirm this theoret-
ical result (Jager, 2017). The torque supplied by the rotor (Bianchi et al., 2006) is given
by

τr = 1

2
ρairπR3U 2Cp(λ,β)/λ, (5.2)

where the density of air ρair is taken as a constant value of 1.225 kg m-3, U is the velocity
of the upstream wind, and R is the blade length of 22 m. The power coefficient Cp rep-
resents the fraction between the captured rotor power Pr and the available wind power
Pwind and is a function of the blade pitch angle β and the dimensionless tip-speed ratio
λ given by

λ=ωrR/U . (5.3)

The power coefficient Cp is related to the torque coefficient by Cτ(λ,β) =Cp(λ,β)/λ such
that Equation (5.2) can be rewritten as

τr = 1

2
ρairπR3U 2Cτ(λ,β). (5.4)

The rotor power and torque extraction capabilities from the wind are characterized
in respective power and torque coefficient curves. These curves of the actual DOT500
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Figure 5.5: Rotor power and torque coefficient curve of the rotor, obtained from a BEM analysis performed on
measured blade-geometry data. The maximum power coefficient Cp,max of 0.48 is attained at a tip-speed ratio

of 7.8. The maximum torque coefficient of Cτ,max is given by 7.2 ·10−2 at a lower tip-speed ratio of 5.9.

rotor are generated by mapping the actual blade airfoils and applying blade element
momentum (BEM) theory (Burton et al., 2001); they are given in Figure 5.5 at the blade
fine-pitch angle. The fine-pitch angleβ0 indicates the blade angle resulting in maximum
rotor power extraction in the below-rated operating region (Bossanyi, 2000). The theo-
retical maximum rotor power and torque coefficients equal Cp,max = 0.48 and Cτ,max =
7.2 ·10−2 at tip-speed ratios of 7.8 and 5.9, respectively. The complete power, torque, and
thrust coefficient data set is available as an external supplement under (Mulders et al.,
2018b).

The system torque τsys is supplied by the hydraulic drivetrain to the rotor low-speed
shaft. This torque is influenced by the components in the drivetrain, which all have their
own energy conversion characteristics expressed in efficiency curves. All components
are off the shelf and their combined efficiency characteristics influence the operating
behavior of the turbine.

Hydraulic components are known for their high torque-to-inertia ratio and have high
acceleration capabilities as a result (Merritt, 1967). In typical applications of a hydraulic
transmission, the fairly low rotational inertia of pumps and motors is still relevant. How-
ever, the considered wind turbine drivetrain is driven by a rotor with a large inertia Jr

compared to the drivetrain components. Referring to the specification sheet of the oil
motor (Bosch-Rexroth, 2012), it is stated that the unit has a moment of inertia of Jb =
0.55 kg m2. The resulting reflected inertia to the rotor of Jb→r = 0.55/G2 = 1533.312 kg m2

is still negligible, where G−1 represents the hydraulic gear ratio of 52.8. Furthermore, a
particular study on this aspect has been carried out in (Kempenaar, 2012), in which it is
concluded that the inclusion of component dynamics does not result in significantly im-
proved model accuracy. For the reasons mentioned, the pumps and motor included in
the drivetrain are assumed to have negligible dynamics, and the power conversion (flow
speed, torque pressure) is given by static relations.
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Figure 5.6: Flow diagram of the DOT500 hydraulic drivetrain. For steady-state modeling purposes, first the flow
path is calculated up to the spear valve. The effective nozzle area and the water flow through the spear valve
determine the hydraulic feed line pressure, which influences the system torque τsys to the rotor.

ANALYTIC DRIVETRAIN COMPONENTS DESCRIPTION

A flow diagram of the modeling strategy is presented in Figure 5.6. To obtain an ex-
pression for the system torque τsys, the complete hydraulic flow path with its volumetric
losses is modeled first. When the flow path reaches the spear valve at the water discharge
to the Pelton turbine, the simulation path is reversed to calculate the effect of all compo-
nent characteristics to the line pressures. The spear valve allows for control of the water
discharge pressure, the effect of which propagates back to the system torque τsys. The
high-pressure oil flow by the oil pump is proportional to the rotor speed,

Qo =Vp,hωrηv,h, (5.5)

where Vp,h is the pump volumetric displacement, and ηv,h the volumetric efficiency. The
volumetric efficiency indicates the volume loss as a fraction of the total displaced flow
as a function of the component operating conditions. However, as volumetric efficiency
data are unavailable for most of the components and the aim is to provide a simplified
model of the hydraulic drivetrain, volumetric losses are considered as a constant factor
of the displaced flow. The resulting oil flow Qo drives the oil motor, which results in a
rotational speed of the motor shaft subject to volumetric losses:

ωb = Qo

Vp,b
ηv,b, (5.6)

where Vp,b is the oil motor volumetric displacement, and ηv,b the volumetric efficiency
of the oil motor. As the water pump is mechanically coupled to the oil motor axis, its
rotational speed is equal toωb. The expression relating the rotational speed to the water
pump discharge water flow Qw is given by

Qw =Vp,kωbηv,k, (5.7)

where Vp,k is the volumetric displacement of the water pump, and ηv,k the volumetric
efficiency of the water pump. The pressure in the water discharge line is controlled by a
spear valve of which a visualization is given in Figure 5.7 with the spear position coordi-
nate system. The effective nozzle area is variable according to the relation

Anz(s) = Nsπ
(
D2

nz/4− (smax − s)2 tan2 (α/2)
)

, (5.8)
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s

α Dnz

Figure 5.7: Cross-section of the spear valve used. The coning angle of the spear is given by α, the nozzle
diameter by Dnz, and the position of the spear tip in the nozzle by s . The nozzle heads are adjustable for
adjustment of the outlet area.

where {s ⊂R | 0 ≤ s ≤ smax} represents the position of the spear in the circular nozzle
cross section, Dnz is the nominal nozzle diameter,α the spear coning angle, and Ns indi-
cates the number of spear valves on the same line. Modeling multiple spear valves by Ns

assumes equal effective nozzle areas for all valves. The maximum spear position (fully
open) is given by

smax = Dnz

2tan(α/2)
. (5.9)

and a mapping for spear position to effective nozzle area for different nozzle diameters
Dnz is given in Figure 5.8. The spear valve is closed for all cases at position s = 0 mm.
The spear valve converts the hydrostatic water flow into a high-speed hydrodynamic
water jet that exerts a thrust force on the buckets of the Pelton turbine (Zhang, 2007).
Using the Bernoulli equation for incompressible flows (White, 2011), an expression for
the discharge water pressure is obtained:

pw,l(s) = ρw

2

(
Qw

Cd Anz(s)

)2

, (5.10)

with the flow and effective nozzle area
{
Qw, Anz

} ⊂ R+. As observed in the above given
relation, the pressure can be controlled by varying the feed flow and spear position, as
the latter influences the effective nozzle area Anz. The discharge coefficient Cd is intro-
duced to account for pressure losses due to the geometry and flow regime at the nozzle
exit (Al’tshul’ and Margolin, 1968). The discharge coefficient of an orifice is defined as
the ratio between the vena contracta area and the orifice area (Bragg, 1960). The vena
contracta is the point at which the streamlines become parallel, which usually occurs
downstream of the orifice at which the streamlines are still converging. The pressure in
the water discharge line propagates back into the system and is used as a substitute for
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conventional wind turbine torque control. A relation for the mechanical torque at the
axis between the water pump and oil motor is given by

τb = Vp,k∆pk

ηm,k(ωb,∆pk)
, (5.11)

where ηm,k is the mechanical efficiency of the water pump as a function of the rotational
speed and pressure difference over the pump:

∆pk = pw,l −pk,f, (5.12)

where pk,f is a known and constant feed pressure. The torque τb is used to calculate the
pressure difference over the oil motor and pump by

∆pb =∆ph = τb

Vp,bηm,b(ωb,τb)
, (5.13)

where ηm,b is the mechanical efficiency of the oil motor. It is assumed that the pressure
at the discharge outlet of the oil motor ∆pb is constant as the feed pressure to the oil
pump is regulated. Finally, the system torque supplied to the rotor low-speed shaft is
given by

τsys =
Vp,h∆ph

ηm,h(ωr,∆ph)
. (5.14)

Using the relations derived, a passive strategy for below-rated turbine control is pre-
sented in Section 5.4.1.
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5.3.2. DYNAMIC DRIVETRAIN MODELING
In contrast to the steady-state model presented previously, this section elaborates on the
derivation of a drivetrain model including fluid dynamics for validation of the controller
design in the near-rated region. First, preliminary knowledge on fluid dynamics is given,
whereafter a dynamic DOT500 drivetrain model is presented.

ANALYSIS OF FLUID DYNAMICS IN A HYDRAULIC LINE

The dynamics of a volume in a hydraulic line are modeled in this section. For this,
analogies between mechanical and hydraulic systems are employed for modeling con-
venience. A full derivation is given in Appendix C.2, and only the results are given in
this section. The system considered, representing the high-pressure discharge oil line, is
a cylindrical control volume VH = ALl = πr 2

l Ll with radius rl and length Ll excited by a
pressure∆p = pin−pout. The net flow into the control volume is defined as Q =Qin−Qout.
For a hydraulic expression with pressure∆p as the external excitation input and the flow
Q as output, one obtains

∆p = LHQ̇ +RHQ + 1

CH

∫
Qd t , (5.15)

where LH, RH and CH are the hydraulic induction, resistance, and capacitance (Esposito,
1969), respectively, and are defined in Appendix C.1. The inverse result of Equation (5.15)
is obtained (Murrenhoff, 2012) with flow Q as the external excitation and ∆p as output:

Q =CH∆ṗ + 1

RH
∆p + 1

LH

∫
∆pd t . (5.16)

Finally, the differential equation defined by Equation (5.15) is expressed as a transfer
function,

GQ/∆p(s) = s/LH

s2 + (RH/LH)s +1/(CHLH)
, (5.17)

and the same is done for Equation (5.16):

G∆p/Q(s) = s/CH

s2 +1/(RHCH)s +1/(CHLH)
. (5.18)

The transfer functions defined in Equations (5.17) and (5.18) show the characteristics
of an inverted notch with +1 and −1 slopes on the left and right side of the natural fre-
quency, respectively. This physically means that exciting the system pressure results in
a volume velocity change predominantly at the system natural frequency for the for-
mer case. An illustrative Bode plot is given in Section 5.4.2. Exciting the flow results in
amplification and transmission to pressure in a wider frequency region. This effect is
a result of the inverse proportionality between the damping coefficients ζQ and ζp (see
Appendix C.2).

DRIVETRAIN MODEL DERIVATION

A dynamic model of the DOT500 drivetrain is derived by application of the theory pre-
sented in the previous section. The drivetrain is defined from the rotor up to the spear
valve, and the following assumptions are made.
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• Because of the high torque-to-inertia ratio of hydraulic components (Merritt, 1967),
the dynamics of oil pumps and motors are disregarded and taken as analytic rela-
tions.

• Because of the longer line length and higher compressibility of oil compared to
the shorter water column, the high-pressure oil line is more critical for controller
design, and a dynamic model is implemented for this column only.

• The fluids have a constant temperature.

The dynamic system is governed by the following differential equations:

V = Vin −Vout, V̇ =Q =Qin −Qout, (5.19)

∆ph =
(

Jrηm,h

V 2
p,hηv,h

+LH

)
︸ ︷︷ ︸

L∗
R

Q̇in +RH(Qin −Qout)+ Ke

VH
(Vin −Vout)

= L∗
RQ̇in +RH(Qin −Qout)+ 1

CH
V,

(5.20)

∆pb = LHQ̇out +RH(Qout −Qin)+ Ke

VH
(Vout −Vin)

= LHQ̇out +RH(Qout −Qin)− 1

CH
V,

(5.21)

where Ke is the equivalent bulk modulus, including the fluid and line compressibility
defined in Equation (C.5), and V is the net volume inflow to the considered oil line be-
tween the oil pump discharge and oil motor feed port. For convenience, mechanical
model quantities are expressed hydraulically in terms of fluid flows and pressure differ-
ences over the components. Therefore, the rotor inertia Jr is expressed in terms of fluid
induction and is combined with the hydraulic induction term into L∗

R.
Both the spear position and pitch angle are modeled by a first-order actuator model:

ṡ = 1

ts
(sref − s), (5.22)

β̇= 1

tβ
(βref −β), (5.23)

where ts and tβ are the time constant for the spear valve and pitch actuators, respectively,
and the phase loss at the actuator bandwidth is assumed to account for actuation delay
effects.
The above-given dynamic equations are written in a state-space representation as


V̇

Q̇in

Q̇out

ṡ
β̇

=



0 1 −1 0 0

− 1
CHL∗

R
−RH

L∗
R

RH
L∗

R
0 0

1
CHLH

RH
LH

−RH
LH

0 0

0 0 0 − 1
ts

0

0 0 0 0 − 1
tβ




V

Qin

Qout

s
β

+


0

1
L∗

R
∆ph

− 1
LH
∆pb

1
ts

sref
1
tβ
βref

 . (5.24)
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It is seen that the pressure difference over the oil pump and motor appear as inputs,
but these quantities cannot be controlled directly. For this reason, linear expressions of
the rotor torque and spear valves are defined next. The rotor torque is linearized with
respect to the tip-speed ratio, pitch angle, and wind speed:

τ̂r(ω̄r, β̄,Ū ) = kωr (ω̄r, β̄,Ū )ω̂r +kβ(ω̄r, β̄,Ū )β̂+kU(ω̄r, β̄,Ū )Û , (5.25)

where (̂·) indicates a value deviation from the operating point, and (̄·) is the value at the
operating point (Bianchi et al., 2006). Furthermore,

kωr (ωr,β,U ) = ∂τr

∂ωr
= crRU

∂Cτ(ωrR/U ,β)

∂λ
, (5.26)

kβ(ωr,β,U ) = ∂τr

∂β
= crU

2 ∂Cτ(ωrR/U ,β)

∂β
, (5.27)

kU(ωr,β,U ) = ∂τr

∂U
= 2crUCτ(ωrR/U ,β)+ crU

2 ∂Cτ(ωrR/U ,β)

∂λ

∂λ

∂U

= 2crUCτ(ωrR/U ,β)− crωrR
∂Cτ(ωrR/U ,β)

∂λ
,

(5.28)

cr = 1

2
ρπR3, (5.29)

where the quantities kωr , kβ and kU represent the intrinsic speed feedback gain, the lin-
ear pitch gain, and the linear wind speed gain, respectively. The intrinsic speed feedback
gain can also be expressed as a function of the tip-speed ratio by

kλ(λ,β,U ) = kωr (ωr,β,U )
U

R
. (5.30)

For aerodynamic rotor stability, the value of kλ needs to be negative. In Figure 5.9 the in-
trinsic speed feedback gain kλ(λ, β̄,Ū ) is evaluated as a function of the tip-speed ratio at
the fine-pitch angle β0. For incorporation of the linearized rotor torque in the drivetrain
model, Equation (5.25) is expressed in the pressure difference over the oil pump:

∆p̂h(ω̄r, β̄,Ū ) = k∗
Qin

(ω̄r, β̄,Ū )Q̂in +k∗
β(ω̄r, β̄,Ū )β̂+k∗

U(ω̄r, β̄,Ū )Û , (5.31)

where the conversions of the required quantities are given by

k∗
Qin

= kωr

ηm,h

V 2
p,hηv,h

, k∗
β = kβ

ηm,h

Vp,h
, k∗

U = kU
ηm,h

Vp,h
. (5.32)

Similarly, the water line pressure as defined in Equation (5.10) is linearized with respect
to the spear position and flow through the valve:

p̂w,l(Q̂w, ŝ) = ks,s(Q̄w, s̄)ŝ +ks,Qw (Q̄w, s̄)Q̂w, (5.33)
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Figure 5.9: The intrinsic speed feedback gain kλ(λ, β̄,Ū ) as a function of tip-speed ratio λ, at a fixed pitch angle
and wind speed of −2 deg and 8 m s-1. Stable turbine operation is attained for nonpositive values of kλ.

where

ks,s(Q̄w, s̄) = 2Q2
wρw(s − smax) tan2 (α/2)

C 2
dN 2

s π
2
(
D2

nz/4− (smax − s)2 tan2 (α/2)
)3

∣∣∣∣∣
Q̄w,s̄

, (5.34)

ks,Qw (Q̄w, s̄) = Qwρw

C 2
dN 2

s π
2
(
D2

nz/4− (smax − s)2 tan2 (α/2)
)2

∣∣∣∣∣
Q̄w,s̄

. (5.35)

The pressure difference over the oil motor is defined in terms of the water line pressure,
which is a function of the spear position:

∆p̂b = 1

cm,bk
∆p̂k ≈

1

cm,bk
p̂w,l(s) = 1

cm,bk

(
ks,s(Q̄w, s̄)ŝ +ks,Qw (Q̄w, s̄)Q̂w

)
, (5.36)

where the mechanical and volumetric conversion factors from oil to water pressure and
flow are defined as

cm,bk =
Vp,b

Vp,k
ηm,kηm,b, cv,bk =

Vp,k

Vp,b
ηv,kηv,b (5.37)

The system defined in Equation (5.24) is now presented as a linear state-space system of
the form

ẋ = Ax +Bu +B UÛ (5.38)

y = Cx .

With substitution of the rotor torque and water pressure approximations defined by
Equations (5.31) and (5.36) in Equation (5.24), the state A, input B, wind disturbance
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B U, and output C matrices are given by

A =



0 1 −1 0 0

− 1
CHL∗

R
− R̃H,Qin

L∗
R

RH
L∗

R
0

k∗
β

L∗
R

1
CHLH

RH
LH

− R̃H,Qw
LH

− ks,s
cm,bkLH

0

0 0 0 − 1
ts

0

0 0 0 0 − 1
tβ


, B =

[
0 0 0 1

ts
0

0 0 0 0 1
tβ

]T

,

B U =
[

0
k∗

U
L∗

R
0 0 0

]T
, C =


1 0 0 0 0
0 1

Vp,hηv,h
0 0 0

0 0 0 1 0
0 0 0 0 1

 , (5.39)

with the state, input, and output matrices

x = [
V̂ Q̂in Q̂out ŝ β̂

]T
,

u = [
ŝref β̂ref

]T
, (5.40)

y = [
V̂ ω̂r ŝ β̂

]T
,

and

R̃H,Qin = RH −k∗
Qin

, (5.41)

R̃H,Qw =
(
RH + cv,bk

cm,bk
ks,Qw

)
. (5.42)

The dynamic model derived in this section is used in Section 5.4.2 to create an active
spear valve torque control strategy in the near-rated region.

5.4. CONTROLLER DESIGN
In this section designs are presented for control in the below- and near-rated operating
region. A schematic diagram of the overall control system is given in Figure 5.10. It is
seen that the turbine is controlled by two distinct proportional–integral (PI) controllers,
a spear valve torque, and blade pitch controller acting on individual rotor speed set point
errors es and eβ, respectively. As both controllers have a common control objective of
regulating the rotor speed and are implemented in a decentralized way, it is ensured that
they are not active simultaneously. The gain-scheduled pitch controller is designed and
implemented in a similar way as in conventional wind turbines (Jonkman et al., 2009)
and is therefore not further elaborated in this chapter. The spear valve torque controller,
however, is nonconventional and its controller design is outlined in this section.

For the below-rated controller design a passive torque control strategy is employed,
a description of which is given in Section 5.4.1. Subsequently, in Section 5.4.2, the in-
field active spear valve control implementation is evaluated using the dynamic drive-
train model.
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Figure 5.10: Schematic diagram of the DOT500 control strategy. When the control error e is negative, the con-
trollers saturate at their minimum or maximum setting. In the near-rated operating region, the rotor speed
is actively regulated to ωr,s,s by generating the spear position control signal sref, influencing the fluid pres-
sure and the system torque. When the spear valve is at its rated minimum position, the gain-scheduled pitch
controller generates a pitch angle set point βref to regulate the rotor speed at its nominal value ωr,β.

5.4.1. PASSIVE BELOW-RATED TORQUE CONTROL
The passive control strategy for below-rated operation is described in this section. Con-
ventionally, in below-rated operating conditions, the power coefficient is maximized by
regulating the tip-speed ratio at λ0 using generator torque control. Generally, the maxi-
mum power coefficient tracking objective is attained by implementing the feed-forward
torque control law

τsys =
ρairπR5Cp,max

2λ3 ω2
r = Krω

2
r , (5.43)

where Kr is the optimal mode gain in Nm (rad/s)-2.
As the DOT500 drivetrain lacks the option to directly influence the system torque,

hydraulic torque control is employed using spear valves. An expression for the system
torque for the hydraulic drivetrain is derived by substitution of Equations (5.11) and (5.13)
in Equation (5.14)

τsys =
Vp,hVp,k

Vp,b

1

ηm,h(ωr,∆ph)ηm,b(ωb,τb)ηm,k(ωb,∆pk)
∆pk, (5.44)

and by substituting Equations (5.10) and (5.12) an expression as a function of the spear
position is obtained:

τsys =
Vp,hVp,k

Vp,b

1

ηm,h(ωr,∆ph)ηm,b(ωb,τb)ηm,k(ωb,∆pk)

(
ρw

2

(
Qw

Cd Anz(s)

)2

−pk,f

)
. (5.45)

Now substituting Equations (5.5) and (5.6) in Equation (5.7) results in an expression re-
lating the water flow to the rotor speed:

Qw = Vp,hVp,k

Vp,b

ηv,kηv,bηv,h

1
ωr. (5.46)
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Combining Equations (5.45) and (5.46) and disregarding the water pump feed pressure
pk,f gives

τsys = ρw

2C 2
d A2

nz(s)

(
Vp,hVp,k

Vp,b

)3 (
ηv,hηv,bηv,k

)2

ηm,h(ωr,∆ph)ηm,b(ωb,τb)ηm,k(ωb,∆pk)
ω2

r = Ksω
2
r . (5.47)

Rotor speed variations cause a varying flow through the spear valve, which results in
a varying system pressure and thus system torque, regulating the tip-speed ratio of the
rotor. The above-obtained result shows that when Ks is constant, the tip-speed ratio can
be regulated in the below-rated region by a fixed nozzle area Anz. Under ideal circum-
stances, it is shown in (Diepeveen and Jarquin-Laguna, 2014) that a constant nozzle area
lets the rotor follow the optimal power coefficient trajectory and is called passive torque
control. This means that no active control is needed up to the near-rated operating re-
gion. For this purpose, the optimal mode gain Ks of the system side needs to equal that
of the rotor Kr in the below-rated region.

However, for the passive strategy to work, the combined drivetrain efficiency needs
to be consistent in the below-rated operating region. As seen in Equation (5.47), the
combined efficiency term is a product of the consequent volumetric divided by the me-
chanical efficiencies of all components as a function of their current operating point. To
assess the consistency of the overall drivetrain efficiency, different operating strategies
are examined. Subsequently, a component efficiency analysis is given.

OPERATIONAL STRATEGIES

Because hydraulic components are in general more efficient in high-load operating con-
ditions (Trostmann, 1995), it might be advantageous for a hydraulic wind turbine drive-
train to operate the rotor at a lower tip-speed ratio. Operating at a lower tip-speed ratio
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Figure 5.11: Torque control strategies for maintaining a fixed tip-speed ratio λ, tracking the optimal power
coefficient Cp,max (case 1) and the maximum torque coefficient Cτ,max (case 2). The dashed lines show the
wind speed corresponding to the distinct strategies (right y axis).
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results in a lower rotational rotor speed and a higher torque for equal wind speeds, but
at the same time decreases the rotor power coefficient Cp. By sacrificing rotor efficiency,
the resulting higher operational pressures might lead to maximization of the total drive-
train efficiency. For these reasons, an analysis of this trade-off is divided into two cases.

• Case 1: Operating the rotor at its maximum power coefficient Cp,max.
• Case 2: Operation at the maximum torque coefficient Cτ,max.

Referring back to the rotor power–torque curve in Figure 5.5 and substituting the val-
ues for operation at Cp,max and Cτ,max in Equation (5.43), optimal mode gain values of
Kr,p = 1.00·104 Nm (rad/s)-2 and Kr,τ = 2.05·104 Nm (rad/s)-2 are found for cases 1 and 2,
respectively. The result of evaluating the rotor torque path in the below-rated region for
the two cases is presented in Figure 5.11. Because of the lower tip-speed ratio in case 2,
the rotor speed is lower for equal wind speeds or a higher wind speed is required for op-
eration at the same rotor speed, resulting in a higher torque. An efficiency evaluation of
the proposed operational cases using actual component efficiency data is given in the
next section.

DRIVETRAIN EFFICIENCY AND STABILITY ANALYSIS

This section presents the available component efficiency data and evaluates steady-state
drivetrain operation characteristics for the two previously introduced operating cases.
The component efficiency characteristics primarily influence the steady-state response
of the wind turbine, as shown in Equation (5.47). To perform a fair comparison between
the two operating cases, the rotor efficiency is normalized with respect to case 1, result-
ing in a constant efficiency factor of 0.85 for operating case 2. Detailed efficiency data are
available for the oil pump and motor; however, as no data for the efficiency character-
istics of the water pump are available, a constant mechanical and volumetric efficiency
ofηm,k = 0.83 and ηm,k = 0.93 are assumed, respectively. The oil pump is supplied with
total efficiency data ηt,h as a function of the (rotor) speed ωr and the supplied torque
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Figure 5.12: Mechanical efficiency mapping of the oil pump and oil motor. Manufacturer-supplied data (gray
dots) are evaluated using an interpolation function. Operating cases 1 and 2 are indicated by the solid gray and
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Figure 5.13: Comparison of the total drivetrain efficiency for operating cases 1 and 2. It is observed that the
total efficiency is higher in the complete below-rated region for case 2. The efficiency over all rotor speeds is
also more consistent, enabling passive torque control using a constant nozzle area Anz.

τsys (Hägglunds, 2015). An expression relating the mechanical, volumetric, and total ef-
ficiency is given by

ηm,h(ωr,τsys) = ηt,h(ωr,τsys)

ηv,h
, (5.48)

where ηv,h is taken as 0.98, and the result is presented in Figure 5.12 (left). The plotted
data points (dots) are interpolated on a mesh grid using a regular grid linear interpola-
tion method from the Python SciPy interpolation toolbox (SciPy.org, 2017). Operating
cases 1 and 2 are indicated by the solid lines. The same procedure is performed for the
data supplied with the oil motor, the result of which is presented in Figure 5.12 (right), in
which ηv,b is taken as 0.98. As concluded from the efficiency curves, hydraulic compo-
nents are generally more efficient in the low-speed, high-torque, and/or high-pressure
region. It is immediately clear that for both the oil pump and the motor, operating the
rotor at a lower tip-speed ratio (case 2) is beneficial from a component efficiency per-
spective.

The drivetrain efficiency analysis for both operating cases is given in Figure 5.13.
The lack of efficiency data at lower rotor speeds in the left plot of Figure 5.13 (case 1)
is because of the unavailability of data at lower pressures. From the resulting plot it is
concluded that the overall drivetrain efficiency for case 2 is higher and more consistent
compared to case 1. The consistency of the total drivetrain efficiency is advantageous
for control, as this enables passive torque control to maintain a constant tip-speed ratio.
As a result of this observation, the focus is henceforth shifted to the implementation of a
torque control strategy tracking the maximum torque coefficient (case 2).

It should be stressed that this operational strategy is beneficial for the considered
drivetrain, but can by no means be generalized for other wind turbines with hydraulic
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drivetrains. As the overall efficiency of hydraulic components is a product of mechani-
cal and volumetric efficiency, a more rigorous approach would be to optimize the ideal
below-rated operational trajectory subject to all component characteristics. However, to
perform a more concise analysis, only the two given trajectories are evaluated.

A stability concern for operation at the maximum torque coefficient needs to be
highlighted. For stable operation, the value of kλ needs to be negative. As shown in
Figure 5.9, the stability boundary is located at a tip-speed ratio of 5.9. Operation at a
lower tip-speed ratio results in unstable turbine operation and deceleration of the rotor
speed to standstill. However, as concluded in (Schmitz et al., 2013), hydraulic drivetrains
can compensate for this theoretical instability, allowing for operation at lower tip-speed
ratios. Therefore, the case 2 torque control strategy is designed for the theoretical cal-
culated minimum tip-speed ratio of 5.9, and in-field test results need to confirm the
practical feasibility of the implementation.

5.4.2. ACTIVE NEAR-RATED TORQUE CONTROL
A feedback hydraulic torque control is derived for near-rated operation in this section.
To this end, active spear position control is employed to regulate the rotor speed. The
effect on fluid resonances is analyzed, as these are possibly excited by an increased ro-
tor speed control bandwidth. The in-field tests with corresponding control implemen-
tations are performed prior to the theoretical dynamic analysis of the drivetrain. For
this reason, the controller design and tunings used in-field are evaluated and possible
improvements are highlighted. In the following, the modeling parameters of the oil col-
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umn and spear valve actuator are defined. The parameters are subsequently used for
spear valve torque controller design.

DEFINING THE HYDRAULIC MODEL PARAMETERS

The high-pressure oil line in the DOT500 drivetrain is considered to contain SAE30 oil,
with a density of ρo = 900 kg m-3 and an effective bulk modulus of Kf,o = 1.5 GPa. The
hydraulic line is cylindrical with a length of Ll = 50 m, a radius of rl = 43.3 mm, and a bulk
modulus of Kl = 0.80 GPa (Hružík et al., 2013). According to Equation C.5, the equivalent
bulk modulus becomes Ke = 0.52 GPa. The dynamic viscosity of SAE30 oil is taken at a
fixed temperature of 20◦C, at which it reads a value of µ = 240 mPa s. With these data
the hydraulic inductance, resistance, and capacitance have calculated values of LH =
7.64 · 106 kg m-4, RH = 8.69 ·106 kg m-4 s-1 and 1/CH = 1.77 · 109 kg m-4 s-2, respectively.
Using Equation (C.10), the flow is calculated to be laminar as Re = 1244 with oil flow at
a nominal rotor speed of 1478 l min-1, and thus a correction factor fc = 4/3 is applied to
the hydraulic inductance.

By substitution of the calculated values in Equation (5.17), a visualization of the
transfer function frequency response is given in Figure 5.14 at a range of hydraulic line
lengths. In this Bode plot, it is shown that the line length has a great influence on the
location of the natural frequency and damping coefficient. A longer line shifts the fre-
quency to lower values and increases the damping coefficient.

MODELING SPEAR VALVE CHARACTERISTICS

For determining the time constant ts of the spear valve actuator model defined in Equa-
tion (5.22), a generalized (pseudo-random) binary noise (GBN) identification signal (God-
frey, 1993) is supplied to one of the spear valve actuators. From this test it is seen that the
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actuator has a fixed and rate-limited positioning speed of ṡmax = 0.44 mm s-1 and shows
no observable transient response.

Because of the nonlinear rate-limited response, an actuator model is parameter-
ized for the worst-case scenario. This is done by evaluating the response at maximum
actuation amplitude and determining the corresponding bandwidth such that closed-
loop reference position tracking is ensured. As concluded from in-field experiments, the
spear position control range in the near-rated operating region is 1.5 mm, and the cor-
responding time constant for reference tracking is given by ts = 1.69 s.

The spear position relates in a nonlinear fashion to the applied system torque as a
consequence of the spear valve geometry presented in Figures 5.7 and 5.8. Therefore, in
Figure 5.15, an evaluation of the spear valve pressure gradient with respect to the spear
position ks,s is given. This is done for distinct nozzle head diameters at a range of effec-
tive nozzle areas. It is shown that the spear pressure gradient with respect to the position
is higher for larger nozzle head diameters at equal effective areas.

TORQUE CONTROL DESIGN AND EVALUATION

The active spear valve torque control strategy employed during the in-field tests is now
evaluated. A fixed-gain controller was implemented for rotor speed control in the near-
rated region. As the goal is to make a fair comparison and evaluation of the in-field
controller design, the same PI controller is used in this analysis.

The dynamic drivetrain model presented in Section 5.3.2 is further analyzed. The lin-
ear state-space system in Equation (5.39) is evaluated at different operating points in the
near-rated region. The operating point is chosen at a rotor speed ofωr,s = 27 RPM, which
results in a water pump discharge flow of Q̄w = 2965 l min-1, taking into account the vol-
umetric losses. For the entire near-rated region, a range of wind speeds and correspond-
ing model parameters are computed and listed in Table 5.2. An analysis is performed
on the single-input single-output (SISO) open-loop transfer system with the speed er-
ror es as input and rotor speed as output, including the spear valve PI torque controller
used during field tests. The gains of the PI controller were Kp = 3.8 ·10−3 m (rad/s)-1, and
Ki = 6.6845 ·10−4 m rad-1.

By inspection of the state A matrix, various preliminary remarks can be made regard-
ing system stability and drivetrain damping. First it is seen that for the (2, 2) element,
the hydraulic resistance RH influences the intrinsic speed feedback gain k∗

Qin
. It was con-

cluded in Section 5.4.1 that the rotor operation is stable for negative values of kωr and
thus k∗

Qin
. Thus, the higher the hydraulic resistance, the longer the (2, 2) element stays

negative for decreasing tip-speed ratios, resulting in increased operational stability. This
effect has been observed earlier in (Schmitz et al., 2012; Schmitz et al., 2013), in which
it was shown that turbines with a hydraulic drivetrain are able to attain lower tip-speed
ratios. This is in accordance with Equations (C.13) and (C.14), in which it is shown that
the resistance term only influences the damping. Furthermore, the spear valve pressure
feedback gain ks,Qw provides additional system torque when the rotor has a speed in-
crease or overshoot, resulting in additional damping to the (3, 3) element in the state
matrix.

During analysis, an important result is noticed and is shown by discarding and in-
cluding the spear valve pressure feedback gain ks,Qw in the linearized state-space system.
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Ū = 11.8m/s

Figure 5.16: Bode plot of open-loop transfer, including controller from spear valve position reference to the
rotor speed, without spear valve pressure feedback gain ks,Qw . The phase margin (PM) at magnitude crossover
is indicated.

−100

0

M
ag

ni
tu

de
[d

B
]

Jr,ηm,Qw

Cd,Dnz,α, pw,l

Jr,ηm,Qw

Cd,Dnz,α, pw,l

Jr,ηm,Qw

Cd,Dnz,α, pw,l

Jr,ηm,Qw

Cd,Dnz,α, pw,l

Jr,ηm,Qw

Cd,Dnz,α, pw,l

Bode loop transfer w/ ks,Qw , in: es out: ωr
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Table 5.2: Parameters for linearization of the model in the near-rated operating region.

Description Symbol Value Unit

Wind speed Ū 10.6−11.8 m s-1

Rotor speed set point ω̄r 27.0 RPM
Water flow Q̄w 2965 l min-1

Water pressure p̄w,l 51.4−62.4 bar
Oil flow Q̄o 1354 l min-1

Oil pressure ∆p̄h 166−201 bar
Rotor torque τ̄r 163.8−198.7 kNm
Rotor inertia Jr 6.6 ·105 kg m2

Nozzle diameter Dnz 38 mm
Spear coning angle α 50 deg
Number of spear valves Ns 2 -
Discharge coefficient Cd 1.0 -
Effective nozzle area Anz 486.9−442 mm2

Spear position s̄ 4.64−4.18 mm
Density of air ρa 1.225 kg m-3

Density of oil ρo 900 kg m-3

Density of water ρw 998 kg m-3

Component mechanical efficiency ηm,x 0.85 -
Component volumetric efficiency ηv,x 0.95 -
Hydraulic line radius rl 43.3 mm
Hydraulic line length Ll 50.0 m
Hydraulic line volume VH 295 l
Hydraulic induction, oil LH 7.64 ·106 kg m-4

Hydraulic resistance, oil RH 8.69 ·106 kg m-4s-1

Equivalent bulk modulus, oil and line Ke 0.52 GPa
Dynamic viscosity, oil µo 0.240 Pa s
Spear valve actuator time constant ts 1.69 s
Pitch actuator time constant tβ 0.5 s

The open-loop Bode plot of the system excluding the term is presented in Figure 5.16 and
including the term in Figure 5.17. It is noted that the damping term completely damps
the hydraulic resonance peak in the oil column as a result of the intrinsic flow pressure
feedback effect. At the same time, the attainable bandwidth of the hydraulic torque con-
trol implementation is limited. This bandwidth-limiting effect becomes more severe by
applying longer line lengths and thus larger volumes in the discharge line, as it increases
the hydraulic induction. Fortunately, various solutions are possible to mitigate this effect
and are discussed next.

The effect of increasing different model parameters is depicted in Figure 5.17. In
the DOT500 setup an intermediate oil circuit is used, which is omitted in the ideal DOT
concept. Seawater has a higher effective bulk modulus compared to oil and this has
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feedback loop is stabilized, but that the dynamics vary with increasing wind speeds. A control implementation
that takes care of the varying spear valve position pressure gradient would lead to a more consistent response.

a positive effect on the maximum attainable torque control bandwidth for equal line
lengths. Moreover, a faster spear valve actuator has a positive influence on the attainable
control bandwidth.

From both figures it is also observed that the system dynamics change according to
the operating point. At higher wind speeds, the magnitude of response results is higher.
The effect was seen earlier in Figure 5.15, in which the pressure gradient with respect to
the spear valve position is higher for smaller effective nozzle areas. It is concluded that
the sizing of the nozzle diameter is a trade-off between the minimal achievable pressure
and its controllability with respect to the resolution of the spear positioning and actua-
tion speed.

The loop-shaped frequency responses attain a minimum and maximum bandwidth
of 0.35 and 0.43 rad s-1 with phase margins (PM) of 64 and 58◦, respectively. For later con-
troller designs a more consistent control bandwidth can be attained by gain-scheduling
the controller gains on a measurement of the water pressure or spear position. Closed-
loop step responses throughout the near-rated region (for different wind speeds) are
shown in Figure 5.18. It is seen that the controller stabilizes the system, and the con-
trol bandwidth increases for higher wind speeds.

5.5. IMPLEMENTATION OF CONTROL STRATEGY AND IN-FIELD

RESULTS
This section covers the implementation and evaluation of the derived control strategies
on the real-world in-field DOT500 turbine. In accordance with the previous section,
a distinction is made between passive and active regulation for below- and near-rated
wind turbine control, respectively. To illustrate the overall control strategy from in-field
gathered test data, operational visualizations are given in Section 5.5.1. Evaluation of the
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effectiveness of the passive below-rated and active near-rated torque control strategy is
presented in Section 5.5.2.

5.5.1. TURBINE PERFORMANCE CHARACTERISTICS AND CONTROL STRATEGY

To illustrate the overall control strategy, three-dimensional rotor torque and rotor speed
plots are shown as a function of spear position and wind speed in Figure 5.19. By fixing
the valve position at a range of positions, making sure that sufficient data are collected
throughout all wind speeds and binning the data accordingly, a steady-state drivetrain
performance mapping is derived. Both figures show the data binned in predefined spear
valve positions and wind speeds. This is done on a normalized scale, on which 0 % is the
maximum spear position (larger nozzle area) and 100 % the minimum spear position
(smaller nozzle area). The absolute difference between the minimum and maximum
spear position is 1.5 mm. The spear position is the only control input in the below-rated
region and is independent from other system variables. During data collection, the pitch
system regulates the rotor speed up to its nominal set point value when an overspeed
occurs.

In both figures the control strategy is indicated by colored lines. For below-rated op-
eration (black), the spear valve position is kept constant: Flow fluctuations influence the
water discharge pressure and thus the system torque. In near-rated conditions (gray),
the spear position is actively controlled by a PI controller. Under conditions of a con-
stant regulated water flow corresponding to ωr,s = 27 RPM, the controller continuously
adjusts the spear position and thus water discharge pressure to regulate the rotor speed.
Once the turbine reaches its nominal power output, the rotor limits wind energy power
capture using gain-scheduled PI pitch control (white), maintaining the rotor speed at
ωr,β = 28 RPM.

Spear valve position [%]

0
255075100

W
ind

sp
ee

d [m
/s]

5
10

15
20

R
ot

or
to

rq
ue

[k
N

m
]

0

50

100

150

200

Rotor torque mapping

50

75

100

125

150

175

200

225

Spear valve position [%]

0
255075100

W
ind

sp
ee

d [m
/s]

5
10

15
20

R
ot

or
sp

ee
d

[R
PM

]

0

10

20

Rotor speed mapping

12

14

16

18

20

22

24

26

28

Figure 5.19: Steady-state rotor torque and speed at predefined spear valve positions (nozzle areas) and wind
speed conditions. The black line indicates the operation strategy at fixed spear valve position in the below-
rated region, whereas the gray trajectory indicates active spear valve position control towards rated conditions.
The effect of blade pitching is indicated in white.



5

130 DELFT OFFSHORE TURBINE WITH HYDRAULIC DRIVETRAIN

0 20 40 60 80 100
Spear valve position [%]

10

15

20

25

30
R

ot
or

sp
ee

d
[R

PM
]

Tip-speed ratio mapping

15 20 25
Rotor speed [RPM]

4.0

4.5

5.0

5.5

6.0

6.5

7.0

Ti
p-

sp
ee

d
ra

tio
[-

]

Operational tip-speed ratio

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0
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5.5.2. EVALUATION OF THE CONTROL STRATEGY

Previously, in Section 5.4.1, drivetrain characteristics are deduced from prior compo-
nent information throughout the wind turbine operating region. Characteristic data
from the rotor, the oil pump, and the oil motor are evaluated to generate a hydraulic
torque control strategy. Due to the predicted consistent mechanical efficiency of the hy-
draulic drivetrain, the nozzle area can be fixed and no active torque control is needed
in the below-rated region. This results from the rotor speed being proportional to wa-
ter flow and relates to system torque according to Equation (5.47). From the analysis it
is also concluded that operating at a lower tip-speed ratio results in a higher and more
consistent overall efficiency for this particular drivetrain.

As concluded in Section 5.4.1, stable turbine operation is attained when the rotor
operates at a tip-speed ratio such that kλ is negative, and Figure 5.9 shows that the pre-
dicted stability boundary is located at a tip-speed ratio of λ = 5.9. Using the data ob-
tained from in-field tests, a mapping of the attained tip-speed ratios as a function of
the spear valve position and rotor speed is given in Figure 5.20. An anemometer on the
nacelle and behind the rotor measures the wind speed. As turbine wind speed mea-
surements are generally considered less reliable (Østergaard et al., 2007) and the effect
of induction is not included in this analysis, the obtained results serve as an indication
of the turbine behavior. The dashed line indicates the fixed spear position of 70 % and
is chosen as the position for passive torque control in the below-rated region. The at-
tained tip-speed ratio averages are presented in Figure 5.20 (left), and Figure 5.20 (right)
shows a two-dimensional visualization of the data indicated by the dashed line, includ-
ing 1 standard deviation. Closing the spear valve further for operation at an even lower
tip-speed ratio and higher water pressures resulted in a slowly decreasing rotor speed
and thus unstable operation.

In Figure 5.20, it is shown that the calculated tip-speed ratio is regulated around a
mean of 5.5 for below-rated conditions. Although the attained value is lower than the
theoretical calculated minimum tip-speed ratio of 5.9, stable turbine operation is at-
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Figure 5.21: Evaluation of the passive torque control strategy by comparison of the theoretical torque for case 2
to the torque measured by load pins in the oil pump suspension. For higher speeds, the passive torque control
strategy succeeds in near-ideal tracking of the desired case 2 path. At lower rotor speeds, the torque is higher
than the aimed theoretical line as a result of the lower combined drivetrain efficiency in this operating region.

tained during in-field tests. A plausible explanation is that the damping characteristics
of hydraulic components compensate for instability as predicted in Section 5.4.2.

Figure 5.21 shows reaction torque measurements by the load pins in the suspen-
sion of the oil pump to estimate the attained rotor torque during below-rated operation.
From the tip-speed ratio heat map and the rotor torque measurements it is concluded
that the case 2 (maximum rotor torque coefficient) strategy works on the actual turbine,
and the passive strategy regulates the torque close to the desired predefined path. How-
ever, as seen in both figures for lower rotor speeds, the tip-speed ratio attains lower val-
ues and the rotor torque increases. An explanation for this effect is the decreased me-
chanical water pump efficiency, the efficiency characteristics of which, as stated earlier,
are unknown. An analysis of the water pump efficiency is performed using measurement
data and shows nonconstant mechanical efficiency characteristics: The efficiency drops
rapidly when the rotor speeds is below 15 RPM.

Finally, the active spear valve torque control strategy is evaluated. The aim is to reg-
ulate the rotor speed to a constant reference speed in the near-rated operating region.
In-field test results are given in Figure 5.22, in which the environmental conditions were
such that the turbine operated around the near-rated region. All values are normalized
for convenient presentation. It is shown that active spear valve control combined with
pitch control regulates the wind turbine for (near-)rated conditions in a decentralized
way. Small excursions to the below-rated region are observed when the spear valve po-
sition saturates at is minimal normalized value. The spear position tracks the control
signal reference and shows that the strategy has sufficient bandwidth to act as a substi-
tute for conventional torque control.
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Figure 5.22: A time series showing the hydraulic control strategy for the DOT500 turbine. The spear valve
position actively regulates the rotor speed as a substitute for conventional turbine torque control. In the
above-rated region, pitch control is employed to keep the rotor at its nominal speed. All signals in this plot
are normalized.

5.6. CONCLUSIONS
This chapter presents the controller design for the intermediate DOT500 hydraulic wind
turbine. This turbine with a 500 kW hydraulic drivetrain is deployed in-field and served
as a proof of concept. The drivetrain included a hydraulic transmission in the form of
an oil circuit, as at the time of writing a low-speed high-torque seawater pump was not
commercially available and is being developed by DOT.

First it is concluded that for the employed drivetrain, operating at maximum rotor
torque, instead of maximum rotor power, is beneficial for drivetrain efficiency maxi-
mization. This results not only in an increased overall efficiency, but comes with an
additional advantage of the efficiency characteristics being consistent for the consid-
ered drivetrain. From a control perspective, a consistent overall drivetrain efficiency is
required for successful application of the below-rated passive torque control strategy.
Another benefit of the hydraulic drivetrain is the added damping, enabling operation at
lower tip-speed ratios. It is shown using in-field measurement data that the passive strat-
egy succeeds in tracking the torque path corresponding to maximum rotor torque for a
large envelope in the below-rated region. For a smaller portion, the combined drivetrain
mechanical efficiency drops, which results in deviation from the desired trajectory.

Secondly, a drivetrain model including the oil dynamics is derived for spear valve
controller design in the near-rated region. It is shown that by including a spear valve as a
control input, the hydraulic resonance is damped by the flow-induced spear valve pres-
sure feedback. This intrinsic pressure feedback effect also limits the attainable torque
control bandwidth. However, this limiting effect can be coped with by using a stiffer
fluid, a decreased hydraulic line volume, or a faster spear valve actuator. The sizing of
the nozzle head diameter influences the pressure sensitivity with respect to the spear
position and affects the attainable control bandwidth by spear valve actuation speed
constraints and positioning accuracy. In-field test results show the practical feasibility of
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the strategy including spear valve and pitch control inputs to actively regulate the wind
turbine in the (near-)rated operating region. Future controller designs will be improved
by including a control implementation taking into account the varying spear valve pres-
sure gradient. This will result in a higher and more consistent system response.

The ideal DOT concept discards the oil circuit and only uses water hydraulics with
an internally developed seawater pump. As a result, the controller design process is sim-
plified and the overall drivetrain efficiency should be greatly improved. Future research
will focus on the design of a centralized control implementation for DOT wind turbines
acting in a hydraulic network.

Data availability. The data set and code used in this chapter are available under:
https://doi.org/10.5281/zenodo.1405387 (Mulders et al., 2018b).
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6.1. CONCLUSIONS
Advances in control algorithms are of key importance for the sustained growth of wind
turbine power capacities. While an abundance of research has been conducted to such
algorithms, a spectrum of problems remains relatively understated by the absence of a
careful analysis, and consequent controller designs. For this reason, the following thesis
goal was posed in the Introduction of this dissertation:

Thesis goal: Develop analysis tools based on established control theory, providing
optimal control solutions for stimulating advancements in wind turbine technology.

To fulfill this goal, well-known control concepts that lack a thorough analysis were
further explored in this thesis. As a result, established control implementations from the
literature, aiming for tower and blade fatigue load reductions, are taken to a next level.
The higher load reducing capabilities enable the more economical use of materials, re-
sulting in turbines with higher specific powers. Also, by including the advancements in
a publicly available and universal wind turbine controller, disciplines are supported in
the proper assessment of innovations. Finally, the overall gathered insights, have led to
the synthesis of a successful control system for a wind turbine with a hydraulic drive-
train configuration. The combined contributions of this thesis stimulate advancements
in wind turbine technology, and facilitate the development of next-generation wind tur-
bines, ultimately lowering the cost of wind energy.

According to the subgoals stated in the Introduction, the conclusions on the differ-
ent parts of this thesis are presented next. The main conclusions are divided in three
sections, following the structure of this thesis. First, finalizing comments on the open-
source and publicly available control software packages are given. Then, conclusions are
drawn on the control methodological advances for blade and tower fatigue load reduc-
tions. The last section presents the conclusions on the controller design for a real-world
hydraulic wind turbine, based on the Delft Offshore Turbine (DOT) concept.

OPEN-SOURCE AND PUBLICLY AVAILABLE CONTROL SOFTWARE
The proper assessments of novel algorithms and innovations heavily relies on decent
(baseline) controller performance. However, broadly available and convenient controller
design software packages were still lacking. For this reason, the first research question
posed in this thesis was:

I: What are the prevalently applied operational and load mitigating wind turbine
control methods, and is it possible to develop a universal baseline controller code,
and improve on widely accepted ideas?

To answer this research question, three control-oriented packages for wind turbines
were developed. First, for the purpose of providing a de facto standard and baseline
wind turbine control solution, the Delft Research Controller (DRC) has been developed.
The controller achieves this goal by providing extensive documentation, and baseline
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tunings for celebrated reference models, in an easy to use and modular framework. Fur-
thermore, the controller is being adopted by the National Renewable Energy Laboratory
(NREL) and is dubbed as the Reference OpenSource Controller (ROSCO) (NREL, 2020),
stimulating its wide acceptance.

Secondly, besides the DRC – that is written in a high-level programming language
– a MATLAB Simulink tool is developed for convenient graphical controller design and
compilation. The main benefits of this tool are the insightful development environment,
and the possibilities for utilization of built-in Simulink objects and functions.

Finally, a graphical user interface for NREL’s aeroelastic simulation code FAST has
been developed. The tool is dubbed as FASTTool, and is intended for educational pur-
poses in wind turbine (controller) design. By reflecting parameter changes in a three-
dimensional animated turbine visualization, FASTTool provides people new to the field
with insights in the design process. The software is aimed at the education of engineer-
ing talent formulating future technological innovations.

The software packages have been established with the aim of control software stan-
dardization, and supporting the wind turbine community in doing sound evaluations of
proposed innovations. With these incentives in mind, and to improve on transparency
and stimulating collaborations, all code is open-source and publicly available.

BLADE AND TOWER FATIGUE LOAD REDUCING CONTROL METHODS
Control methods for fatigue load reductions facilitate a path towards next-generation
wind turbines, with higher power ratings, a more economical use of materials, and thus
increased cost effectiveness. In this thesis, two approaches for algorithmic advance-
ments are employed to solve prevailing load mitigating design problems.

The first approach entailed the further analysis and improvements to existing ideas
and control schemes, by exploiting well-developed methods from classical control the-
ory. This method is applied to the mitigation of periodic blade loads using individual
pitch control (IPC). For IPC implementations, the azimuth offset is a frequently em-
ployed design variable in the literature. However, up until recently, different claims on
the effects of the offset were reported, and no profound analysis was performed of its
implications. Therefore, the following research question was formulated:

II: How do we develop analysis tools based on established control theory to dis-
close the effect(s) of the commonly applied azimuth offset for individual pitch con-
trol using the multiblade coordinate transformation? Can we subsequently use tra-
ditional controller design methods to improve (practical) load mitigating perfor-
mance levels, towards the application of larger rotors?

The investigation in this thesis has shown that the azimuth offset improves the de-
coupling of the nonrotating yaw and tilt rotor moment axes. The optimal offset is highly
related to the current operating point, and the system dynamics in the rotating frame,
with special attention to off-diagonal interactions and phase delays. Furthermore, the
offset reduces directionality and makes the system diagonally dominant, allowing for
the application of single-input single-output (SISO) control loops. In an evaluation of
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a combined 1P + 2P IPC implementation, omittance of the correct offset value results in
an increased actuator duty cycle and fatigue load amplification, accelerating structural
damage. The inclusion of the offset is of increased importance for larger rotors with
more flexible blades, because of higher phase losses and possibly increased blade load
cross-coupling in the rotating frame.

The second approach employed the application of advanced control methods, to
provide extended capabilities and to reach performance levels that are unattainable for
schemes based on classical control techniques. This methodology is applied to the prob-
lem of tower resonance excitation prevention for the side-side direction. Preventing such
excitation is attained by skipping over a predefined resonance inducing frequency, and
facilitates the application of tall, light-weight, and more flexible soft-soft tower configu-
rations. Therefore, upon the creation of a resonance frequency skipping algorithm, the
third research question introduced in this thesis was:

III: Can we create a practically feasible model predictive control scheme, replac-
ing existing implementations based on traditional control methods, for prevent-
ing the excitation of critical resonances, towards the application of taller and more
cost/weight-effective towers?

The proposed frequency skipping strategy performs a dynamically optimal trade-
off between produced energy and loads for the prevention of tower resonance excita-
tion. For the effectuation of this strategy, a combination of control techniques is used
in an intuitive and efficient model predictive control (MPC) framework. First, for con-
vexification of the optimization problem, a demodulation transformation is applied to
the dynamics of a wind turbine tower. After augmentation of the result with an aerody-
namic wind turbine model, a quasi-linear parameter varying (LPV) system description
is obtained. The beneficial properties of the quasi-LPV model are exploited in an effi-
cient MPC scheme. The qLPV-MPC framework converges towards the LPV scheduling
sequence by performing multiple iterative QP solves in the first time step. Subsequent
time steps only require a single QP solve by using a scheduling sequence warm start from
the previous time step. Results show a significant reduction in the excitation of the tower
fundamental frequency by sacrificing produced energy: The trade-off between power
production and load reductions is conveniently tuned by weighting matrices.

MODELING AND CONTROLLER DESIGN FOR HYDRAULIC DRIVETRAINS

Wind turbine hydraulic drivetrains, approach wind energy cost reductions from a system
design perspective. Using hydraulics might form an opportunity for reducing turbine
weight, maintenance requirements, complexity, and thus the cost of wind energy. How-
ever, for hydraulic wind turbines to be commercially successful, an energy efficiency
maximizing development has to take place. The first steps in realizing this goal, have
been laid out by real-world and full-scale prototype tests with a retrofitted hydraulic
drivetrain turbine. For the development of an effective control strategy for the in-field
wind turbine, the last research question posed in this thesis is:
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IV: Are the analysis tools in subquestion/challenge I practically feasible to estab-
lish an operational strategy and controller design for a real-world wind turbine, with
a fundamentally different hydraulic drivetrain configuration?

To fulfill this goal, first a model of the 500 kW hydraulic drivetrain configuration has
been established. Consequently, based on this model, a controller design and strategy
was derived. The main conclusion from the in-field experiment is that the overall drive-
train efficiency is maximized by operating the rotor away from its optimal aerodynamic
efficiency at lower tip-speed ratios. This strategy resulted in higher torques and line pres-
sures, operating the hydraulic components in more favorable efficiency regimes. The
added hydraulic damping aided the operation at lower tip-speed ratios.

Furthermore, successful application of the passive torque control strategy for below-
rated operation has been demonstrated. From a control perspective, a consistent overall
drivetrain efficiency is required for successful application of this passive strategy. The
practical feasibility of an active (near-)rated region control scheme, using spear valve
and pitch actuation, has also been proven during the in-field tests. However, the intrinsic
pressure feedback induced by the spear valve also limits the attainable torque control
bandwidth. Methods have been proposed on how to cope with this limitation.

The in-field tests were performed on an intermediate version of the ideal DOT con-
cept, including an oil circuit. The ideal DOT concept discards the oil circuit and only
uses water hydraulics with an internally developed seawater pump. As a result, the con-
trol design process is simplified and the overall drivetrain efficiency should be greatly
improved.

6.2. RECOMMENDATIONS
This work has presented advances for controller standardization, improvements for load
mitigation strategies, and a strategic analysis for optimally operating turbines with a hy-
draulic drivetrain. In the course of the research, potential interesting opportunities for
further investigation were identified. These recommendations are summarized in this
section.

1. The presented DRC baseline wind turbine controller, consists of more conven-
tional control elements. While such control architectures provide ease of imple-
mentation, and result in sufficient performance levels, the industry recognizes the
potential of predictive control methods such as model predictive control. MPC
has the ability of handling constraints, and offers straightforward integration with
more complex multivariable and nonminimum phase systems. The development
of a publicly available and open-source MPC-based controller, is therefore the first
recommendation. The development should be performed in a modern and easy
accessible programming language, such as Python. As in the DRC, the practical
feasibility of implementations should be kept in mind. Wide acceptance of a more
advanced controller could bring the scientific community on par with control per-
formance levels seen in the industry.



6.2. RECOMMENDATIONS

6

141

2. As shown in this thesis, IPC implementations employing the MBC transformation
– optimally tuned by the azimuth offset – can use basic control elements for at-
taining high performance levels. However, the downside of such an architecture
is that without applying logic, the controller is always active. That is, even by the
presence of an insignificant amount of fatigue blade loading, the pitch system is
continuously active. This increases the actuator duty cycle and possibly reduces
lifetime expectancies. Predictive control methods could form an elegant solution
for this problem. These control techniques naturally have the ability of incorpo-
rating constraints on the control signal, and therefore form an interesting oppor-
tunity for IPC. With MPC, it should be possible to permit fatigue stresses up to
some predefined limit (no control), and only activate control when the threshold
is exceeded.

3. Perform a practical evaluation of the proposed blade and tower fatigue load mini-
mization techniques in laboratory wind tunnel, or full-scale turbine experiments.
While the innovations proposed in the corresponding chapters are evaluated in
high-fidelity simulations, it would be interesting to explore the practical hurdles,
and see the real-world benefits.

4. A distinction can be made between control strategies for above-rated regulation:
Either the generator torque or generator power is held constant. When employing
a power regulating implementation, the rated power of the turbine is mathemat-
ically divided by the low-pass filtered measured rotational speed, resulting in the
generator torque demand. In case over an overspeed, the torque demand is low-
ered to keep the power constant. However, this control action results in an even
higher speed excursion, for which the pitch controller has to correct. A proper
analysis of this phenomenon could lead to a more effective controller tuning, and
enhanced performance levels.

5. For the tower resonance excitation prevention scheme, a demodulation transfor-
mation is employed, convexifying the control optimization problem. By further
manipulations, a quasi-LPV system is obtained, which has the advantage of its
scheduling variable being part of the state vector. The proposed combination with
an efficient MPC scheme, only requires a single quadratic program (QP) solve in
each time step, and shows to be very effective and tractable for practical appli-
cation. The combination of techniques is interesting and poses opportunities for
further research. Example might be to explore the ability of excluding the opera-
tion at multiple, distinct frequencies, or the possibilities for more insightful blade
fatigue load reduction implementations.

6. Although the work on Bayesian optimization (BO) is not included in this thesis,
it was found that the optimization routine is tractable for fixed-structure con-
troller tuning. Bayesian optimization is an efficient algorithm for the optimiza-
tion of black box functions or systems, of which the evaluation is (computation-
ally) expensive. Often, the damage equivalent load (DEL) is a design driver for
controller tunings, however, the quantity can only be computed offline from time-
series data. The application of BO acting on a multiobjective cost function, includ-
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ing the DEL, yields an efficient setup for controller tuning. Frameworks for the
tuning of a fixed-structure 1P + 2P IPC implementation, and a Kalman filter-based
wind speed estimator have already been developed, and show promising results.
Application to other, more complex, possibly nonlinear fixed-structure controller
implementations might be an interesting opportunity for exploration.
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A
INCLUDING THE AZIMUTH OFFSET

IN A STATE-SPACE REPRESENTATION

The state-space system representation with inclusion of the azimuth offset is presented
here. The derivation is based on the work by (Bir, 2008b) and the corresponding MBC3
code (Bir, 2008a). The MBC3 implementation assumes that the dynamics from individual
blade pitch angles to blade root out-of-plane bending moments are described as second-
order models. This is in accordance with linear systems obtained from the high-fidelity
wind turbine simulation software package FAST (NWTC Information Portal, 2019).

The rotating system is related to the nonrotating system by

X = T̃
−1
n XNR (A.1)

and

T̃
−1
n (ψ+ψo) =

[
I F×F 0

0 T̃ −1
n (ψ+ψo)

]
, (A.2)

where F represents the number of fixed-frame degrees of freedom and T̃
−1

(ψ+ψo) ∈
R(F+Bm)×(F+Bm) is a diagonal matrix, where m is the number of rotating degrees of free-
dom. The forward transformation, transforming the rotating out-of-plane blade mo-
ments into their nonrotating counterparts, is defined by T (ψ). Now, combining the re-
sults, the following relations transform the periodic matrices to a nonrotating reference
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frame by applying a state-coordinate change

A =
[
T n(ψ) 0

0 T n(ψ)

]
A∗(ψ)

([
T̃

−1
n (ψ+ψo) 0

ωrT
−1
n,2 T̃

−1
n (ψ+ψo)

]

−
[

ωrT
−1
n,2 0

ω2
r T

−1
n,3 + ω̇rT

−1
n,2 2ωrT

−1
n,2

])
,

(A.3)

B =
[
T n(ψ) 0

0 T n(ψ)

]
B∗(ψ)T −1

n c(ψ+ψo), (A.4)

C =T n,o(ψ)
[
C∗

1 (ψ)T −1
n (ψ+ψo)+ωrC∗

2 (ψ)T −1
n C∗

2 (ψ)T −1
n (ψ+ψo)

]
, (A.5)

D =T n,o(ψ)D∗(ψ)T −1
n,c(ψ+ψo), (A.6)

where T 2,3 are the first and second time derivative of T , independent of the azimuth
offset ψo. The (·)∗ notation refers to the system A, input B , output C and feed-through
D matrices defined in the rotating frame, and the matrices A∗ ∈ Rr×r and C∗ ∈ Rq×r are
partitioned as

A∗(ψ) =
[

0 I
A∗

K(ψ) A∗
C(ψ)

]
, (A.7)

C∗(ψ) = [
C∗

1 (ψ) C∗
2 (ψ)

]
. (A.8)

As it is assumed that the rotating linearized models only include in- and outputs corre-
sponding to rotating degrees of freedom, the matrices T −1

c and T o are equal to T −1.
For obtaining the forward transformation matrix, the inverse matrices T −1, T −1

c and
T −1

o are required.



B
PREVENTING TOWER RESONANCE

EXCITATION BY A QUASI-LPV MPC
FRAMEWORK

B.1. THE AFFINE LPV MODEL REPRESENTATION AND DISCRETIZA-
TION

This section presents the process of converting the LPV model derived in Section 4.3.2 to
its affine form. For this, the steady-state offset values of the state, input and output val-
ues are saved for each linearization. The offsets are indicated by a (̆·), and the following
relations

q̂(t , p∗) = q(t )− q̆(p∗), (B.1)

û(t , p∗) = u(t )− ŭ(p∗), (B.2)

ŷ(t , p∗) = y(t )− y̆(p∗), (B.3)

are substituted in Eq. (4.28), such that the affine form is obtained:

q̇(t ) = A(p)(q(t )− q̆(p∗))+B(p)(u(t )− ŭ(p∗))+ ˙̆q(p∗) (B.4)

y(t ) = C(p)(q(t )− q̆(p∗))+ y̆(p∗), (B.5)

in which p(t ) = p∗(t ) indicates the current linear model in the LPV scheduling space (Math-
Works, 2019). Because a finite set of linear models is taken, the scheduling variable might
fall between two model scheduling points. In this case, either the nearest offsets cor-
responding to the current scheduling value are taken, or a linear interpolation is per-
formed. When the models are defined on a fine enough grid, the advantage of increased
accuracy by interpolation diminishes, and therefore the nearest model approach is em-
ployed.
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As a sample-based and fixed time-step control setup is employed, the continuous-
time system is converted to its discrete-time equivalent

q(k +1) = Ad(pk)(q(k)− q̆(p∗
k ))+Bd(pk)(u(k)− ŭ(p∗

k ))+ q̆(p∗
k ) (B.6)

y(k) = C(pk)(q(k)− q̆(p∗
k ))+ y̆(p∗

k ), (B.7)

in which k is the discrete time-step variable, and the matrix subscripts (·)d indicate the
discrete time counterparts of the system and input matrices. Discretization of A and B
is performed using a fourth order Runge-Kutta discretization method (Shampine et al.,
1997), of which the matrix transformation relations are given by

Ad = 1

24
A4t 4

s +
1

6
A3t 3

s +
1

2
A2t 2

s +Ats + In, (B.8)

Bd = 1

24
A3Bt 4

s +
1

6
A2Bt 3

s +
1

2
ABt 2

s +Bts + In. (B.9)

Note that the last term of Eq. (B.6), originating from the left-hand side of the equation, is
in the discrete-time case taken at the current time instant, as the output for scheduling
the next state offset q̆ is unavailable at time step k.
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B.2. LPV FORWARD PROPAGATION MATRICES
This section defines the LPV forward-propagation matrices of Eq. (4.35):

Y k+1 =


yk+1

yk+2
...

yk+Np

 , Y̆ k+1(Pk ) =


y̆(pk+1)
y̆(pk+2)

...
y̆(pk+Np

)

 , ∆U k (Pk ) =


uk − ŭ(pk)

uk+1 − ŭ(pk+1)
...

uk+Np−1 − ŭ(pk+Np−1)



H(Pk ) =


C (pk+1)A(pk )

C (pk+2)A(pk+1)A(pk )
...

C (pk+Np
)A(pk+Np−1) . . . A(pk )

 , ∆X̆ k (Pk ) =


x̆(pk)− x̆(pk+1)

x̆(pk+1)− x̆(pk+2)
...

x̆(pk+Np−1)− x̆(pk+Np
)

 , ,

S(Pk ) =


C (pk+1)B(pk ) 0 . . . 0

C (pk+2)A(pk+1)B(pk ) C (pk+2)B(pk+1) . . . 0
...

. . .
...

C (pk+Np
)A(pk+Np−1) . . . A(pk+1)B(pk ) · · · C (pk+Np

)B(pk+Np−1)

 ,

L(Pk ) =


C (pk+1) 0 . . . 0

C (pk+2)A(pk+1) C (pk+2) . . . 0
...

. . .
...

C (pk+Np
)A(pk+Np−1) . . . A(pk+1) · · · C (pk+Np

)

 ,

D(Pk ) =


D(pk+1) 0 · · · 0

0 D(pk+2) · · · 0
...

. . .
...

0 · · · D(pk+Np
)







C
THE DOT HYDRAULIC WIND

TURBINE

C.1. DEFINITION OF HYDRAULIC INDUCTION, RESISTANCE AND

CAPACITANCE
Hydraulic induction. The hydraulic induction LH resembles the ease of acceleration of a
fluid volume and is related to the fluid inertia If by

LH = fcIf = fc
ρLl

A
, (C.1)

with the assumption that the flow speed profile is radially uniform (Akers et al., 2006).
For this reason, a distinction should be made between laminar and turbulent flows in
circular lines: the induction of a laminar flow is generally corrected by a factor fc =
4/3, whereas a turbulent flow does not need correction with respect to the fluid iner-
tia If (Bansal, 1989).
Hydraulic resistance. The hydraulic resistance dissipates energy from a flow in the form
of a pressure decrease over a hydraulic element. In most cases, hydraulic resistances
are taken as an advantage by means of control valves. For example, by adjusting a valve
set point, one adjusts the resistance to a desired value. Mathematically, the hydraulic
resistance relates the flow rate to the corresponding pressure drop,

∆pR =QRH, (C.2)

analogous to an electrical circuit in which the voltage over a resistive element equals the
current times the resistance. The hydraulic resistance for a hydraulic line with a circular
cross section and a laminar flow is

RH,l =
8µLl

πr 4
l

, (C.3)
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which is a constant term independent of the flow rate. For a turbulent fluid flow, the
computation of the resistance is more involved and results in a quantity that is depen-
dent on the flow rate and effective pipe roughness. For simulation purposes this would
require reevaluation of the resistance in each time step or for each operating point dur-
ing linear analysis. Such a nonlinear time-variant (NLTV) system is employed in (Buha-
giar et al., 2016), updating the resistive terms in each iteration for a hydraulic variable-
displacement drivetrain with seawater under turbulent conditions.
Hydraulic capacitance. Because of fluid compressibility and line elasticity, the amount
of fluid can change as a result of pressure changes in a control volume. The effective bulk
modulus Kf of a fluid is defined by the pressure increase to the relative decrease in the
volume:

d p = Kf
dV

VH
, Kf =VH

d p

dV
. (C.4)

The equivalent bulk modulus (Merritt, 1967) of a compressible fluid without vapor or
entrapped air in a flexible line with bulk modulus Kl is defined as

Ke =
(

1

Kf
+ 1

Kl

)−1

. (C.5)

Subsequently, the pressure change with respect to time is

ṗ = d p

d t
= Ke

1

VH

dV

d t
= Ke

VH
Q = 1

CH
Q, (C.6)

and thus the hydraulic capacitance CH is directly proportional to the volume amount
and gives the pressure change according to a net flow variation into a control volume.

C.2. MODEL DERIVATION OF A HYDRAULIC CONTROL VOLUME
For modeling the dynamics of a volume in a hydraulic line, analogies between mechani-
cal and hydraulic systems are employed for convenience. First, the differential equation
for a standard mass–damper–spring system driven by an external force F is given by

F = mẍ + cẋ +kx. (C.7)

For conversion to a hydraulic equivalent expression, the driving mechanical force is
substituted by F = ∆p A, the control volume mass is taken as m = ρVH = ρALl, and the
fluid inflow velocity defined as ẋ =Q/A. By rearranging terms, one obtains

∆p = ρLl

A
Q̇ + c

A2 Q + k

A2

∫
Qd t , (C.8)

which is further simplified into

∆p = LHQ̇ +RHQ + 1

CH

∫
Qd t , (C.9)
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where LH, RH and CH are the hydraulic induction, resistance, and capacitance (Esposito,
1969), respectively, and are defined in Appendix C.1. The former two of these three quan-
tities depends on the flow Reynolds number, which shows whether the inertial or viscos-
ity terms are dominant in the Navier–Stokes equations (Merritt, 1967). The Reynolds
number is defined as

Re = D lvρ

µ
, (C.10)

where D l = 2rl is the line diameter, and µ the fluid dynamic viscosity. For Reynolds num-
bers larger than 4000 the flow is considered as turbulent and the inertial terms are dom-
inant, whereas for values smaller than 2300 the viscosity terms are deemed dominant.

For evaluation of the natural frequency ωn and damping coefficient ζ for the con-
sidered system, the characteristic equation by neglecting the external excitation force
(∆p = 0) is defined as

0 = Q̇ + RH

LH
Q + 1

CHLH

∫
Qd t (C.11)

= Q̇ +2ζωnQ + ω2
n

∫
Qd t . (C.12)

Evaluating the quantities ωn and ζ results in

ωn =
√

1

CHLH
, (C.13)

ζp = RH

2

√
CH

LH
. (C.14)

The inverse result of Equation (C.9) is obtained (Murrenhoff, 2012), with flow Q as the
external excitation and ∆p as output:

Q =CH∆ṗ + 1

RH
∆p + 1

LH

∫
∆pd t . (C.15)

Now by evaluating the characteristic equation

0 =CH∆ṗ + 1

RH
∆p + 1

LH

∫
∆pd t (C.16)

= ∆ṗ + 1

RHCH
∆p + 1

LHCH

∫
∆pd t , (C.17)

and using Equation (C.12), it is seen that the natural frequency remains unchanged with
the result obtained in Equation (C.13), but the definition of the damping coefficient
changes:

ζQ = 1

2RH

√
LH

CH
. (C.18)
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Finally, the differential equation defined by Equation (C.9) is expressed as a transfer
function in

GQ/∆p(s) = 1/LH

s + (RH/LH)+1/(CHLHs)
(C.19)

= s/LH

s2 + (RH/LH)s +1/(CHLH)
, (C.20)

and the same is done for Equation (C.15):

G∆p/Q(s) = 1/CH

s +1/(RHCH)+1/(CHLHs)
(C.21)

= s/CH

s2 +1/(RHCH)s +1/(CHLH)
. (C.22)
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