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Summary
Technological advancements and miniaturization of space hardware now allows small satellites,

having a mass below 500 kg, to perform missions that used to only suite larger class satellites. How-
ever, low downlink data rates are limiting the scientific and commercial return for small satellite mis-
sions. As the payload capabilities and mission complexity of the small satellites increases, higher
payload downlink capability is required [1], [2] creating the need for higher performing downlink archi-
tectures.

This thesis investigated a novel downlink communication architecture for Earth orbiting small satel-
lites in which data is relayed through non-geostationary orbit (NGSO) (mega-)constellations. Compa-
nies such as Telesat, SpaceX, OneWeb and O3b are building constellations aimed to provide broad-
band connectivity from space [3]. Some of their constellation proposals are called mega-constellations
by the large number of satellites used to provide global coverage. The satellites in these NGSO (mega-)
constellations have their orbits, field-of-views, spot beams and frequency re-use schemes optimized for
ground coverage. This leaves gaps in low Earth orbit (LEO) where a small satellite is not in view of the
constellation satellite. This results in interesting challenges for the proposed LEO-to-NGSO data-relay
downlink system, requiring consideration of the orbital dynamics between the satellites as well as the
the design trade-offs for the communication system in order to evaluate the concept and estimate its
performance.

An analysis into the small satellite market shows an increase in missions using constellations of
small satellites for EarthObservation (EO), Remote Sensing (RS) and Internet-of-Things (IoT)/Machine-
to-Machine (M2M). In these categories, the EO missions are producing a significant amount of data in
LEO up to 80 GByte per orbit per satellite [2] with constellations growing beyond 100 satellites. Recent
publications show that the payload downlink systems on these small satellites are outperforming those
on larger class satellites by size, mass and throughput. It is expected that the need will grow for higher
payload downlink performance for EO and IoT/M2M satellites.

Concept missions were setup and analysed for each of these two potential use-cases of the NGSO
data-relay downlink. A visibility and contact time analysis for eight upcoming LEO and medium Earth
orbit (MEO) (mega-)constellations showed that the higher altitude LEOmega-constellations, those with
orbital shells at 1500 km altitude such as Telesats constellation, offered coverage with long duration
inter-satellite passes. The MEO constellations offered the longest contact opportunities reaching up to
50 minutes of continuous coverage from a single satellite. The Telesat LEO mega-constellation and
the O3b mPOWER MEO constellation were selected to perform a design optimization of a data-relay
downlink for the two concept missions.

A vectorized orbital simulator and a multi-objective genetic algorithm optimization framework were
developed to analyse the performance and design characteristics of the proposed NGSO data-relay
downlink. The vectorized orbital simulator provides all contact opportunities in which two satellites have
line-of-sight for a given simulated period. This data is used in the design optimization that considers
all components of the small satellite payload downlink system including the modulator, modulation and
coding scheme, power amplifier and the antenna. This optimization framework is also able to show
the requirements on other satellite subsystems to support a data-relay downlink such as those on the
power system and the attitude determination and control system.

Four scenarios were analysed using the data-relay optimization framework, a EO use-case and a
IoT/M2M use case for two target constellations, the Telesat LEO constellation and the O3b mPOWER
MEO constellation. Each scenario was considered individually over a mission period of three orbits.
The design optimization for EOmissions showed that when using a data-relay downlink with the Telesat
mega-constellation, a higher throughput per orbit can be achieved for the same energy consumption
per orbit. The data-relay downlink for that mission would use a 35 dBi deployable reflect array antenna
that is combined with the solar array. The transmitter would have a peak total power dissipation of 40
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W using the 32-amplitude and phase-shift keying (APSK) 9/10 forwards error correction (FEC) mode
of the DVB-S2 standard and 300 MHz of transmission bandwidth.

For the IoT/M2M use-case it was found that using a data-relay downlink with the Telesat mega-
constellation could offer a lower latency between the time data is collected from sensors on the ground
to delivery to the user. This design would use 4.8 dBi low-gain patch antenna to minimize the need
for pointing the satellite. The transmitter would have a peak total power dissipation of 30 W using the
8-APSK 9/10 FEC mode of the DVB-S2 standard and 5 MHz of transmission bandwidth.

The scenarios run with the O3bmPOWER constellation showed that similar numbers are achievable
however the increased distance from LEO-to-MEO requires more energy consumption and a higher
gain antenna that would take up a large portion of the available volume on the targeted small satellite
platforms. In all optimizations, the generated design for the data-relay downlink are possible using the
current state-of-the-art small satellite communication technologies.
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1
Introduction

This thesis investigates a novel downlink communication architecture for Earth orbiting small satel-
lites. Earth orbiting satellites have been used for many purposes such as Earth observation, communi-
cations, weather monitoring and navigation. Technological advancements and miniaturization of space
hardware now allows small satellites, having a mass below 500 kg, to perform missions that used to
only suite larger class satellites. However, low downlink data rates are limiting the scientific and com-
mercial return for small satellite missions. As the payload capabilities and mission complexity of the
small satellites increases, higher payload downlink capability is required [1], [2] creating the need for
higher performing downlink architectures.

The class of small satellites has become increasingly popular due to CubeSats which are nano-
satellites with standardized form factor of 10 x 10 x 10 cm cubes, also called units or simply 1U cubes.
These satellites started around the year 2000 as simple technology demonstrators developed by uni-
versities to stimulate education and now have developed into a separate market sector involving uni-
versities, industry and space agencies [4]. As shown in table 1.1, small satellites have lower mass,
reduced cost and reduced build time in comparison to large or medium class satellites. With increasing
capabilities and reducing costs, the use of small satellites in constellations is now actively explored
by companies in the industry. There already exist successful (start-up) companies that commercialize
constellations of nano-satellites in LEO, such as Planet (Earth observation, >387 satellites launched)
and SPIRE (remote sensing, >120 satellites launched) [5]. In addition, companies such as Hiber, Fleet,
Lacuna Space and Kepler have started launching their first nano-satellites into LEO or very low Earth
orbit (VLEO) to provide IoT and M2M connectivity [6]–[9] using nano-satellite constellations.

Examples of small satellite payloads are optical imagers, radars or communication systems. These
payloads generate data throughout the orbit of the satellite and this data needs to be transferred the
ground. In the early days, spy satellites such as those from the CORONA and GAMBIT family would
send their images to ground by dropping film buckets from orbit that would re-enter into the atmosphere
to be picked up by the US navy [10]. Nowadays, all communication from and to a satellite is send by
either radio frequency (RF) or optical communication links.

Table 1.1: Classification of small satellites, based of [11] including values from [12].

Class Mass [kg] Cost [US $] Time to build Antenna Gain Power [W]
Conventional >1000 0.1 - 2 B >5 years Very high 1000
Medium 500 - 1000 50 - 100 M 4 years Very high 800

Sm
al
l

Mini 100 - 500 10 - 50 M 3 years High 53.2
Micro 10 - 100 2 - 10 M 1 year Medium 35
Nano 1 - 10 0.2 - 2 M 1 year Medium 7
Pico 1 - 1.3 20 - 200 K < 1 year Low 2
Femto < 0.1 0.1 - 20 K < 1 year Low 0.006

1



2 1. Introduction

The developments towards constellations of small satellites will significantly increase the amount
of data that is generated in LEO. However, the throughput of traditional direct RF communication links
between a satellite and a ground station is limited to the duration in which the satellite is in view and
the transmission rate of the satellite. Current EO small satellite missions are already experiencing
this limitation and are therefore heavily investing in the mission ground segment and developing new
commination technology to maximize the data-rate of the payload downlink transmitter on the satellite
[1], [2].

At the same time another revolution in satellite-based connectivity is going on with the rise of non-
geostationary orbit (NGSO) satellite constellations. Companies such as Telesat, SpaceX, OneWeb
and O3b are building constellations aimed to provide broadband connectivity from space [3]. Some of
their constellation proposals are called ”mega-constellations” by the large number of satellites used to
provide global coverage. The satellites in these NGSO (mega-)constellations operate in LEO region
(around 500 to 1500 km altitude) and/or MEO region (around 8000 to 14000 km altitude). The proposals
for the aforementioned small satellite constellations for Earth observation and IoT/M2M connectivity
operate around 500 km altitude and are therefore passing under and through the field-of-view of the
(mega-)constellation satellites. This brings the opportunity for a novel data-relay architecture where the
LEO small satellites relay their payload data to the NGSO (mega-)constellation satellites. Investigating
the feasibility of such a data-relay architecture for small satellites is the topic of this work.

1.1. LEO to NGSO data-relay architecture
This novel NGSO data-relay architecture was first proposed by Karunanithi et. al. [4] and could offer

advantages to downlink payload data. Figure 1.1 illustrates the differences between a direct-to-ground
downlink, a cross-link downlink and the proposed NGSO data-relay downlink architecture. A direct-
to-ground downlink operates in a store-and-forward fashion, the satellite will collect and store payload
data throughout the orbit and will downlink this data once in view of a ground station. The throughput
per orbit here is limited by the number of ground stations, the duration of the satellite passes and
the transmit data rate of the satellite. When there are more satellites operating in a constellation the
overall throughput may be increased by the use of inter-satellite communication links or cross-links
between in-plane travelling satellites. In this cross-link architecture payload data may be forwarded to
a neighbouring satellite until a satellite is reached that is in-view of a ground station. A ring network

low throughput 
cross-link

low throughput
direct-to-ground 

downlink

high throughput 
(optical) cross-link

high throughput
direct-to-ground 

downlink

small satellite

NGSO 
constellation
satellite

data-relay link

LEO / MEO

(V)LEO

Figure 1.1: Illustration of three downlink communication architectures: a direct-to-ground downlink, an in-plane cross-link and
a data-relay link. This project considers data-relay links with non-geostationary orbit (NGSO) satellites in (mega-)constellations
that aim to provide global broadband connectivity from space. Starlink models from Fluoritt [13]
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may be formed when enough satellites are placed in the same orbit at equally spaced distances. In this
ring network the downlink is always available as long as one satellite is in-view of a ground station. This
however requires a second communication system for the inter-satellite cross-links that is always active
whenever any satellite in the constellation desires to downlink data. Having this second communication
system would therefore be significantly increasing the power budget on the small satellite.

In the proposed NGSO data-relay architecture each small satellite would have only a single trans-
mitter that is used to downlink payload data. This transmitter is used for a one-way transmission to
the NGSO satellite to create a data-relay link. The small satellite would effectively carry a (modified)
user-terminal as would be used by customers on the ground to connect to the broadband service pro-
vided by the NGSO constellation. In practice, the actual link would likely have to be bi-directional (see
chapter 4) to allow for handshaking/link-management if a new user wants to use the broadband ser-
vice. However, the return link or uplink (from the small satellite perspective) is considered not to be the
limiting in the proposed data-relay architecture for small satellites, as a low data-rate return link would
suffice to for handshaking/link-management purposes. The forward link or data-relay downlink (from
the small satellite perspective) investigated in this study is what limits the capabilities of small satellite
missions by the amount of payload data that can be downlinked and how often this link is available.

After the data is relayed, the NGSO (mega-)constellation takes care of routing the data to the ground
by forwarding it through its high throughput (optical) cross-links (if existing) to eventually downlink the
data to their ground station. As the NGSO (mega-)constellations provide global coverage more con-
tact time with the small satellites could be achieved. In addition, the RF links would not be affected
by atmospheric attenuation as would be the case in a direct-to-ground downlink. Overall this could
increase the throughput per orbit that could be achieved for small satellite missions. In addition, the
proposed architecture could lower overall mission costs by reducing the ground segment investment
to only telemetry and command ground-stations.

1.2. Thesis goal
There is a need for small satellite communication technology that can increase payload downlink

performance in small satellite (constellation based) missions. A downlink communication architecture
where small satellites in LEO would relay their payload data to NGSO (mega-) constellations that pro-
vide broadband connectivity from space could offer more contact time with the satellite and higher
throughput per orbit. This thesis project is set up to investigate the possibility of this data-relay commi-
nation architecture and assess the potential performance and technical feasibility:

The main goal of this thesis project is to investigate the feasibility for a small satellite
data-relay communication architecture using non-geostationary orbit (mega-)constellations as

the primary means to downlink payload data from low Earth orbit.

1.3. Challenges of NGSO data-relays
Using commercial satellite constellations to relay small satellite data has been explored before. In

2016 the VELOX-II satellite showed successful in-orbit operation of an inter-satellite data relay terminal
to connect with Inmarsats geostationary Earth orbit (GEO) constellation [14]–[16]. Similarly a consor-
tium of European companies including NanoAvionics is planning to use LEO-to-GEO data-relays for
a global Internet of Things constellation [17]. A LEO satellite is visible from GEO throughout a large
part of the orbit and therefore a large contact time per orbit can be maintained in such an architecture.
However, the large distance from LEO-to-GEO (>35000 km) limits the achievable data-rate to a few
hundred kilobytes per second [14].

The proposed LEO-to-NGSO data-relay architecture might have the opposite challenges. The inter-
satellite distances are shorter and could therefore allow for higher data-rates. However, the satellites
in the NGSO (mega-)constellations have their orbits, field-of-views, spot beams and frequency re-use
schemes optimized for ground coverage as was shown in a paper by Del. Portillo et. al. [3]. This
leaves gaps in LEO where the small satellite is not in view of a constellation satellite, similar to as
seen in the analysis of multi-layer satellite networks by Li et. al. [18]. Therefore an investigation is
to be performed to determine how often a small satellite is in-view of the NGSO (mega-)constellation
satellites and contact can be made to relay data. Then these contact opportunities should be evaluated
to see if a communication system could be designed that achieves significant throughput per orbit.
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As the inter-satellite distances are small and the satellites are travelling in different planes, it is ex-
pected that the contact opportunities will be of short duration but appear frequent due to the amount
of satellites in the (mega-)constellations. Direct evaluation and design of a communication system on
the small satellite will be challenging an for such complex system. Therefore, to determine the actual
performance that can be obtained in this architecture a design optimization is performed for the data-
relay downlink (sub-)system on the small satellite. This design should take optimal use of the contact
opportunities with the NGSO constellation satellites to maximize throughput while maintaining within
the capabilities of small satellite communication hardware.

There are other technical challenges associated with NGSO (mega-)constellations that are related
to this work, such as the routing through a mesh-network of satellites and hand-overs from one satellite
to the other. This has been explored in research [19]–[22] and is related to this study but not chosen
as the primary focus. Where possible the NGSO (mega-)constellations are specified on a system level
and their technical operation is abstracted to maintain scope for this work.

1.4. Research questions
To achieve the goal of this thesis the performance of the proposed NGSO data-relay architecture

needs to be evaluated. The specifications of NGSO (mega-)constellations are fixed by their primary
mission goal; providing broadband connectivity for users on ground from space. This evaluation there-
fore comes down to an orbital dynamics analysis to determine the contact opportunities between the
small satellite and the NGSO (mega-)constellation satellites, and determination of the performance of
the communication system on the small satellite that makes optimal use of these contact opportunities
to achieve the goals of the small satellite mission.

The first research question relates to identification of which small satellite missions could benefit
from the proposed NGSO data-relay architecture:

R1 -Which (kind of) small satellite mission could benefit from a NGSO data-relay downlink?

To answer this question, first research needs to be done to investigated what the capabilities and limi-
tations are of state-of-the-art small satellite communication systems (sub-research question 1.1), what
the benefits and drawbacks are of the proposed LEO-to-NGSO data relay communication system are
(sub-research question 1.2) and finally what is needed on the small satellite to support a data-relay
downlink system (sub-research question 1.3).

The second research question relates to evaluation of the upcoming NGSO (mega-)constellations
for the NGSO data-relay architecture:

R2 -Which NGSO (mega-)constellations could be used for relaying data from a small satellite?

For this research question it needs to be determined what the properties of these constellations are
(sub-research question 2.1), what data throughput could be achieved with each constellation (sub-
research question 2.2) and what the requirements for the data-relay downlink system are to communi-
cate with the constellation (sub-research question 2.3).

The third research question focusses on how to use optimization techniques to generate a design
for the data-relay downlink on the small satellite:

R3 - How to use optimization techniques to generate an optimized design for a data-relay downlink on
a small satellite?

The optimization of the data-relay downlink on the small satellite needs to make optimal uses of the
contact opportunities with the NGSO constellation satellites. To do so it needs to be determined: what
the inputs, outputs and constraints to optimize against are (sub-research question 3.1), how to incorpo-
rate orbital dynamic models and link budget models into the optimization (sub-research question 3.2),
and what optimization techniques could be used to optimize the design (sub-research question 3.3).

The fourth and final research question relates to using and evaluating the optimized data-relay
downlink designs for different small satellite missions:
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R4 -What are the design characteristics and performances of an optimum NGSO data-relay downlink
for a small satellite mission?

To answer this question first it should be determined what is considered optimal performance for the
communication system on each small satellite mission that is evaluated (sub-research question 4.1).
The optimization should show how different performance parameters such as power/energy consump-
tion trade-off against throughput or latency (sub-research question 4.2). Finally, the optimized designs
should be compared with the current state-of-the-art communication systems to evaluate possible gaps
in technology and directions for follow-up research (sub-research question 4.3).

1.5. Report structure
The content of this thesis report is divided into ten chapters. Chapter 2 outlines the methodology

that is used in project to answer the research questions. Chapter 3 presents the results of a literature
study into (upcoming) small satellite missions an their communication technologies with a focus on
those having high payload downlink requirements. Chapter 4 presents the results of a literature study
into (upcoming) NGSO (mega-)constellations and their specifications. Chapter 5 will define the concept
missions based on the contents of the previous two chapters that are analysed in the rest of this thesis,
and gives a detailed description of the communication architecture and system boundary to define the
scope of the analysis in this work. Chapter 6 describes the purpose-built simulator that was developed
for simulating data-relay links in scenarios with a large amount of objects. Chapter 7 will show the first
order results of a visibility analysis using the data-relay simulator between a small satellite orbit and
the NGSO (mega-)constellations. Chapter 8 describes the optimization framework that was developed
for optimization of the data-relay communication system on the small satellites. Chapter 9 describes
the results of the design optimization for each of the evaluated concept missions and NGSO (mega-
)constellation. Finally, chapter 10 will give the conclusions and recommendations for the project.
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2
Methodology

This chapter presents the methodology that is employed in this thesis project to evaluate the fea-
sibility for the small satellite NGSO data-relay downlink communication architecture. An overview of
the activities is presented in section 2.1 of this chapter. Each of the research questions stated in sec-
tion 1.4 of the introduction is addressed in at least one of these activities. The linkage between the
research questions, primary research activities and chapters in this report is presented in section 2.8
of this chapter.

2.1. Overview of activities
An overview of the activities that compose the methodology employed in this is shown in fig. 2.1.

The goal of the thesis is to investigate the feasibility of a small satellite communication system that
uses NGSO (mega-)constellations as a data-relay for payload data. To investigate the feasibility a
design study is to be performed for the data-relay downlink system on the small satellite that con-
siders the orbital dynamics, link budgets and satellite constraints. The design study is performed by
means of a design optimization evaluating several small satellite concept missions and NGSO (mega-)
constellations. An optimization approach is chosen because of the complexity of the system due to the
large amount of satellites and link opportunities to consider. The activities in the methodology cover
the generation of input data for the optimization, development of the analysis and optimization models
and verification of the results. The outcomes of the activities will answer the sub-research questions.

Six primary activities are defined in the work of this thesis. shown in fig. 2.1. A market analysis (1.)
will provide an overview of possible NGSO (mega-)constellations and examples of existing/upcoming
small satellite missions for the use-case definition. It will also provide an overview of small satellite
communication hardware to later be used for design comparison. The use-case / concept mission def-
inition (2.) will define the small satellite missions and NGSO (mega-)constellations that are evaluated
in the design optimization(s). Optimization objectives, orbital parameters and downlink requirements
will flow down from these mission definitions. An orbital mechanics simulation (3.) of the small satellite
and the satellites in the (mega-)constellation will provide the actual input data sets for the optimization;
contact opportunities (moments in which line-of-sight is obtained) and link parameters (direction, range,
etc.). In the design optimization (4.) several (parametrized) models are developed that can be used
in a (multi-objective) optimization. Using these models the optimization outputs are calculated. These
outputs define the specification and performance of the optimized design which will then be verified (5.)
against the requirements from the concept mission and the specifications of state-of-the-art communi-
cation hardware. Finally, the results of the design optimization will be evaluated and the concept of a
small satellite data-relay using NGSO (mega-)constellations will be assessed (6.).

The next sections will discuss each of the six activities in more detail. For each of the activities a
motivation is given, a description of inputs, outputs and methods, descriptions and requirements for the
end-products (tools, code, etc.) that is to be developed, verification steps if applicable, how the activity
is to be documented and where in this report the results are discussed.

7
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Figure 2.1: Overview of the methodology employed in this thesis project. Six primary activities are identified to generate an
optimized design for a small satellite data-relay downlink system and asses its feasibility and performance.

2.2. Market analysis
The first step in evaluating the proposed data-relay concept is to understand potential use-cases

and design possibilities. Therefore a market analysis is to be performed to create an create an overview
of small satellite missions, NGSO (mega-)constellations and the current state-of-the-art in small satel-
lite communication hardware applicable to the concept. Future needs may be identified by obtaining
this overview of current capabilities and trends in small satellite missions. This then allows for defi-
nition of the kinds of small satellite missions that could benefit from the data-relay system and what
the target performance of the system should be to match future needs. An overview of NGSO (mega-
)constellations will show which constellations evaluate for the data-relay system. The overview of
state-of-the-art communication hardware will show what is currently capable with small satellite com-
munication hardware, and will effectively determine the design space for the optimization.

This information will be collected by performing a literature study. Sources include scientific pub-
lications such those from as popular small satellite conferences like the International Astronautical
Congress (IAC) [23] and the Small Satellite Conference [24], public specifications from the compa-
nies including data-sheets and public filings to the Federal Communications Commission (FCC) that
companies are required to make for spectral licenced operation in the United States.

There shall be three outputs to this market analysis; a table of small satellite missions properties with
payload downlink needs, a table of NGSO (mega-)constellation with relevant properties, and several
tables of state-of-the-art communication hardware (i.e. transmitters, antennas, etc.). In addition, for
each category a short summary explaining observed trends and potential challenges will be given.

Part of this market analysis has been performed in the literature study prior to this thesis [25].
From this literature study, an overview and analysis in small satellite missions, with a focus on payload
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downlink capabilities, and small satellite communication technology is provided in chapter 3, and an
overview and analysis of NGSO (mega-)constellations is given in chapter 4.

2.3. Use-cases / Concept mission definition
The next step is to converge to a set of use-cases for the data-relay concept to be analysed in the

rest of the investigation. To limit the scope of the work only a couple use-cases with different needs are
analysed further. These use-cases will be defined as concept missions. Each concept mission shall
define a baseline for a specific small satellite mission that has particular payload downlink needs.

The concept missions will be based on the trends in small satellite missions, capabilities and needs
that were identified in the market analysis activity. Each concept mission description shall consist of
a mission specification, optimization criteria and performance targets for the payload downlink, and
a NGSO constellation specification. The mission specifications determines the fixed values and con-
straints the design optimization should comply to. These are for example the available size, mass and
power for the downlink system or the orbital parameters of the satellite. The optimization objectives
specify the criteria the design shall be optimized for. These could be for example throughput per or-
bit or latency. The performance targets give a target value for these optimization objectives. These
targets are chosen to match or exceed state-of-the-art performance of small satellite communication
technology and satisfy future needs that were identified. Finally, the NGSO constellation specifica-
tion determines the fixed values and constraints the design optimization should comply to in order to
be compatible with the target NGSO constellation. The mission specifications, optimization criteria,
performance targets and NGSO constellation specifications shall be captured in a set of tables with a
parameter description and parameter value or range. The formulation and definition of concept mis-
sions is described in chapter 5.

2.4. Orbital mechanics simulation
The design of the data-relay downlink is primarily driven by the contact opportunities (moments

in which line-of-sight is obtained) and link parameters (direction, range, etc.). These follow from the
orbital mechanics between the small satellite and the NGSO (mega-)constellation satellites. In the
investigation of this project the orbits of the small satellites are chosen to be similar to state-of-the-art
small satellite missions following from the market analysis activity. Therefore the orbital parameters of
the small satellite are fixed in the analysis and will not be part of the optimization. The optimization will
consider a set of contact opportunities and link parameters as the input for the optimization. The orbital
mechanics simulation is therefore an activity performed prior to the actual design optimization of the
data-relay downlink.

From the contact opportunities found by the orbital mechanics simulation a first order visibility anal-
ysis may already be performed. For example the total coverage for the small satellite could be de-
termined, i.e. as the total possible amount of contact time per orbit that can be achieved. Or the
distribution in duration of the time of contact during each contact opportunity may be defined. Based
on this first order analysis some NGSO (mega-)constellations may be ruled out for further investigation
simply because the total contact time per orbit or average duration of the contact opportunities is too
low to achieve meaningful throughput.

As some of the NGSO (mega-)constellations may contain over 4.000 satellites (see chapter 4) a
purpose-built orbital mechanic simulation will be developed that can handle simulation of large object
counts and find the contact opportunities and link parameters within a reasonable amount of computa-
tion time. The orbital mechanics simulator shall use the orbital parameters of the concept missions and
NGSO (mega-)constellations to propagate the positions of the satellites over time. Then based on the
specified (FoVs) it will determine to which NGSO satellites have a line-of-sight with the small satellite
of interest. At each time step the locations of the satellites in each line-of-sight pair shall be recorded.
This output data will then used as the input for the design optimization. To verify the operation of the
orbital mechanics simulator it shall be verified against commercial orbital mechanics simulators using
test-cases with a small number of satellites.

The orbital mechanics simulator will be developed in Python. A description of the design and oper-
ation of the simulator will be provided in chapter 6 of this report and its source code will be uploaded
to a Github repository [26]. A first-order visibility analysis on the contact opportunities with the NGSO
(mega-)constellations is provided in chapter 7.
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2.5. Data-relay downlink optimization
The contact opportunities need to be analysed and data-relay downlink needs to be designed for

the small satellite that can make optimal use of these contact opportunities. Finding an optimal design
is complex because of the multitude of different contact opportunities that occur through the orbit of the
small satellite. Therefore to aid in this design synthesis optimization algorithms may be used. These
algorithms could consider the optimal selection of the contact opportunities, transmitter and antenna
configurations, and modulation/coding schemes. In addition, different criteria for the optimization could
be considered for each different concept mission such as throughput per orbit, latency or total energy
usage.

The optimization framework shall consider four main aspects that are developed from models and
theory from literature:
(a) Contact optimization - the framework shall consider which contact opportunities to use in order to
get the best performance for each concept mission.
(b) Link budget optimization - the framework shall consider the parameters of the components in the
(to be designed) transmitting and (NGSO specified) receiving systems to determine if the signals are
received with enough power to establish a link.
(c) Modulation & Coding optimization - the framework shall consider different modulation & coding
schemes which drive parameters such the link data-rate, required power levels and efficiencies.
(d) Parametric component models - the framework shall consider (parametric) models of the compo-
nents to determine key component parameters such as gain, output power, efficiency, size and mass.

Multi-objective optimization techniques can be used to show the trade-off between several optimiza-
tion objectives. Therefore the optimization framework will not only show which designs are optimal for
certain concept missions, but also how different objectives such as throughput per orbit and energy
usage per orbit trade-off. The framework shall provide for each optimal design the component spec-
ifications (i.e size, mass, transmitter power, antenna gain) and an estimation of the performance (i.e.
throughput, latency and energy usage).

The data-relay downlink optimization framework will also be developed in Python. A description of
the design and operation of the simulator will be provided in chapter 8 of this report and its source code
will be uploaded to a Github repository [26].

2.6. Design analysis & verification
After synthesis of the optimal data-relay downlink designs for each concept mission an analysis

and verification step will be performed. Two aspects will be considered. First, the set of designs will be
analysed to see if any fulfils the target performance for each concept mission and where particular key
trade-off might be found. Second, a check is performed to if the design is realistic by comparing the
specification and performance of its components with that of the state-of-the-art small satellite commu-
nication systems found in the market analysis. If the generated designs significantly out-perform the
state-of-the-art this might indicate that the optimization is missing some constraints or models. This
verification step will be performed as an iterative process throughout the thesis to refine the optimiza-
tion approach. The goal is to have the synthesized data-relay downlink designs within the current
capabilities of small satellite hardware and not require significant technological improvements.

The output of the design analysis and verification step shall be a narrowed list or range of design pa-
rameter that would most likely suit the concept mission definition. Or show that with current hardware or
the NGSO constellations it is not possible to achieve the desired performance and where improvement
are to be made.

Chapter 9 will analyse the results of the design optimization for each of the concept missions and
narrow the options for the data-relay downlink for the concept missions.

2.7. Feasibility assessment
Finally a feasibility assessment will be performed for the NGSO (mega-)constellation data-relay

concept for small satellites. The feasibility assessment will be made based on two aspects: 1) the
performance of the data-relay concept for each of the baselined concept mission specifications evaluate
see if (future) downlink needs are met, and 2) a comparison of the optimized design specification with
the current state-of-the-art small satellite communication hardware to evaluate deficiencies in current
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technologies to make the concept feasible. This feasibility assessment is included in chapter 9 of this
report.

2.8. Summary of research activities
The matrix in table 2.1 shows the link between the research questions, the six main activities of

this thesis project and the chapters of this project. The blue crosses show in which activities the (sub-
)research question is addressed. The numbers in the far right column show the chapters addressing
the (sub-)research questions. A summary of the answers to the research questions will be given in the
conclusions chapter 10 of this report.

Table 2.1: Overlap between (sub-)research questions, project activities and report chapters
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Research question 1:
Which (kind of) small satellite mission could benefit from a NGSO data-relay downlink? X X X X 3,5,9

What are the current capabilities and limitations of state-of-the-art communication sys-
tems on small satellites? X 3

What are the benefits and drawbacks of a NGSO data-relay architecture? X X 5,9

What are the requirements on the small satellite to support such a communication sys-
tem? X 9

Research question 2:
Which NGSO (mega-)constellations could be used for relaying data from a small satellite? X X X X 4,7,9

What are the properties of (upcoming) NGSO (mega-)constellations? X 4,7,9

What link performance can be achieved with each of the constellations? X X 7,9

What are the requirements for the small satellite communication system to communi-
cate with the constellation? X X 4,9

Research question 3:
How to use optimization techniques to generate an optimized design for a data-relay
downlink on a small satellite?

X X 6,7,8

What are the inputs, outputs and constraints to the optimization? X 8

How to incorporate orbital dynamic models and link budget models in the optimization? X X 6,7,8

What optimization algorithms can be used to optimize the design of the communication
system? X 8

Research question 4:
What are the design characteristics and performances of an optimum NGSO data-relay
downlink for a small satellite mission?

X X X 5,8,9

What is considered optimal performance for the communication system? X X X 5,9

How do the different performance parameters trade-off in the design of the data-relay
downlink? X X 8,9

How does the design compare with respect to state-of-the-art small satellite communi-
cation systems? X 9
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3
State-of-the-art small satellite missions

and communication technologies
This chapter will present a literature study on small satellite missions and communication tech-

nology. Section 3.1 presents a market analysis of state-of-the-art small satellite missions. From this
overview, baseline missions are formulated later in chapter 5 that are used to analyse the potential
of the NGSO data-relay downlink by a design optimization. The section also discusses the commer-
cial potential and alternatives to the proposed NGSO data-relay downlink. Section 3.2 will present an
overview of state-of-the-art (small-)satellite communication systems. This section will start by giving
some background into the components that make up a typical (downlink) communication system. The
section will then present a detailed overview of the state-of-the-art of the major components including
transmitters and antennas. The use of this overview is two fold; it is used to formulate parametric mod-
els for the components in the data-relay downlink optimization in chapter 8, and it is used in chapter 9
to compare the results of the design optimization with existing technology.

3.1. Small satellite market analysis
The timeline in fig. 3.1 by Karunanithi et. al. [4, IEEE Aerospace presentation] shows how Cube-

Sat nano-satellites started around the year 2000 from simple technology demonstrators developed by
universities to stimulate education to now have developed into a market sector involving universities,
industry and space agencies. The latest trend seen are proposals for constellations of nano-satellites
as the cost of Commercially Of The Shelf (COTS) hardware and launch costs decrease.

Figure 3.1: Nano-satellite missions including CubeSats have evolved from simple technology demonstrators to
constellation missions as the costs of COTS satellite hardware and launch costs decreases [4, IEEE Aerospace
presentation]

13
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Figure 3.2: Applications for proposed small satellite constellations from [27]. Added to the figure on the right are some of the
areas in which these applications are developing.

A 2018 study by SSTL provides an overview of proposals for applications of small satellite constellations
[27] shown in the graph of fig. 3.2. In this graph, four areas can be indicated in which these constellation
applications are developing (added to the right side of the figure). These four areas are; Earth Obser-
vations / Remote Sensing, Communications, Scientific / On-orbit experiments and Tracking. In general,
it can be concluded from the amount of small satellite constellation proposals that the amount of data
generated in (low Earth) orbit will be greater than ever. From the studied literature in this review it
was found that within the four application areas two areas will contribute the most to this increase in
data, namely Earth Observations / Remote Sensing and Communications. These two areas will see
increased data generation because of the miniaturization of high-performance instruments and an in-
creasing demand for connectivity for Internet of Things and Machine to Machine communications. The
proposed constellations in these areas are therefore interesting candidates for the proposed LEO-to-
NGSO data-relay downlink.

In sections section 3.1.1 and section 3.1.2 these two areas are discussed, and existing missions and
proposals are presented. A focus is placed on the current solutions employed for downlinking the on-
board generated payload data. Section 3.1.3 will summarize the two areas as two distinct use cases and
highlights how each could benefit from a data-relay downlink. Finally, section 3.1.4 will conclude with
a short discussion on the commercial potential for a data-relay system for small satellites by showing
proposals for similar systems, and will look into some of the alternatives for data-relays systems, such
as high speed direct optical links and shared ground networks.

3.1.1. Earth observation & remote sensing small satellite missions
Earth observations and remote sensing missions use (optical) instruments and sensors to investi-

gate the Earth and its atmosphere. The increase in data generated for these applications goes hand
in hand with the miniaturization of COTS hardware. Sensors have become smaller, lighter, more af-
fordable and consume less power, allowing for higher resolution images or measurements to be taken
from smaller (nano-satellite) platforms. This enables missions of small satellite constellations for the
same price as a single larger satellite, while keeping a relatively high sensor performance each satellite
in the constellation. The result is a significant increase in data generated on the now multiple satellites
in a constellation and a bigger challenge to get all this data down to ground.

Table 3.1 shows a selection of existing and near future (constellations of) small satellites for Earth
observation and remote sensing. With companies such as Planet, Spire and BlackSky, planning to
have around 100 satellites in orbit the amount of data that will be generated by small satellites will
increase significantly the coming years. Planet has proven the business model for small satellite earth
observation constellations by maintaining the largest Earth observation constellation of 120+ nano-
satellites operational in orbit [2] showing that it is commercially possible for other companies to do the
same.

It is difficult to estimate the total amount of data generated on the satellites from just the publicly
available numbers. The to be downlinked data is strongly dependent on how the satellites are used
operationally, i.e. how much pictures they take during their orbit, number of ground station and if
the data is compressed or selectively downlinked. In two publications from Planet and Astro Digital
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an exact number of maximum throughput is given of 80 Gbyte and 3.2 Gbyte per pass respectively.
These numbers give a clear performance target for a data-relay system in order to compete with a
direct link solution. For the other satellites, no numbers on data downlink were found. However, it is
possible to give an indication by looking at the size of the onboard storage and maximum downlink
speed, both more commonly published numbers. Larger onboard storage allows for more data to
be gathered before a need for downlinking. With selective downlinking (only selecting the interesting
images for transmission and discarding the rest) or compression algorithms, the total amount of data
can be reduced. However, the only way to increase throughput per orbit is to achieve higher data rates
during a pass or increase the number of ground stations.

Table 3.1: Overview of (small) satellites used for Earth Observations. Three larger satellite families from DigitalGlobe, NASA
and CNES are added for comparison.

Company Size /
Weight Type Latest

launch Orbit Operational/
planned sats

Downlink
rate [Gbps]

Storage
[GB]

Architecture/
# of GS Ref

Planet
Dove 3U / 5.8 kg MS 2020 500 km

98 deg 150 1.674 2000 Direct link - X-band
2 GS [28], [2]

SPIRE
Lemur 3U / 4.6 kg RO/AIS/

ADS-B 2019 500 km
var. deg 80/150 ? ? Direct link - S-band

>5 GS [29], [30]

BlackSky
Global ? / 56 kg OPT 2019 500 km

98 deg Apr-60 ? ? ?
?

[31], [32],
[33], [34]

Astro Digital
Corvus 6U / 11 kg MS 2018 550 km

98 deg May-25 0.32 1000 Direct link - Ka-band
1 GS [1], [35]

GeoOptics
CICERO 6U / 10 kg RO 2018 500 km

72 deg Jun-24 0.002 ? Direct link - X-band
? GS [36]

JAXA
Compact SAR 0.7x0.8x0.9 / 130 kg SAR ? ? 1 2 768 Direct link - X-band [37]

DigitalGlobe
QuickBird-2
Ikonos-2
GeoEye-1
WorldView-1/2
WorldView-3

1.6x3m / 951 kg
1.8x1.6m / 817 kg
4.4x2.7m / 1955 kg
4.3x2.5m / 2800 kg
5.7x2.5m / 2810 kg

MS

2001
1999
2008
2009
2014

600 km
to

700 km
98 deg

5

0.320
0.320
0.740
0.800
1.200

16
8

150
275
275

Direct link - X-band
? GS

[38], [39],
[40], [41],
[42], [43],

[34]

NASA
Landsat-7
Landsat-8
Landsat-9

2.8x4.3m / 2200 kg
? / 2780 kg

?
MS

1999
2013

P2023

700 km
98 deg 3

0.300
0.440

?

47.25
390
?

Direct link - X-band
? GS

[44], [45],
[46]

CNES
Spot 5 3.4x3.1x6m / 3030 kg MS 2015 832 km

98 deg 1 0.1 11.25 Direct link - X-band
? GS [47]

OPT – Optical imaging
MS – Multi spectral imagining
RO – Radio Occultation
AIS – Automatic Identification System

ADS-B – Automatic Dependent Surveillance – Broadcast
SAR – Synthetic Aperture Radar
? – Missing data

As shown in Table 3.1 most of the EO satellites use a direct link on X-band to downlink the payload
data. Only the Astro Digital Corvus spacecraft use a direct link Ka-band achieving a 320 Mbps peak
data rate [1]. A paper by Katona et. al from the German DLR shows that moving to Ka-band or higher
bands using direct links or data-relay links will allow for an order of magnitude capacity increase for
large class EO satellites [48]. A later 2018 paper by the same authors show the ongoing developments
for a Ka-band demonstrator setup [49]. Although there are no announced plans by any of the small
EO satellite companies for a data-relay architecture, Planet has made an FCC filing for testing a C-
band link which could be used for an intersatellite link [50]. However, it is unclear if this would be for a
potential data-relay link or crosslinks between the Dove satellites.

Three conclusions can be drawn from the data presented in this section. First, the maximum data
rates of small satellites can achieve is now on the same level or higher as the larger EO satellites
such as the DigitalGlobe WorldView-3 satellite. This rapid development in achievable data rates is
not seen in the larger class satellites, as for those satellites it only seems as if the amount of storage
has increased over the years. This performance increase is well displayed by the development in the
Planet High Speed Downlink transmitter going from a data rate of 0.01 Mbps to over 1000 Mbps in
only 8 years [2]. Second, the size of storage on-board of small satellites does not seem to be an issue
as terabytes of storage is possible on nano-satellites such as the Dove and Corvus. The increase in
storage indicates a rise in performance and collected data by these satellites. Finally, there exist active
developments for higher throughput systemswith a trend towards Ka-band and alternative architectures
such as crosslinks or data-relays for both small and large class satellites.
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Although the examples presented in this section are mostly of constellations of small satellites for
EO, there are several standalone small satellite missions that could benefit from a data-relay system,
such as the 6U RainCube satellite for precipitation radar [51]. The proposed LEO-to-NGSO data-relay
system could allow these missions to achieve high downlink throughputs throughout their orbits without
having to invest in multiple ground stations.

3.1.2. Internet of Things / Machine to Machine small satellite missions
Proposals for small satellites for communications have grown significantly because of an increase

in the demand for connectivity. Part of this demand originates from people in rural and developing
areas that are currently underserved by terrestrial internet connectivity. This is the primary market for
the NGSO constellations which will be discussed in chapter 4. A second demand however rises from
the increase in Internet-of-Things (IoT) and Machine-to-Machine (M2M) applications. These applica-
tions include for example tracking of livestock and ship containers, or monitoring remote sensors for
weather forecasting and smart grids. These applications do not require a high data rate but are at re-
mote locations where there is no terrestrial communication infrastructure available. In addition, these
applications are often low power, working from a small battery or possibly a small solar panel which
makes them less applicable for the NGSO constellations that require a user terminal with a 0.5 meter
dish or phased array equivalent (chapter 4).

Start-up companies are catering to this demand with dedicated IoT/M2M constellation missions that
provide service from space using communication protocols designed for these low power & remote ap-
plications. The satellites in these constellations receive the data from the IoT/M2M sensors throughout
their orbit and will downlink it to an internet connected ground station, in a store-and-forward fashion.
Companies such as Hiber, Fleet, Lacuna Space and Kepler have started launching their first satellites
for constellations in LEO or VLEO that can connect with sensors world-wide [6], [8], [52], [53].

Hiber is planning a constellation of 48 satellites and launched two demonstrator 6U nano-satellites
to LEO. The satellites can receive packets of 1400 bits lasting no longer than 400 milliseconds from the
user terminals and can also broadcast firmware updates and data to the user terminals [54]. Although
Hiber is currently using 6U nano-satellites their final constellation will use smaller 3U nano-satellites.

Lacuna Space is planning a similar IoT/M2M to LEO approach however then using the LoRa(WAN)
protocol that is popular for IoT devices [55]. This protocol can achieve speeds up to 11 kbps and
Lacuna Space has demonstrated the link on a hosted payload on a M6P satellite from NanoAvionics
[55]. Lacuna Space is planning 3U nano-satellites for their full constellation of 32 satellites.

Fleet Space is taking a different approach; their users will connect through LoRa(WAN) with a Fleet
Portal that will pass their data via a satellite to the internet. Their customers applications therefore
not directly connect to the satellites in space. Fleet has put their first 1.5U and 3U nano-satellites in
orbit but are planning to use the constellations of Iridium and Inmarsat until their constellation of 100
satellites is operational [52], [56].

Astrocast is planning a similar network as Hiber for IoT/M2M applications that require a few kilo bytes
of connectivity a day or less. Their low-power module can establish a bi-directional connection with
satellites in LEO over a L-band link [57]. Astrocast has launched two 3U satellites towards completing
their full constellation of 64 satellites and have contracted the hardware for six ground stations [58],
[59].

Hiber, LacunaSpace, Fleet Space and Astrocast will all use a store-and-forward scheme for their
IoT/M2M satellites, having one or multiple ground stations that will connect the satellites to the internet
using a direct link either on the same frequency as their users (Astrocast on L-band) or on a separate
feeder link (Hiber on S-band [54]). Kepler Communications is exploring an alternative architecture.
Their constellation of 140 satellites will use direct feeder links to ground stations on Ku-band but will
also have Ka-band crosslinks between the satellites to create a network in the constellation. This
allows a satellite to directly forward its data to another satellite if it is not in view of a ground station.
Kepler Communications is also targeting a higher speed link with their users (up to 150 Mbps) and are
planning to provide data-relay services for other satellites in LEO [53]. After hosting the payloads of
LacunaSpace and BlinkSpace, NanoAvionics is planning to provide their constellation of 6U M6P or
12U M12P satellites as a service for IoT/M2M providers. The Global IoT constellation will consist of 72
satellites that will have crosslinks and/or a data-relay with GEO direct-to-home satellites [17].

Although IoT/M2M services from LEO small satellites has gained popularity the idea of provid-
ing (low rate) internet from space is older. From 2002 to 2014 Aprize has launched 12 25x25x25cm
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AprizeSats each weighing 13 kg, making them fall just out of the nano-satellite category. The Aprize-
Sats collect low rate data (up to a few kbps) throughout their orbit and can collect larger amount of
data (several Mbps) for specific users when requested. The AprizeSats also collect and distribute Au-
tomatic Identification System (AIS) data used for tracking and managing ship traffic [60], [61]. A little
older is the OG2 constellation of Orbcomm, launched between 2010 and 2015, as a second-generation
of satellites dedicated to M2M communications. The OG2 satellites use the SN-100 bus and have a
size of 1 x 1 x 0.5 meter, weighing 172 kg. The satellites provide a two-way communication link up to 4
Mbps on VHF and an AIS terminal. Including the first generation satellites a total of 50 satellites were
launched, however only 12 satellites remain operational due to failures [62].

Table 3.2: Overview of planned and existing (small) satellite constellations used for IoT/M2M

Company / Satellite Size / Weight Type Latest
launch Orbit Launched /

planned
User Uplink
rate [Mbps]

Downlink
rate [Mbps]

Downlink
architecture Ref

Hiber
Hiber 1 & 2 6U / 7.23 kg IoT/M2M 2018 ∼500 km

98 deg 2 / 48 0.0035 4.30 DL - S-band
2 GS [54], [6]

Lacuna Space
demo on M6P
LacunaSat-1

? / ?
3U / ? IoT/M2M 2017 ? 0 / 32 0.01 ? ? [8], [55]

Fleet Space
Proxima 1& 2
Centauri 1 & 2
future planned

//1.5U / ?
3U / ?

6U & 12U
IoT/M2M 2018 500 km

∼90 deg 4 / 100 ? ? ? [5], [63],
[64], [52]

Astrocast SA
Astrocast 3U / 4 kg IoT/M2M 2018 ∼600 km

∼98 deg 2 / 80 ? ? DL - L-band
6 GS

[5], [58]
[59]

Kepler Communications
Kepler 1 & 2 3U / <5 kg Data/Relay 2018 ∼500 km

∼98 deg 2 / 140 150 120
DL - Ku-band
CL - Ka-band
2 GS

[53], [9]

NanoAvionics GIoT
M6P
M6P / M12P

6U / ?
6U or 12U / ?

IoT/M2M 2017 ∼500 km
98 deg 3 / 72 ? ?

CL - ?
GEO-DR
- Ku/Ka-band

[17], [65]

Aprize
AprizeSat

25x25x25cm
/ 13 kg M2M/AIS 2014 690 km

98 deg 12 / 48 >1.00 >1.00 DL - S-band
AIS - VHF [60], [61]

Orbcomm (OG2)
OG2 / SN-100 bus

1x1x.5m
/ 172 kg M2M/AIS 2015 750 km

52 deg 50 / 52 4.00 310.00 DL - UHF
AIS - VHF

[62], [66],
[67]

Iridium Next ? / 860 kg Voice/Data
/Relay 2019 780 km

86 deg 66 / 66 8000 ? DL -
CL - Ka-band [68]

GlobalStar ? / 450 kg Voice/Data 2007 1440 km
52 deg 48 / 48 9.6 ? DL - C-band [69]

DL – Direct link
CL – Cross link
GEO-DR – GEO data-relay

AIS – AIS information collection & broadcast
# GS – Number of (planned) ground stations
? – missing data

Table 3.2 shows an overview of some of the planned and existing (small) satellite constellations
for IoT and M2M data. Small satellites for IoT/M2M applications are a competitive field, it is therefore
difficult to find detailed information on the exact architectures of the satellites communication and stor-
age system. FCC filings and public datasheets of the systems used by Kepler, Hiber and Orbcom help
defining the data generated on these satellites but exact numbers on data generated/collected by the
satellites is not available. This gap in knowledge opens opportunity for research to find the how much
data these constellations generate, for example by a user demand model as set up by I. Del Portillo in
his analysis on mega-constellations [3]. Then based on the demand model, multi-objective optimiza-
tion algorithms can be used as is done by C. Jilla to optimize the design of a distributed system that
maximizes performance (billable user data) and cost [70].

A simple upper limit estimation can be made by looking at the maximum downlink rates in table 3.2.
In a store-and-forward architecture, the user data uplinked to the satellite between ground station
passes cannot be greater than what can be downlinked during a ground station pass, assuming no
compression is used, and all data is to be uploaded to the internet. The maximum amount of user
generated data is then roughly the pass duration of the satellite over its ground stations multiplied by
its maximum downlink rate. As most of these constellations are in high inclination orbits, ground sta-
tions at the poles offer the most contact time, about 400s on average per pass [2]. This would result
into a maximum data per orbit per polar ground station between 215 Mbyte per orbit (case Hiber 4.3
Mbps down) and 6 Gbyte (case Kepler 120 Mbps down). Knowing nano-satellites can reach several
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hundreds to a thousand bits per second downlink rates and downlinking tens of gigabytes per pass
(i.e. DOVE and Corvus see section 3.2.2) it seems that there is (currently) not enough demand for the
IoT/M2M satellites to require a high throughput or that the costs for high rate communication systems
do not result in more profit. However, some of the proposals include multiple ground stations at mul-
tiple locations such as Hiber with two locations (Delft, The Netherlands & Svalbart, Norway) [54] and
Astrocast with six planned locations with multiple antennas [58]. A reason for multiple ground stations
for IoT/M2M constellations could be that the latency of the store-and-forward architecture is limited
by the time between satellite reception of a user packet and the satellite revisiting the ground station.
Solutions for this problem are crosslinks as planned by Kepler Communications to create a network
between the satellites, a geostationary data-relay satellite that can see a large portion of the satellite
orbit or, as proposed in this work, a data-relay with non-geostationary constellations.

3.1.3. Summary of use-cases
Two distinct small satellite use-cases for the proposed data-relay architecture with non-geostationary

constellations for downlinking LEO payload data have been identified; constellations for Earth Obser-
vation (EO) and constellations for Internet-of-Things (IoT) and Machine-to-Machine (M2M) communi-
cation. Current proposals and missions for both use-cases consider primarily satellites in a 500 km
to 700 km (Sun-synchronous) orbit, making it theoretically possible to establish a data-relay link with
satellites in higher low Earth orbits (i.e. 1000 km to 2000 km), medium earth orbits and geostationary
orbits. The distances for a LEO-to-LEO data-relay would be roughly the same as for a direct link to
ground but do not suffer from atmospheric attenuations. For LEO-to-MEO and LEO-to-GEO the dis-
tance would be greater, resulting in more path loss, but they would offer longer (continuous) contact
times with the satellite. Earth observation constellations (but also standalone missions) could benefit

Figure 3.3: The LEO-to-NGSO data-relay architecture could offer more contact time with the satellites in LEO. IoT/M2Mmissions
could benefit from this by allowing the latency to be reduced while EO missions could benefit from the increase in throughput
per orbit.

from the proposed LEO-to-NGSO data-relay architecture because it offers significantly more contact
time (although not continuous) with the satellite than would be possible with a single ground station.
Instead of transmitting all payload data during infrequent ground station passes with high data rates to
maximize throughput, the satellites could off-load their data throughout their orbit. For IoT/M2M mis-
sions the same benefit holds and more contact time offers more throughput per orbit. However, as was
shown in section 3.1.2, the throughput is not necessarily the bottleneck for these missions. Since most
of these IoT/M2M missions uses store-and-forward architectures, the average latency for the users to
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receiver their data is directly related to the number of ground stations and their locations across the
globe. The proposed LEO-to-NGSO data-relay architecture could relive this limitation by offering more
contact opportunity with the satellite, even though it might be non-continuous for i.e. the LEO-to-LEO
case. In chapter 5 these two use-cases are used to define baseline concept missions that are used in
the rest of this work to analyse the potential of the NGSO data-relay downlink.

3.1.4. Commercial potential and alternatives to theNGSOdata-relay architecture
Previous sections have shown use-cases that could benefit from a LEO-to-NGSO data-relay archi-

tecture. Several companies have recognised the (business) potential of providing data-relay services
from non-geostationary orbits and are in the early stages of developing their concepts. Kepler Com-
munications is one of the companies that is planning a small satellite constellation in LEO for high
bandwidth and IoT/M2M data. However, their 2016 FCC filing also mentions a 25.25 – 27.5 GHz Ka-
band RF links use for inter-satellite communication within the network of their satellites and with other
NGSO satellites [53].

Similarly, the US based company Stara Space is “making downloading satellite data simple” by
allowing third party satellites to transfer data through their network of LEO satellites [71]. Their first
two PocketQubes of 5x5x15cm were launched in 2019 to demonstrate intersatellite communications.
However little is known about these satellites other than that Alba Orbital has built the satellites and
brokered their launch [72]. The Unicorn-2 platform of Alba Orbital includes UHF and S-band modules
that can downlink up to 200 kbps [73].

Another start-up named Analytical Space is planning to launch a satellite relay network constellation.
They launched their first 6U experimental satellite named RADIX in 2018 which had multiple communi-
cation systems onboard, including a GomSpace SDR TR-600 software defined radio, wideband anten-
nas, a parabolic antenna and a laser communications terminal [74]. Their second experimental satellite
Meshbed will include a phased array communication on 2 GHz and 5 GHz [75].

Finally, there is the company Audacy that was the first to be granted operation of their constellation
of three satellites in MEO to provide data-relay services for satellites in lower orbits [76]. Audacy was
proposing K-band and V-band communications that would offer high bandwidth and long visibility times
with the satellites of its users. Audacy was the most advanced of these four companies but filed for
bankruptcy in 2020 [77], section 4.2.2 will elaborate on their proposed system.

It is also important to look at some of the alternatives to a data-relay communication architecture
and several examples are explored in research and industry. The first alternative to consider is the use
of optical laser downlinks links instead of traditional radio frequency downlinks. Laser communications
could offer small satellites gigabits per second of data downlink [78] without having to go through the
costly and slow processes of applying for spectral licencing. Optical laser links however do not work in
clouded conditions requiring several ground stations for timely downlink of data [2]. In addition, optical
laser technology for the ground segment and space segment is at this moment expensive and has a low
readiness level. A second alternative architecture is to establish crosslinks between the satellites in the
constellation. Radio frequency or (optical) inter-satellite links between the satellites in the constellation
can be used to create a network. In case one satellite in the constellation wishes to downlink its data,
it can forward it to the next satellite until the data arrives at a satellite in view of a ground station. This
might reduce the latency for store-and-forward schemes, but the total throughput is still limited by the
number of ground stations and the speed of the direct link. In addition, most of the EO and IoT/M2M
constellations of table 3.1 and table 3.2 have their satellites in a single plane. Meaning that in order
to always provide this networking capability the crosslinks between the satellites should stay up all the
time, consuming significant amounts of power on the satellites. Finally, although constellations for EO
and IoT/M2M will be the largest data generators in space, crosslinks are not a solution for stand-alone
small satellite missions. A final alternative can be identified that would offer an increase in contact time
and bandwidth for all different kinds of missions. Ground station networks can be created if ground
stations are shared between missions. Instead of having a dedicated ground station for a constellation
or mission, the ground stations could use standardized protocols and frequencies to downlink data
from any satellite that is within view. This would give a standalone satellite mission access to multiple
ground stations across the world allowing more contact time with the satellite. The SATNOGS project
is an amateur initiative for such a ground station network [79]. In addition, Amazon Web Services is
commercializing this concept with their AWS Ground Station [80]. Shared ground station networks
would be the most effective solution to deal with increase in data generation in space. However, even
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though these services can be successfully commercialized, it is likely that companies will still invest in
and use their own ground stations for security reasons or simply to get the competitive edge in data
throughput for their system.

3.2. Small satellite communication technologies
Small satellites often have two or more communication systems on board. Figure 3.4 shows the

example of the 6U Hiber IoT/M2M CubeSat that has a low data rate communication system for Tracking
Telemetry and Command (TT&C), a high data rate downlink system to transmit payload data and a third
system for bi-directional communication with the IoT user terminals on the ground [54].

Payload data downlink
● Higher data rate
● S-band 
● Directional patch antenna
● Uni-directional link 

IoT service up/downlink 
● Highly directional helical antenna
● UHF
● Link with low power user terminals

Tracking Telemetry & Command
● Low data rate
● VHF & UHF
● Omni-directional dipoles
● Reliable (i.e. in case of tumbling)

Figure 3.4: Hiber 6UCubeSat with three communication systems. The third communication system on for IoT service up/downlink
is unique to the mission of Hiber [6], [54]

The task of the satellite payload downlink communication system (from now on called the payload
downlink system) is to transmit the data that is generated onboard of the satellite to a ground station
on Earth (direct link) or to another satellite (inter-satellite link). Figure 3.5 shows a block diagram of a
typical signal chain of a payload downlink system. Throughout literature different nomenclature is used
for the payload downlink system and its parts. Devaraj et. al [2] use the word radio to refer to their High
Speed Downlink 2 system on the satellite side and the word transmitter when referring to the system
excluding the antennas. Leveque et. al [1] use the word transmitter to describe their complete system
on the satellite side including the antenna. In this work ‘communication system’ or ‘system’ is used to
refer to all the blocks shown in fig. 3.5. The word transmitter is used when referring to the blocks in
fig. 3.5 between the CPU and the antenna. To avoid ambiguity the word radio is not used in this work
unless it is specifically used in referenced literature.

CPU

Storage

Payload Modulator

~

PA

Local oscillator / PLL

Antenna
Mixer

Steering
mechanism

Figure 3.5: Block diagram of a typical payload downlink communication system.

In the payload downlink system the data stream from the payload is processed by a central pro-
cessing unit (CPU). This processor could be separate from the on-board computer and dedicated for
payload data processing, possibly using compression algorithms to reduce the size of the data or add
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an error correction code to improve data integrity during storage. When the downlink is not available
(i.e. when a ground station is not in view) data generated by the payload will be stored in the onboard
storage. When in view of the ground station the CPU will recall the data from storage, packetize it and
stream it to the modulator.

The modulator takes the (packetized) data stream on its input data port (i.e. an Ethernet port in
[1], [2], [81]) and encodes and modulates the digital data on an analog signal specified according to a
communication protocol or standard such as DVB-S2 (see Section 3.2.1). A popular architecture for
the modulator is that of the software defined radio (SDR) such as the IQ wireless XLink transceiver [82]
or the Gomspace NanoCom SDR-MK3 [83]. In an SDRmost blocks needed for modulation, coding and
waveform shaping are completely implemented in software. This allows the transmitter to be recon-
figurable and allow for operation using different protocols and frequencies. An SDR has a dedicated
processor and memory for the digital processing of the signals and therefore it can also significantly
contribute to the total power consumption of the transmitter.

The analog modulated signal generated by the modulator is centred around an intermediate fre-
quency (IF). In a the super-heterodyne transmitter1 this IF will be upconverted in the mixer or upcon-
verter to the carrier frequency, also called the radio frequency (RF) [84]. The upconverter is responsible
for the frequency reconfigurability for the satellite including band and or user channel selection. Adap-
tive control of the local oscillator (LO) frequency can correct for Doppler shifts that appear due to the
end points in the link moving with respect to each other. In some cases the modulator is a physically
separated unit from the rest of the transmitter such as in the Hi-BEAM DVB-S2 modem [81] and only
connected by the IF cable. However, in the small form factor of CubeSats, the modulator is integrated
with the rest of the transmitter and possibly the antenna such as in [1]. The paper by Devaraj et al.
mentions that the availability of commercially of the shelf (COTS) mixers at Ka-band is limited com-
pared to X-ban [2]. However the Ka-band transmitter by McNicholas et al. seem to prove otherwise as
they have used off-the-shelf monolithic microwave integrated circuits (MMIC) in their design [84].

Before transmission by the antenna, the signal needs to be amplified by a power amplifier (PA)
to increase its power level. The PA is a critical component for the overall power consumption of the
system. The efficiency of the PA determines how much power is used to increase the power level of the
signal and how much is dissipated in heat. Energy efficient PA design is an active field of development
in microelectronics. A survey by Wang et. al. [85] provides an excellent overview in the state-of-the-art
in PA design from 500 MHz to 1.5 THz.

After amplification the signal is converted to a (radiating) electromagnetic wave by the antenna and
transmitted through space. The antenna provides a gain in transmitted power by directing the electro-
magnetic wave in the direction the ground station or relaying satellite. Some systems include a pointing
mechanism for the antenna allowing it to be steered towards a target without changing the orientation
of the spacecraft. The block diagram shown in fig. 3.5 is typical for a unidirectional RF communication
system. An alternative for RF communication is optical communication where electromagnetic waves
in the optical spectrum (300 GHz to 3000 THz) are used to carry the information. Optical communica-
tion for small satellites is an active field of development and some missions have flown demonstrating
this technology [86]. At this moment optical communication has a low technology readiness level (TRL)
[78] and the NGSO constellations discussed in chapter 4 currently do not offer an optical user uplink.
Therefore, optical communication hardware is not the focus of this study.

The following sections will present some of the state-of-the-art in small satellite communication
systems. Section 3.2.1 will start with presenting modulation and encoding schemes that are currently
popular for payload downlink transmission. Section 3.2.2 will describe the state-of-the-art in small
satellite transmitters and section 3.2.3 will do the same for small satellite antennas. This chapter will
conclude a survey of existing and proposed (small satellite) missions that employ inter-satellite link
systems in section section 3.2.4.

3.2.1. Modulation and coding
Modulation is the process of mapping an (digital) stream of data onto an (analog) waveform. Modern

modulation schemesmap the data onto the phase and amplitude of a carrier signal. Each amplitude and
phase combination is called a symbol and the possible symbols of a modulation scheme are displayed
in constellation diagrams such as the ones shown in fig. 3.6a. In these diagrams the radius from the
1Alternative architectures such as direct modulators or RF digital to analog converters exist where the output frequency of the
modulator is that of the carrier. Discussion of different architectures for transmitters is beyond the scope of this study.
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centre determines the amplitude of the carrier wave and the rotation from the x-axis determines the
phase of the carrier wave.

(a) Bit to symbol mapping in the four constellations used in the
DVB-S2 standard [87], [88]

(b) Required bit-energy-to-noise ratio 𝐸𝑏/𝑁0 to achieve a bit er-
ror rate for selected error codes using binary phase-shift keying
(BPSK) modulation in an additive white gaussian noise channel
[89]

Figure 3.6: Symbols used in the DVB-S2 protocol (left) and theoretical performance of forward-error-correction codes (right).

At the receiver the symbols are demodulated into bits to recover the data. During transmission the
received constellations however get distorted due to noise in the channel and (non-linear) effects of
the transmitter and receiver. Error correction codes are added to the original stream of data to correct
these errors. In general, there are two approaches to error detection and correction: backwards error
correction (BEC) and FEC. In BEC, the packet is re-transmitted when it is detected to be incorrect at
the receiver. This requires a bi-directional link with the satellite to request packets for retransmission.
In FEC, the packet contains additional information to correct errors without the need of retransmission.
This howevermeans an overhead of bits are added to the data stream to correct the data if needed at the
receiver. This reduces the effective data rate through the link but gives a more robust communication.

Error correction codes can be compared by their bit-error rate (BER) curves as shown in fig. 3.6b.
These curves show the required bit-energy-to-noise ratio (𝐸𝑏/𝑁0) to achieve a certain BER performance
with a specified modulation scheme and channel. For the mathematical background on bit error prob-
ability calculations the reader is referred to chapter 7 of the book Digital and Analog Communication
Systems by L. Couch [27]. The performance of an error correction code can be evaluated by its coding
gain; the reduction in required bit-energy-to-noise ratio for a given BER with respect to uncoded data
shown in dark blue line in fig. 3.6b. There also exists a upper limit to coding performance defined by
the channel capacity theorem. This theorem shows that the capacity of a channel (in bits per sym-
bol) reduces for an increase in BER as shown in [90]. By using this BER dependent capacity in the
Shannon-Hartley theorem limiting curve can be calculated shown in black in fig. 3.6b.

The modulation and coding (MODCOD) used during transmission is determined by a protocol (or
a standard that defines which protocol to use). The performance of a MODCOD can be expressed in
several ways. Below are three primary performance indicators:

Spectral efficiency the number of bits per second that can be send per Hz of bandwidth [bits/s/Hz]
for the given modulation scheme.

Signal-to-noise threshold the signal-to-noise ratio that is needed to achieve a certain BER for the
given modulation scheme.

Implementation costs the computational power needed to modulate and demodulate the signals, but
also the power required to for example amplify the signal without too much distortion.

There are three families of standards for high-rate modulation and coding schemes for satellite
systems; those specified by the Consultative Committee for Space Data Systems (CCSDS), those
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specified by the European Commission for Space Standardization (ECSS) and those specified by the
European Telecommunications Standards Institute (ETSI). Table 3.3, table 3.4 and table 3.5 show the
applicable standards for these three families of communication protocols.

Table 3.3: CCSDS databooks and standards related to (high-rate) communications

Standard Description Ref

CCSDS 131.2-B-1 Flexible Advanced Coding and Modulation scheme for High Rate Telemetry Applications [91]
CCSDS 130.11-G-1 SCCC–Summary of Definition and Performance [92]
CCSDS 131.3-B-1 CCSDS Space Link Protocols over ETSI DVB-S2 Standard [93]
CCSDS 130.12-G-1 CCSDS Protocols over DVB-S2–Summary of Definition, Implementation, and Performance. [94]
CCSDS 401.0-B-30 Radio Frequency and Modulation Systems–Part 1: Earth Stations and Spacecraft [95]
CCSDS 413.0-G-3 Bandwidth-Efficient Modulations–Summary of Definition, Implementation, and Performance [96]
CCSDS 131.0-B-3 TM Synchronization and Channel Coding [97]
CCSDS 130.1-G-2 TM Synchronization and Channel Coding–Summary of Concept and Rationale. [89]

Table 3.4: ECSS standards related to (low-rate) communications

Standard Description Ref

ECSS-E-ST-50-01C Space data links – Telemetry synchronization and channel coding (31 July 2008) [98]
ECSS-E-ST-50-05C Rev.2 Radio frequency and modulation (4 October 2011) [99]
ECSS-E-ST-50C Communications (31 July 2008) [100]
ECSS-E-HB-50A Communications guidelines (18 November 2008) [101]

Table 3.5: ETSI standards on DVB-S2 and DVB-S2X

Standard Description Ref

ETSI EN 302 307-1 V1.4.1 (2014-11) Digital Video Broadcasting (DVB); Second generation framing structure, channel coding and
modulation systems for Broadcasting, Interactive Services, News Gathering and other broad-
band satellite applications; Part 1: DVB-S2

[102]

ETSI TR 102 376-1 V1.2.1 (2015-11) Digital Video Broadcasting (DVB); Implementation guidelines for the second generation system
for Broadcasting, Interactive Services, News Gathering and other broadband satellite applica-
tions; Part 1: DVB-S2

[87]

DVB BlueBook A171-1 Digital Video Broadcasting (DVB); Implementation guidelines for the second generation system
for Broadcasting, Interactive Services, News Gathering and other broadband satellite applica-
tions; Part I (DVB-S2)

[88]

ETSI EN 302 307-2 V1.2.1 (2020-05) Digital Video Broadcasting (DVB); Second generation framing structure, channel coding and
modulation systems for Broadcasting, Interactive Services, News Gathering and other broad-
band satellite applications; Part 2: DVB-S2 Extensions (DVB-S2X)

[103]

ETSI TR 102 376-2 V1.1.1 (2015-11) Digital Video Broadcasting (DVB); Implementation guidelines for the second generation system
for Broadcasting, Interactive Services, News Gathering and other broadband satellite applica-
tions; Part 2: S2 Extensions (DVB-S2X)

[104]

DVB BlueBook A171-2 Digital Video Broadcasting (DVB); Implementation guidelines for the second generation system
for Broadcasting, Interactive Services, News Gathering and other broadband satellite applica-
tions; Part 2: S2 Extensions (DVB-S2X)

[105]

From a communications system level perspective the spectral efficiency and signal to noise thresh-
old are often used to capture the performance of each of different MODCODs in a standard. Figure 3.7
shows these performance parameters plotted against each other. In general, a higher spectral effi-
ciency requires more symbols in the modulation scheme and a higher signal to noise ratio to close the
link. This information, available directly from the standard, is implemented in the optimization models
of this thesis (see chapter 8). For this work only the DVB-S2 standard is considered as the current
state-of-the-art satellites, Dove and Corvus, use this protocol to achieve high-rate data downlink. Us-
ing a widely implemented standard helps finding COTS transmitter and receiver hardware making the
choice of DVB-S2 also a cost-effective solution for payload downlinks. It is therefore also supported in
the CCSDS protocols [94].

A future study may compare the different high-rate protocols using the models developed in this
work. In particular, the use of the computationally low demanding SCCC encoding with overlapping
MODCODs in the CCSDS [92] [91] would be interesting for this use case. Similarly, the DVB-S2X
standard would be of interest as it adds ’very low’ signal-to-noise ratio (VL-SNR) modulation and coding
schemes, targetted for moving vehicles like trains and cars, which could be used instead to create low-
rate (but high accumulated throughput) links to MEO or GEO data-relay satellites.
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(a) Spectral efficiency against carrier to noise ratio for DVB-S2
[102]

(b) Spectral efficiency against bit-energy-to-noise ratio 𝐸𝑏/𝑁0 in
an AWGN channel for the SCCC scheme recommended in 131.2-
B-1 from [92] showing near Shannon limit operation and a wide
range of spectral efficiencies.

Figure 3.7: Spectral efficiency against bit-energy-to-noise ratio for the DVB-S2 (left) and CCSDS (right). Both standard have
overlapping formats for each modulation scheme allowing for smooth transitions in VCM or ACM operation.

3.2.2. Transmitters
The RF transmitter in a downlink communication system typically consist of a modulator, a up-

converter (mixer) and a power amplifier. Important performance specifications of transmitters include:

Data rate the (maximum) bits per second the transmitter can transmit.

RF output power the (maximum) radio-frequency signal power the transmitter can generate

Efficiency the amount of power consumed per bit or per unit RF power

Size, weight and cost the size, weight and cost of the transmitter

This section presents an overview of the performance of current state-of-the-art in small satellite
transmitters. The goal is to find a trend in the key performance specifications such as data rate, RF
power and efficiency. The State of the Art Small Spacecraft Technology reports of NASA [78], [106]
contains excellent chapters on Communications in VHF, UHF, L, S, X, Ku/Ka and optical bands. This
part of the review will present an up to date overview on RF transmitters operating at X-band and above.

Figure 3.8 shows an illustration of the bands nano-satellites currently use (and proposed missions)
from nanosats.eu [38]. What can be seen is that VHF and UHF remain popular, this is because most
satellites use omnidirectional antennas in this band for robust TT&C (i.e. in case of tumbling during
early operations). S-band and X-band are popular for high data rate down link communications and only
a few satellites are using frequencies above X-band. Of the 66 satellites using Ka-band approximately
30 are Corvus/Landmapper (proposals) from the company Astro-Digital [5]. This shows that Ku-band
and above is a novel area for small satellite communications.

Table 3.6 shows a selection of the state-of-the-art in small satellite transmitters in X-band and above.
Transmitters on X-band for small satellites and CubSats/nanosats are now widely available with over
a dozen companies developing COTS transmitters in this band. The maturity of transmitters in this
band can be seen from two aspects. On one hand there exist transmitters that have undergone strong
miniaturization such as the designs of the IQ Wireless, AAC Clyde and COMSpace transmitters [82],
[83], [107], [108]. These transmitters offer a data rate of several Mbps in a small form factor of around
0.1U. On the other hand, in the same band there also exists the highest performing transmitters (in
maximum data rate) at this moment including the Planet HDS2 achieving more than 1 Gbps [2] and the
Hodoyoshi 4 transmitter offering 0.5 Gbps [109]. Finally, this band also includes the exotic example of
the IRIS V2.1 Deep Space Transponder that flew on theMarCO satellites [110] showing that transmitters
in this band exists in a small form factor, are high performing and can be designed to operate in the
harsh environment of deep space.

One band higher in the Ku/Ka-band developments are speeding up. There is more bandwidth
available in this band however COTS components are less available [111]. This results in only four
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Figure 3.8: Downlink bands used by nano-satellites from Nanosats.eu [38]

transmitters in this band to be included in Table 9. The highest performing in this band is the Ka-
Band transmitter from Astro Digital that is flying on the Corvus/Landmapper spacecraft [1], [84], [111]
achieving 320 Mbps. This transmitter uses an integrated upconverter, amplifier and antenna from
SAGE Millimeter [112] with an integrated DVB-S2 modulator all within 1U of space. The only other
transmitter in this band that can be considered of a TRL greater than 6 is the SWIFT-KTX from Tethers
Unlimited Inc. [113]. The last two transmitters in this band are the New Space Systems SDR Ka-band
/ S-band transceiver [114] and the ISARA tone-generator [115]. Only little information is available of
the New Space Systems transceiver apart from a mention in NASA’s report and a limited datasheet.
The ISARA tone-generator is part of a recent in-orbit reflect array demonstrator. It is included in this
overview for its RF efficiency metric and to show the ongoing developments in this frequency band.

Table 3.6: Selection of state-of-the-art small satellite transmitters in X-band and Ka-band

Description Operating band /
(Frequency)

Bandwidth
[MHz]

Data rate
[Mbps]

RF power
[W]

DC power
[W]

Size
[U]

Mass
[kg]

Highest
MOD Ref.

Ka-band transmitter
Gen. 3 Astro Digital

Ka-band
(26.8 GHz) 86.4 320.6 0.6 20 1.00 1.00 32-APSK [1], [111]

[84], [112]

SWIFT-KTX
Thethers Unlimited Inc.

K-Band/Ka-Band
(18 – 23 GHz or
23 – 28 GHz)

500 100 2 25 0.33 0.50 16-APSK [113]

ISARA Ka-band
(26 GHz) n.a. n.a. 0.5 10 0.50 0.19 n.a. [115]

New Space Systems
SDR Transciever

Ka-band
(26.5 - 40 GHz) ? 10 2 30 0.5 0.6 QPSK [114]

Planet HDS2 X-band
(8025 – 8400 MHz) 300 1674 2 50 0.25 ? 32-APSK [2]

Hodoyoshi 4
transmitter

X-band
(8160 MHz) 125 538 2 22 1.05 1.30 64-APSK [109]

IRIS V2.1 Deep Space
Transponder

X-band
(8400 – 8500 MHz) 8.44 6.25 3.8 33.7 0.56 1.20 BPSK [110]

XLINK
IQ Wireless GmbH

X-band
(8025 – 8500 MHz) 475 25 0.5 15 0.16 0.20 8-PSK [82]

PULSAR-XTX
AAC Clyde

X-band
(8025 – 8375 MHz) 300 50 2 15 0.10 0.13 QPSK [107]

NanoCom
XT8250 GOMSpace

X-band
(8000 – 8500 MHz) 500 225 3 28.5 0.10 0.32 32-APSK [83], [108]

n.a. - not applicable
? - unknown
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Table 3.7 shows an overview of four performance indicators of the selected state-of-the-art trans-
mitters. The four performance indicators are:

Spectral efficiency the number of bits per second the transmitter is able to transmit per Hertz of band-
width. This number is calculated by dividing the maximum data rate by the used bandwidth. In-
creasing spectral efficiency requires a higher order modulation code, higher spectral efficiency is
desired because (licenced) bandwidth is expensive.

Power efficiency the maximum RF power the transmitter can generate per watt of DC input power. A
higher energy efficiency means less power is required in the power budget for the transmitter to
close the link.

Link efficiency the amount of energy it takes to transmit one bit (from space to Earth). For this number
the ratio of data rate and DC power is taken instead of the RF power as the performance of the
transmitter is to be evaluated on a (satellite) system level and not just on a RF link level [116]. A
higher data rate per power means less power is required to transmit a bit. It should be noted that
this number is also depended on the performance of the ground station.

Power density the maximum RF power the transmitter can generate inside the volume it uses. As RF
power generation (in the power amplifier) is an in-efficient process heat is generated inside the
transmitter which requires proper thermal design. If a large power can be generated in a small
volume (high power density) this indicates a higher performing design.

Table 3.7: Performance indicators of selected small satellite transmitters in X-band and Ka-band

Description Operating band /
(Frequency)

Spectral efficiency
[bit/s/Hz]

Power efficiency
[%]

Link efficiency
[Mbit/J]

Power density
[W/U] Ref.

Ka-band transmitter
Gen. 3 Astro Digital

Ka-band
(26.8 GHz) 3.71 3.00 16.03 0.60 [1], [111]

[84], [112]

SWIFT-KTX
Thethers Unlimited Inc.

K-Band/Ka-Band
(18 – 23 GHz or
23 – 28 GHz)

0.20 8.00 4.00 6.06 [113]

ISARA Ka-band
(26 GHz) n.a. 5.00 n.a. 1.00 [115]

New Space Systems
SDR Transciever

Ka-band
(26.5 - 40 GHz) ? 6.67 0.33 4.00 [114]

Planet HDS2 X-band
(8025 – 8400 MHz) 5.58 4.00 33.48 8.00 [2]

Hodoyoshi 4
transmitter

X-band
(8160 MHz) 4.30 9.09 24.45 1.90 [109]

IRIS V2.1 Deep Space
Transponder

X-band
(8400 – 8500 MHz) 0.74 11.28 0.19 6.79 [110]

XLINK
IQ Wireless GmbH

X-band
(8025 – 8500 MHz) 0.05 3.33 1.67 3.13 [82]

PULSAR-XTX
AAC Clyde

X-band
(8025 – 8375 MHz) 0.17 13.33 3.33 20.00 [107]

NanoCom
XT8250 GOMSpace

X-band
(8000 – 8500 MHz) 0.45 10.53 7.89 30.00 [83], [108]

n.a. - not applicable
? - unknown

The differences between the state-of-the-art in X-band and Ku/Ka-band are well captured in Table
10. At this moment the highest performing X-band transmitters perform better than the Ku/Ka-band
in terms of spectral efficiency. The Planet HDS2 uses separate data streams on left- and righthand
circular polarizations [2] effectively doubling the spectral efficiency. The Hodoyoshi 4 instead uses a
higher order modulation scheme (64-APSK) to achieve the higher spectral efficiency [109]. There is
a notable difference in the energy efficiency of the two bands. For X-band the efficiency lies around
10%, with only the Planet HDS2 and XLINK having below 5% efficiency. For the HDS2 a large amount
of power is used for the six DVB-S2 modulators in the transmitter, lowering the overall efficiency of this
transmitter. For Ka-band the efficiency number drops to around 5%. This reduction in efficiency can
also be seen in the power density specification where small miniaturized X-band transmitters score
significantly higher than the Ka-band transmitters.
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The impact of the decrease in power efficiency at Ka-band is a key point of interest for the proposed
LEO-to-NGSO data-relay concept, especially considering the LEO-to-LEO variant. Because the NGSO
constellations discussed in chapter 3 use Ku/Ka-band frequencies the efficiency will be lower than
what is currently achieved on X-band. This means that more power will be used on the satellite for
the downlink communication system. In addition, the duty cycle for transmission in the data-relay
architecture will be higher than in the direct link architecture. As passes in the data-relay architecture
occur more frequent throughout the orbit the downlink transmitter will be active more often. It might
therefore be the case that there is not enough time in between transmissions for the solar cells to keep
the batteries charged throughout the orbit. In order to evaluate the proposed data-relay architecture
this increase in duty cycle should therefore be considered in the power budget.

3.2.3. Antennas
Small satellite antennas are an active field of development as they are enabling technologies for

communication, radar and sensing applications. Antennas convert electrical signals to electromagnetic
waves and vice versa. They also provide gain by shaping the electromagnetic radiation in a certain
direction. Publications by S. Gao et. al. [117] and Y. Rahmat-Samii et. al. [118] provide a good
overview of the state-of-the-art in small satellite antennas. In this section those overviews are extended
with recent developments and some criteria on which to evaluate antenna systems are highlighted. The
presented material in this section is focussed on designs of medium to high gain antennas (> 15 dBi)
operating at X-band or higher (above 8.0 GHz) that have had or are close to flying on a demonstrator
mission (TRL 5/6).

The small satellite antennas reviewed in this section can be placed into five categories: planar
antennas, horn and lens antennas, reflect array antennas, mesh reflector antennas and inflatable an-
tennas. Figure 3.9 shows examples for these five types of antennas and indicate some of their key
properties. The following subsections will explain the characteristics of each antenna type in detail.

High gain antennas for small satellites

Horn and lens 
antennas

Reflect array 
antennas

Mesh reflector 
antennas

Inflatable antennasPlanar antennas

• 15 to 25 dBi gain
• ~ 1U

• Non-stowable

• 15 to 25 dBi gain
• ~ 0.1 U

• Light weight
• Low profile

• 30 to 35 dBi gain
• ~ 0.25U

• Stowable
• Narrow band

• 40 to 50 dBi gain
• 1.5U to 3U

• Stowable
• Above 30 GHz

• 25 to 50 dBi gain
• From 0.5U

• Stowable
• Large apertures
• Up to 20 GHz

Figure 3.9: High gain antennas for small satellites can be categorized in 5 types. From left to right images show Kymeta Ka-band
meta-material phased array antenna [119], Astro Digital / SAGE millimeter Ka-band horn antenna used on the Corvus satellites
[1], MarCO X-band reflect array [120], Tendeg KaPDA Ka-band mesh reflector antenna on Raincube [121] and the large inflatable
deployable antenna experiment [122].

Planar antennas
Planar antennas have radiating elements integrated into a flat panel surface, often a dielectric sub-

strate or ametal surface. Their planar, light weight and low profile design allows these types of antennas
to be integrated in unused surfaces of the small satellite. Tubbal et. al. [11] provide a great survey of
planar antennas for small satellites including some performance enhancement techniques. The sur-
vey compares two sub-types of planar antennas; the microstrip patch antenna and the slot antenna.
However, this category also includes some exotic types such as the bullseye antenna [123], wideband
Fabry-Perot antennas [124] and grid oscillator antennas [125]. Because multiple planar antennas can
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be placed on a single dielectric substrates it is affordable to create an array of radiating elements in-
creasing the overall gain of the antenna. This is for example done in the designs of Patriotis et. al.
[126] and Buttazoni et. al [127], [128] to create a high gain at K/Ka-band frequencies (>18 GHz) that
take only a small area (one side of a 1U CubeSat).

Horn and lens antennas
Horn antennas are versatile in satellite communication systems and provide a reasonable gain (15

to 25 dBi) and a wide bandwidth. A horn can be made linearly or circular polarized and can operate
at millimeter wave frequencies. Horns are a popular choice for small satellite antennas, either used
directly such as in the Ka-band transmitter of the Corvus spacecraft [1], [112] or as a feed antenna for a
parabolic reflector. Horn antennas are also a popular choice when individual pointing is required using
mechanical steering as shown in fig. 3.10a. A disadvantage of the horn antenna is the large volume it
occupies. The small antenna in fig. 3.10a provides 15 dBi gain while the larger only provides 18 dBi
for its significant increase in occupied space.

In lens antennas the electromagnetic waves are guided through a dielectric or metal medium. The
waves are focussed in a similar way as in an optical lens. An interesting recent example of a lens
antenna is the water drop lens antenna by Fonseca et. al. [129]. This low-profile antenna operates
at Ka-band frequencies and can be electronically steered. The antenna has a high aperture efficiency
and with its low profile this results into a high gain for a small volume.

(a) First and second generation horn antenna with pointing mech-
anism from SSTL [130]

(b) Comparison between reflect array and parabolic reflector from
[131]

Figure 3.10: Example of horn antennas (left) and difference between reflect-array antennas and parabolic reflectors (right)

Reflect array antennas
Reflect array antennas use an array of passive (non-driven) elements to collimate the electromag-

netic waves over a large area. Their principle of operation is similar to that of a parabolic reflector as
illustrated in fig. 3.10b. The reflect array antenna has proven its strengths with the 6U MarCO satellites
that are the first interplanetary CubeSats [120], [132]. Their reflect arrays were used to relay data back
from the InSight mission to Earth on X-band. The planar design of reflect arrays allows them to be
integrated into the structure of the satellite and possibly deployed, folding out similar to solar arrays.
The ISARA mission (a follow up of the MarCO satellites) includes a Ka-band reflect array integrated
into the back of the solar array of the 3U satellite [133], [134]. Just as planar antennas, a reflect ar-
ray can be made from dielectric substrate/PCB materials and are therefore inexpensive antennas. A
disadvantage of the reflect array antenna is its narrow band of operation [131].

Mesh reflector and inflatable antennas
A high gain can be achieved using mesh reflector or inflatable antennas. Both types use a parabolic

reflector to increase the aperture and gain of the antenna. With this increased aperture gains up to 50
dBi can be achieved such as with the KaTENna 3-meter aperture antenna [135]. Creating large struc-
tures in space is challenging as launching a solid 3-meter diameter structure on its own is impractical
and expensive. Therefore, mesh reflector and inflatable antennas are deployable systems that fold
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(or inflate) into a large reflecting structure. A lot of research is done on inflatable antennas including
1997 space shuttle demo missions by NASA [122] and more recent research on a CubeSat concept by
Babuscia et. al. [136]–[140]. Inflatable antennas allow for a large antenna gain with only a small stored
volume, however they suffer from two major drawbacks. The first one is that inflatable antennas require
pressurized gas to inflate and should remain fully inflated in order to stay functional. Therefore, leaks
caused by the deployment or by damage in-orbit are detrimental to this concept. The second drawback
is that it is difficult to create inflatable antennas at high frequencies because of the low surface rough-
ness requirement. A 1998 paper by Cassapakis et. al. [141] shows that the surface roughness of the
inflatable structure becomes limiting above 20 GHz, making this concept less appropriate for Ka-band
communications. Mesh reflectors do not have this drawback because of their consistent surface allow-
ing for Ka-band operation. This was demonstrated by the antenna of RainCube [51] has a tested 43
dBi gain. The company behind this antenna design TenDeG, specialized in space deployables, is work-
ing on a 3m version for this antenna that could provide up to 50 dBi gain. The disadvantage of mesh
reflectors is the large stowage volume required, making them only suitable for the larger CubeSats.
Recent developments show an interesting combination of the reflect array antenna and deployable
mesh antennas. A paper by P. K. Kelly [131] proposes a deployable reflect array antenna on a mem-
brane similar to that of the KaTENna antenna. Allowing for a large aperture reflect array offering higher
performance.

Steering mechanisms
In general, there are three approaches to steering the antenna: spacecraft body pointing, mechan-

ical steering and electrical steering. In body pointing, the whole spacecraft is steered to point the
antenna to the target using the attitude control system of the spacecraft. This approach to pointing is
of course applicable to any type of antenna, however simultaneous pointing of the antenna and the
payload is not possible, which ma reduce the mission return, In addition, the steering speed and ac-
curacy is limited by that of the attitude control system. To independently steer the antenna from the
spacecraft a dedicated antenna steering mechanism is needed. For in mechanical steering mecha-
nisms this is done using electric motors such as in the antenna pointing mechanisms of SSTL [130]
shown in fig. 3.10a. However, these types of steering mechanisms are heavy, consume power and
contain mechanical parts that could wear out over time. Alternatively, some antenna types are suitable
for electronic steering, primarily phased array antennas but also more exotic types such as Kymeta’s
metamaterial antennas or the water drop lens antenna [142][129]. The elements of planar antennas
arrays (phased arrays) can be driven with a relative phase shift allowing for the antenna beam to be
steered without mechanical components [143]. This type of steering comes at the cost of decreased
gain for higher steering angles, also called scanning losses or cosine losses. For any type of steering
mechanism, the steering range, steering speed and steering accuracy are important and should be
considered when calculating the throughput of the system.

State-of-the-art overview
Table 3.8 shows an overview of the state-of-the-art in small satellite antennas most of which men-

tioned in the previous sections. Three specifications are included in this table: the gain of the antenna
in dBi, the volume in CubeSat standardized units (U) of 10x10x10 cm and the mass of the antenna
in kilograms. As antenna gain is one of the key performance indicators it is almost always mentioned
in publications. However, volume and mass are often not mentioned unless the antenna is also com-
mercially available, and a datasheet is published. Where possible the (stored) volume was calculated
from specified dimensions. Reported mass numbers are only those that are mentioned in publications,
no attempts were made to estimate masses. In addition to these three specifications, the deployability
and steerability for each antenna is mentioned.

The antennas presented in this section are of different types, operate at different bands and some
include steering mechanisms which add up mass and volume and a particular shape might suit one
spacecraft better than the other. However, some trends can be observed when comparing gain against
volume and gain against mass as is done in fig. 3.11. The gain against volume shows approximately
how each type of antenna could perform. There is a linear trend where more volume results into
more gain but because of the limited data and the non-equal comparison in frequencies this trend is
somewhat weak. The reflect area and mesh reflector do well on this performance indicator. Because
of the limited mass numbers available no comparison is drawn between the different types on the gain
versus volume performance indicator.
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Table 3.8: Overview of state-of-the-art small satellite antennas

Description / Mission Operating band /
(Frequency) Type Gain

[dBi]
Volume

[U]
Mass
[kg] Deployable Steerable State Ref

Planar active
pashed array / GaNSAT

K-band
(175 - 20.5 GHz) Planar 16 ? ? No Electronically

±70° In-dev.

[117]
[124]
[144]
[145]

Reconfigurable Transmit /
Receive Antenna Array

K/Ka-band
(20 - 32 GHz)

Planar
(dual-band) 15 ? ? No No In-dev. [126]

Reconfigurable Phased/
Antenna

Ka-band
(35 - 40 GHz)

Planar
(dual-band) 24 0.01 ? No No In-dev. [127]

[128]

Bulls eye antenna V-band
(60-GHz)

Planar
(bullseye) 19.1 0.03 ? No No In-dev. [123]

Kymeta Meta-Material
CubeSat Antenna

Ka-band
(27.0 GHz)

Planar
(meta-material) 24 0.15 ? No Electronically

±45 In-dev. [119]

Boeing Tile Array Ka-band
(25.25 - 27.5 GHz)

Planar
(phased array) 28 3.91 1.8 No Electronically

±70° In-dev. [119]

SAGE millimeter /
Astro-Digital Corvus

Ka-band
(26.3 - 27.2 GHz)

Horn
(lens corrected) 24 0.48 0.17 No No In-orbit [1]

[112]

Water drop lens Ka-band
(27.5 - 30.0 GHz) Lens 23.87 0.91 ? No Electronically

±70° In-dev. [142]
[129]

SSTL X-APM X-band
(8.0 - 8.5 GHz) Horn 15 ? 2.7 No

Mechanically
±270° Az.
±110° El.

In-orbit [130]

ISARA Ka-band
(26.0 GHz) Reflect array 33.5 0.72 ? Yes No In-orbit [133]

[134]

MarCO X-band
(8.425 GHz) Reflect array 29.2 0.24 0.93 Yes No In-orbit [120]

[132]

DaHGR X-band
(10 GHz) Reflect array 34 1.50 ? Yes No In-dev. [131]

KaPDA / RainCube Ka-band
(35.75 GHz)

Mesh reflector
(Cassegrain) 42.6 1.60 1.4 Yes No In-orbit [51]

[146]

KaTENna Ka-band
(36.0 GHz)

Mesh reflector
(offset-fde) 49.2 3.00 2.5 Yes No In-dev. [147]

JPL-ASU X-band
(8.4 GHz)

Inflatable
(dish reflector) 24.1 0.50 ? Yes No In-dev.

[136][137]
[138][139]
[140]

Large Inflatable
Deployable Antenna

X-band
(11.1 GHz)

Inflatable
(dish reflector) 47.7 ? ? Yes No Demo [141]

In-dev. - In development
Planned - Launch planned
Demo - Demonstrator flown
In-orbit - Antenna operating in orbit

0 1 2 3 4
Volume [U]

0

10

20

30

40

50

60

Ga
in

 [d
Bi

]

planar horn/lens & inflate

mesh

reflect
y = 4.186x + 25.078

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Mass [kg]

0

10

20

30

40

50

60

Ga
in

 [d
Bi

] y = 1.548x + 28.882

Figure 3.11: Comparison in antenna gain against volume and antenna gain against mass for state-of-the-art small satellite
antennas.
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3.2.4. Intersatellite links
Intersatellite link (ISL) have been used to relay data from other satellites in the past, both NASA

and ESA have dedicated high data rate (optical) relay systems called Tracking and Data Relay Satellite
System (TDRSS) and European Data Relay Satellite System (EDRS) in GEO that can be used to relay
data from satellites, weather balloons or planes [148], [149]. ISLs have also been used to create
crosslinks between satellites in constellations such as in the constellation of Iridium. In addition, ISLs
have been used on interplanetary missions such as the Rosetta-Philae satellite & lander link during the
mission to comet 67P/Churyumov–Gerasimenko [150] and recently intersatellite links have been used
to relay data from the Mars InSight lander through the MarCo nano-satellites [132].

Although dedicated systems such as TDRSS and EDRS exists, recent proposals show interest in
using existing GEO commercial fixed satellites services as a data-relay for LEO satellites, i.e. proposed
by Kopp in [151]. This architecture is currently being explored for micro-satellite missions. For example
the VELOX II satellite has demonstrated a data-relay with the commercial Inmarsat GEO constellation
[15] and a consortium of European companies including NanoAvionics is planning to use LEO-to-GEO
data-relays for a global Internet of Things constellation [17], [152]. Several nano-satellite (<10 kg) mis-
sions have been proposed or launched to experiment with inter-satellite links to the existing commercial
LEO constellations of Iridium and Globalstar [153]. A short survey by Yoon et. al. shows several other
small satellites demonstrating inter-satellite links [152].

Table 3.9 shows a selection of satellite technology and missions that have demonstrated or pro-
posed the use of intersatellite links. The table shows that intersatellite links have found their use in
several domains. nano-satellites such as TSAT, GEARRS-1&2 and SHARC are starting to use ISLs
for low rate TT&Cwith existing LEO constellations and demonstrators for crosslink ISLs achievingMbps
rates. Larger (6U) nano-satellites such as the M6P of NanoAvionics and Velox-II satellite are exploring
the option of a LEO-to-GEO intersatellite link although not achieving significantly higher rates. Rates of
multiple Mbps can be found on the larger satellite systems such as TDRSS and EDRS or the cross-links
in the Iridium Next constellation.

Table 3.9: Selection of satellite technology using or demonstrating intersatellite links

Mission / Hardware Relay Distance Band Data rate Status Ref

TSAT, GEARRS1
STX-2/3 Globalstar LEO-LEO / ∼1000 km L-band 72 bps Success [154]

GEARRS2, SHARC
EyeStar-D2 Globalstar LEO-LEO / ∼1000 km L-band / S-band 7 kbps Success [154]–[156]

TechEdSat-1,2,3p Iridium/Globalstar LEO-LEO / ∼1000 km L-band 9.6 kbps Proposed [157]

CommCube 1 GlobalStar LEO-LEO / ∼1000 km L-band / S-band 9.6 kbps Proposed [140]

CanX-4&5 ISL-demo 5 km S-band 10 kbps Success [152]

Diamond ISL-demo ? S-band 2 Mbps Success [152]

S-NET ISL-demo 400 km S-band 100 kbps Success [152]

NanoAvionics GoIT ? LEO-GEO / ∼36000 km Ku/Ka-band ? Proposed [17], [152]

VELOX-II Inmarsat LEO-GEO / ∼36000 km L-band 200 kbps Success [15]

LISA ARTEMIS LEO-GEO / ∼36000 km S-band / Ka-band ? Proposed [158]

TDRS LEO-GEO / ∼36000 km
S-band
S-band
Ku-band
Ka-band

10 kbps (multiple access)
6 Mbps (single access)

300 Mbps (single access)
650 Mbps (single access)

Operational [148]

EDRS LEO-GEO / ∼36000 km Ka-band
Optical

300 Mbps
1.8 Gbps Operational [149], [159]

Argo Modem EDRS LEO-GEO / ∼36000 km Ka-band 300 Mbps ? [160], [161]

Iridum Next crosslink LEO-LEO / 4500 km Ka-band 12.5 Mbps Operational [152]

Insight lander MarCO ∼3500 km UHF 8 kbps Success [132]

Philae Rosetta ∼200 km S-Band 16 kbps Success [150]

The use of ISLs to for data-relay purposes or cross-links is actively explored in research and
academia. However, LEO-to-LEO data-relay links have only been considered with previously exist-
ing LEO constellations such as Iridium and Globalstar that to not offer high enough data rates to be
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competitive with the throughput of state-of-the-art payload downlink transmitters. The proposed LEO-
to-LEO or LEO-to-MEO data-relays with broadband communication constellations would however have
the potential to exceed the throughput that is currently possible on small satellite platforms using direct
links. A throughput analysis for the LEO-to-NGSO data-relay is needed to evaluate the concept and its
competitiveness with direct link systems.



4
NGSO (mega-)constellations

This chapter will present an overview of current proposals for NGSO (mega-)constellations, includ-
ing LEO (mega-)constellations and MEO constellations. Recently, the interest in non-geostationary
orbit (NGSO) constellations to provide global broadband connectivity from space has increased. Satel-
lite constellations in low Earth orbit (LEO) or medium Earth orbit (MEO) have less latency than geo-
stationary Earth orbit (GEO) satellites and the decrease in distance allows for lower power commu-
nication systems on the satellite and the ground. However, the satellites see a smaller part of the
surface of the Earth than a satellite in GEO and therefore more satellites and more ground stations (or
crosslinks between the satellites) are needed to provide global coverage. Decreased launch costs and
improved small satellite technologies allow for novel concepts including a large ‘mega-constellations’
of over 1000 satellites, millimeter wave communications and laser crosslinks. The markets for these
NGSO constellations are rural and developing areas that are currently underserved by terrestrial com-
munication networks. However, several challenges are pointed out by Su [38] for these constellations
including integration with terrestrial infrastructure, interference with existing systems, dynamic routing
and resource management.

NGSO constellations are not a new concept and there have been several companies since the
late 1990 that tried to commercialize LEO constellations for broadband connectivity as Iridium and
Teledesic. The recent developments however show new light for NGSO constellations with several
companies such as SpaceX, OneWeb, Telesat and O3b having launched their first satellites. This
chapter will take a technical look at the proposed architectures and the potential for small satellites to
use these constellations for relaying their payload data.

The use of LEO mega-constellations as a data relay for small satellites was first suggested by
Karunanithi [4]. In this chapter a broader scope is taken and NGSO constellations in MEO are also
considered. For a first order analysis of the proposed LEO-to-NGSO data relay the following specifi-
cations of the constellations are of interest:

• Orbital parameters of the constellation including number of satellites, number of planes, inclina-
tions and altitudes.

• Operation of the user beams of the satellites, such as operational field-of-view (FoV), number of
beams and steerability of the beams.

• Frequency and protocols used for the user communication channels.

Although the companies like to keep specifics of their constellations private, they must provide some
specifications in order to operate satellite systems in the United States. The companies therefore
must file an application for their constellations at the FCC that administrates frequency coordination
between all spectrum users in the United States. These filings provide good insights of the proposals
of the companies; however they are known to contain optimistic numbers on communication system
performance. The following sections will separately discuss LEO and MEO constellations on these
aspects. Then a general overview is given and finally a short discussion is provided on research for
multi-layered satellite networks.

33
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4.1. LEO (mega-)constellations
The technical challenges of LEO constellations and novel proposals by companies such as SpaceX

and Amazon have sparked the interest of academics. A 2019 paper by Del Portillo [3] compared
specifications and throughput of the industries three frontrunners in LEO satellite mega-constellations,
SpaceX, OneWeb and Telesat, and indicated the importance of inter-satellite links within the satellite
network to achieve high throughput. Since then OneWeb has gone bankrupt after launching its first
batch of satellites [162] and SpaceX has made several changes to its constellation, eventually lowering
all satellites to 500 km [163], making a LEO-to-LEO data-relay challenging. The following sections will
shortly discuss the proposals of companies planning LEO (mega-)constellations.

4.1.1. Telesat
In November 2016 Telesat Canada filed its first application for a LEO constellation of 117 satellites

operating in Ku/Ka-band [164]. In March 2017 Telesat has requested approval for a separate LEO
constellation operating in V-band [165]. In May 2020 Telesat requested to modify the original proposal
of 117 satellites in two phases to a total of 1671 satellites [166]. This latest constellation consists of
two sub-constellations, one of polar orbits in 27 planes inclined at 98.98° with each 13 satellites per
plane and one of inclined orbits in 40 planes inclined at 50.88° with 33 satellites per plane. The polar
sub-constellation will be at an altitude of 1015 km altitude while the inclined sub-constellation will be
at 1325 km altitude. The configuration of the constellation is shown in fig. 4.1. According to Telesats

Figure 4.1: Telesat LEO mega-constellation of 1671 satellites as described in [166].

original application, the satellites will serve users that can see the satellite down to an elevation angle of
10° [164]. This gives an operating FoV on each satellite around ±55°. Users will initiate communication
with the satellite through the satellites fixed wide-area beam. After the initiation, the satellite will provide
the communication with the user with its shapeable and steerable user-beams of which there are at
least 24 available on each satellite [166].

The user uplink band is 17.8 – 20.2 GHz (Ka-band) with a theoretical maximum bandwidth of 500
MHz. The user downlink band is 27.5 – 30 GHz with a theoretical maximum bandwidth of 850 MHz.
The constellation uses optical ISLs that allows any two adjacent satellites to communicate regardless
of their orbital planes. This allows a satellite to forward its data to a satellite that is in view of an internet
connected ground station.
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4.1.2. OneWeb
In April 2016 OneWeb filed its first application for a LEO constellation of 720 satellites [167]. In

March 2017 OneWeb filed an application for a V-band extension to the constellation with 1280 satellites
in MEO when fully deployed [168]. In March 2018 OneWeb requested to double the number of planes
in the initial LEO constellation to 36 and the number of satellites per plane to 55 increasing the total
amount of satellites to 1980 [169]. However in an December 2018 interview OneWeb’s founder said
the company is scaling back the LEO constellation to around 600 satellites [170]. OneWeb’s original
LEO constellation proposal of 720 satellites as defined in [167] would have 18 polar orbital planes at
an altitude of 1200 km and an inclination of 87.9° with 40 satellites per plane. The configuration of
the constellation is shown in fig. 4.2. Each of OneWeb’s satellites will serve users that can see the

Figure 4.2: OneWeb LEO mega-constellation of 720 satellites as described in [167]

satellite down to an elevation angle of 25°. This gives the 1200 km altitude satellites an FoV of around
40°. The 16 user beams of OneWeb’s satellites are however fixed and elliptical, therefore a circular
FoV is a simple approximation of the actual FoV. The user uplink band is 14.0 – 14.5 GHz with a
bandwidth of 125 MHz. The user downlink band is 10.7 – 12.7 GHz with a bandwidth of 250 MHz. The
OneWeb satellites do not have an inter-satellite link and should therefore always be in line of sight of a
ground station. OneWeb launched 74 satellites before filing for bankruptcy in February 2019. Troubles
raising funding, the technical challenging aspects of a LEO constellation and finally the outbreak of
the COVID-19 pandemic forced the start-up to close its doors [162] and require new investments to
continue operation [171].

4.1.3. SpaceX Starlink
In November 2016 SpaceX filed its first application for a LEO constellation of 4425 satellites [172].

In March 2017 SpaceX has requested approval for a VLEO extension to this constellation with an
additional 7518 satellites [173]. This hybrid constellation would consist of three shells in VLEO between
335.9 km and 345.6 km altitude, and five shells in LEO between 1100 km and 1325 km altitude. In
November 2018 SpaceX requested to lower the altitude of the satellites in the lowest LEO shell in the
original 2016 constellation of 4425 satellites to 550 km [174] and change the number of planes and
satellites per plane in this lower shell later in August 2019 [175]. However, in an April 2020 application
SpaceX requests lowering all shells to 540 km to 570 km [163]. This change would lower all Starlink
satellites to roughly the same altitude of the small satellites considered for the data-relay system. This
could make the possibility for a data-relay challenging as the inter-satellite passes will be of short
duration. Therefore two applications of the SpaceX constellation are considered in this work, the August
2019 specification that has some shells at higher LEO altitudes and the April 2020 specification that
has all shells in the lower LEO altitudes.
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The August 2019 specification of SpaceX’s constellation consists of 5 shells totalling 4409 satellites
[175]. The first shell is inclined at 53° at an altitude of 550 km with 72 planes and holding 22 satellites
each. The second shell is inclined at 53.8° at an altitude of 1110 km with 32 planes holding 50 satellites
each. The third shell is inclined at 74° at an altitude of 1130 km with 8 planes holding 50 satellites each.
The fourth shell is inclined at 70° at an altitude of 1325 km with 6 planes holding 75 satellites each.
The fifth shell is inclined at 81° at an altitude of 1275 km with 5 planes holding 75 satellites each.

The April 2020 modification of SpaceX’s constellation keeps the 5 shells totalling 4408 satellites
[163]. The first two of the shells are inclined at 53° and 53.2° at an altitude of 550 km and 540 km with
72 planes holding 22 satellites each. Then a medium inclined shell with an inclination of 70° at 570
km altitude has 36 orbital planes with 20 satellites per plane. The final two shells provide coverage
over the poles with an inclination of 97.6° at 560 km altitude with 6 and 4 planes each and 58 and 43
satellites per plane respectively.

(a) SpaceX Starlink constellation as specified on August 2019 with
4409 satellites [163] still having higher LEO shells.

(b) SpaceX Starlink constellation as specified on April 2020 with
4408 satellites [163] only lower LEO shells.

Figure 4.3: SpaceX Starlink constellation as specified on August 2019 (left) and April 2020 (right).

The satellites will serve users with 8 steerable and shapeable spot beams per satellite down to a
minimum elevation angle of 25° giving the satellites an operating FoV of around 56°. The user uplink
band is 12.75 – 14.5 GHz with a theoretical maximum bandwidth of 500 MHz. The user downlink band
is 27.5 – 30 GHz with a theoretical maximum bandwidth of 1 GHz. The SpaceX satellites will use optical
inter-satellite links between the satellites in the constellation [172].

SpaceX has launched 955 satellites towards the first Starlink constellation as of November 2020
[176]. They have also recently applied for a Gen2 next-generation constellation of 30.000 satellites to
address the surging demand in broadband connectivity [177].

4.1.4. Kuiper Systems
Amazon filed its application for operation of a LEO constellation of 3236 satellites in July 2019 under

the company Kuiper Systems LCC [178]. The Kuiper constellation will consist of three orbital shells of
590 km, 640 km and 630 km orbit inclined at 33.0°, 42.0° and 51.9° respectively. The number of planes
per shell and satellites per plane are equal in the three shells, being 28, 36 and 34 respectively. The
FCC filing shows that the Kuiper constellation is optimized for coverage in the United States between
+10° and +60° latitude, providing less coverage on the Southern hemisphere. Kuipers first FCC filing
comes three years later than the first filings of Telesat, SpaceX and OneWeb and since then no ad-
ditional filings have been made. The satellites in the Kuiper constellation will serve users down to an
elevation angle of 35° resulting in an operating FoV of around 48.2°. The satellites have 16 steerable
and shapeable user beams operating for user uplink between 28.35 – 30 GHz and for user downlink
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Figure 4.4: Kuiper Systems LEO constellation of 3236 satellites as specified in [178]

between 17.7 – 20.2 GHz in both directions with a maximum channel bandwidth of 500 MHz. The FCC
filing also mentions the use of low-density parity check (LDPC) codes for forward error correction on
the link.

4.1.5. Astrome Spacenet
Astrome Space Technologies has not filed FCC filings for its constellation. However they released

two papers related to their constellation design in June 2019 [179] and July 2019 [180]. Astrome’s
SpaceNet constellation is designed to provide coverage between ±38° latitude with 198 satellites from
LEO [180]. The constellation has 11 orbital planes at an altitude of 1530 km and an inclination of 30°
with each 18 satellites per plane [179]. Each of Astrome’s satellites has a FoV of ±37° and uses digital
beam forming to create multiple steerable spot beams [179]. The user uplink band is 81.0 – 86.0 GHz
and the user downlink band is 71.0 – 76.0 GHz. Each satellite will have six RF inter-satellite links at
66.0 – 71.0 GHz to communicate with all neighbouring satellites [179].

Figure 4.5: Astrome Spacenet LEO constellation of 198 satellites [179], [180]
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4.2. MEO constellations
MEO is home to the constellations for navigation systems such as GLONAS, Galileo and GPS. Re-

cently traditional GEO satellite network operators such as SES/O3b have been developing constellations
in MEO to provide satellite connectivity with lower latency.

4.2.1. O3b mPower
O3b was founded in 2007 to build a satellite networking constellation in MEO to provide voice and

data communications to the “other three billion” people that were unconnected or poorly connected to
the internet. In 2016 the company became fully owned by backer SES but its satellites still carry the
name O3b. The second generation of satellites, O3b mPower, is planned for launch in 2021. This
constellation will consist of 42 satellites of which 32 are in a equatorial plane at 8062 km altitude and
10 are in two inclined 70° planes [181]. The satellites in the constellation serve users down to an

Figure 4.6: O3b constellation of 42 satellites in MEO [181]

elevation angle of 5° using 10 steerable spotbeams, resulting in a FoV of ± 26°. The new O3b mPower
satellites will use a different antenna technology that will be able to provide “thousands of user beams
per satellite” [182]. The user uplink band of the satellites is 27.75 – 28.96GHzwith amaximum available
bandwidth of 300 MHz and the user downlink band is 17.95 – 19.95 GHz with a maximum available
bandwidth of 500 MHz.

4.2.2. Audacy
In December 2016 Audacy filed its application for a MEO constellation of three satellites [76]. Au-

dacy’s constellation is specifically designed as a data relay constellation for spacecraft in lower orbits.
The constellation consist of three satellites at 13900 km altitude at 25° inclination spaced 120° apart.
The relay satellites have a split FoV operating area with an inner ring and an outer ring that are filled
with spot beams. The inner ring is nadir pointing while the outer ring surrounds the earth up to 1500
km. The gaps in between the two beams of one relay satellite is filled with that of the other two [76].
Estimated from the figures in the FCC filing the FoV of the inner ring is approximately ±16.55° and the
outer ring is from approximately 18.29° to 21.22°.

The relay satellites operate in K-band and V-band, the user uplink and downlink bands are 22.95 –
33.00 GHz with a maximal bandwidth of 600 MHz. The relay satellites also have dedicated spot beams
for advanced users in a 10000 km field of view. The uplink and downlink bands are 22.55 – 32.8 GHz
with a maximal bandwidth of 500 MHz for a single user. The relay satellites have RF inter-satellite links
in the V-Band to forward data if one of the satellites cannot establish a connection to a ground station
[76]. Audacy’s constellation was specifically focussed on providing services to other satellites in orbit,
but the concept was too ahead of its time as customers for the service do not exist yet. This eventually
led to the company filing for bankruptcy in 2019 [77].
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Figure 4.7: Audacy constellation of 3 satellites in MEO [76]

4.3. Overview
Table 4.1 shows an overview of the NGSO constellations in the previous discussed sections. The

previous chapter showed that small satellite missions tend to go for polar (sun-synchronous) polar orbits
at around 500 km altitude. As the antennas of the NGSO constellations are nadir pointing, they need
to be in a higher orbit to see the small satellites in a 500 km orbit. When the orbital altitude difference
is small, the duration for which a small satellite is visible for a of the NGSO satellite is short, making the
possibility for a data relay difficult. The constellations of Kuiper and SpaceX’s latest proposal that only
have shells around 600 km are therefore less suitable for a LEO-to-LEO data relay. On the other hand,
the MEO constellations of O3b and Audacy are at a much higher altitude and therefore would have a
higher free space path loss requiring more power to be transmitted in order to close the (inter-satellite)
link budget.

The constellations in Telesat’s proposal, SpaceX’s older proposal, OneWeb proposal and Astrome’s
proposal at first glance seem to be the best options for the proposed data relay concept. The intersatel-
lite distance will be around 500 km to 700 km during the closest pass which is similar to the distance
from LEO to ground. However, the LEO-to-LEO link would not suffer from atmospheric attenuation.
A downside however is the limited field of view of the satellites in these constellations. This limitation
would result into short non-continuous contact opportunities between the satellites.

Most of the NGSO constellations of table 4.1 use Ku/Ka-bands for the user uplink and downlink.
In the proposed LEO-to-LEO data relay concept the small satellite in LEO would use the user uplink
band for data downlink using a similar modem as a user would on the ground. Only the constellation of
Astrome is considering the use of V-band frequencies for the user up and downlink, Telesat, SpaceX
and OneWeb did file applications for V-band operations [58, 61, 65] as it offers higher bandwidths.
Since then no news has come out about plans in this band and it does not seem that V-band services
to users are a priority for any of the operators at this moment.

Only Kuiper Systems provides an indication on which modulations scheme to use as they mention
low-density parity check codes for forward error correction on their link which is a commonly used
encoding of the DVB-S2 standard. However, the DVB-S2 standards have been traditionally used for
bend-pipe systemswhere the satellite would simply perform a frequency shift on the uplink and downlink
channels to the feeder channels that are connected to a ground station. Because the proposals of
Telesat and Starlink use laser crosslinks to create networks between the satellites, it is possible that their
satellites, will a regenerative system, in which incoming data is demodulated, routed and re-modulated
on board of the satellite.
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Table 4.1: Overview of NGSO constellations

Name Altitude 𝑖𝑖𝑖 Number of: User bands & (Bandwidth): Beam Type FoV1

Planes Sats Total Uplink Downlink

Telesat
[166]

1015 km 99.0° 27 13 1671 17.8 - 20.2 GHz
(≤500 MHz)

27.5 - 30.0 GHz
(≤850 MHz)

Steerable &
shapeable
spot beams

±58.15°
1325 km 50.9° 40 33 ±52.03°

OneWeb
[167] 1200 km 87.9° 18 40 720 10.7 - 12.7 GHz

(≤250 MHz)
14.0 - 14.5 GHz
(≤250 MHz)

Fixed elliptical
beams ±35.35°

SpaceX
Starlink
2019
[175]

550 km 53.0° 72 22

4409 12.8 - 14.5 GHz
(≤500 MHz)

10.7 - 12.7 GHz
(≤1 GHz)

Steerable &
shapeable
spot beams

±44.84°
1110 km 53.8° 32 50 ±40.72°
1130 km 74.0° 8 50 ±40.59°
1275 km 81.0° 5 75 ±39.67°
1325 km 70.0° 6 75 ±39.36°

SpaceX
Starlink
2020
[163]

550 km 56.54° 72 22

4408 12.8 - 14.5 GHz
(≤500 MHz)

10.7 - 12.7 GHz
(≤1 GHz)

Steerable &
shapeable
spot beams

±56.50°
540 km 56.67° 72 22
570 km 56.29° 36 20
560 km 56.42° 6 58
560 km 56.42° 4 43

Kuiper
[178]

590 km 33.0° 28 28
3236 28.35 - 30.0 GHz

(500 MHz)
17.7 - 20.2 GHz

(500 MHz)

Steerable &
shapeable
spot beams

±48.50°610 km 42.0° 36 36
630 km 51.9° 34 34

Astrome
Spacenet
[179], [180]

1530 km 30.0° 11 18 198 81.0 - 86.0 GHz
(<500 MHz)

71.0 - 76.0 GHz
(≤500 MHz)

Digital beam-
forming spot
beams ±37.00°

O3b
[183]

8062 km 0.0° 1 32 42 27.75 - 28.96 GHz
(<300 MHz)

17.95 - 19.95 GHz
(<500 MHz)

Steerable spot
beams ±26.00°8062 km 70.0° 2 5

Audacy
[76] 13900 km 25.0° 3 1 3 22.95 - 33.0 GHz

(≤600 MHz)
22.95 - 33.0 GHz

(≤600 MHz)

Digital beam-
forming spot
beams

±37.00°2

1 A calculation of each constellations field-of-view can be found in notebooks/FOV_calculations.ipynb
2 There is a gap in the FoV of the relay satellites of Audacy between 16.55° and 18.29°

Figure 4.8 shows the operating range of a single satellite in each of the NGSO (mega-)constellations
projected on the surface of the Earth. As can be see of the figures, the coverage of the satellites in
the LEO constellations are smaller than those of the MEO constellations. From this it is clear to see
why having the satellites at a lower altitude requires a larger number of satellites in the constellation.
The Starlink constellation of SpaceX compensates for this by having high operating field-of-view ac-
complished by a large steering range of the antenna phased arrays. The area of operation defines
where communication with a satellite can be achieved, this coverage reduces at higher altitudes. This
means that if the NGSO constellation provides full coverage on the surface, gaps in coverage will ap-
pear at higher altitudes. Having a high ground coverage per satellite the MEO constellations of O3b
and Audacy will likely provide better coverage at higher altitudes that the LEO.

4.4. Summary
This chapter presented an overview of the current (proposals) for NGSO (mega-)constellations.

Both LEO (mega-)constellations an MEO constellation proposals were presented that have or are close
to launching their first satellites. An overview of orbital configuration was given, showing that the LEO
constellations are planning to have satellites in shells around 500 km altitude (SpaceX, Kuiper Systems)
or around 1200 km altitude (Telesat, OneWeb, Astrome). The MEO constellations are a factor seven
to twelve times higher in altitude which will significantly impact the link budget for a data-relay with
these constellations. The constellations at 500 km altitude will have a reduced coverage for current
nano-satellite and small satellite missions that orbit around the same altitude. This coverage analysis
will be performed later in chapter 7 and the best candidates for the NGSO data-relay concept will be
chosen for further analysis.
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(a) Telesat (b) OneWeb (c) SpaceX Starlink (d) Kuiper Systems

(e) Astrome (f) O3b (g) Audacy

Figure 4.8: Operating areas of (steerable and shape-able) antenna beams for different NGSO constellations.



This page intentionally left blank.



5
Use-case and architecture definition

This chapter will describe the NGSO data-relay downlink architecture and use-cases that are anal-
ysed in the rest of this thesis. The architecture description will define the system boundary, assumptions
and the aspects of the design that will be considered in the design optimization. Section 5.1 describes
in more detail the NGSO data-relay downlink architecture. The section defines the system boundary
that is investigated in this work and it defines the constraints for the system in relation to small satel-
lite missions and NGSO (mega-)constellations. It will also describe the general concept of operations
for a small satellite mission using the data-relay downlink and identifies the key quality of service re-
quirements the data-relay downlink should fulfil. Then in section 5.2 and section 5.3 the specifics for
the IoT/M2M and EO small satellite missions are discussed. For both missions a baseline mission is
defined that captures the use-case for the NGSO data-relay downlink for further analysis. Finally, in
section 5.4 a summary is provided for these two potential use-cases for the NGSO data-relay downlink
including an overview of the requirements and constraints, and several reference missions used for
comparison.

5.1. Downlink architecture
The NGSO data-relay downlink is an architecture for a distributed space system where the data

downlink component of the small satellitemission utilises a second space system (the NGSO constellation)
that has its own separate primary mission (broadband connectivity on Earth). This data-relay architec-
ture could offer advantages such as more contact-time with the satellite, a higher throughput per orbit,
lower data-generation-to-date-delivery latency and reduced ground segment costs.

Figure 5.1 shows the context diagram for the distributed space system using an NGSO data-relay
downlink. The complete system consists of a ground segment for the TT&C of the small satellite, the

Modulator

~

PA

Local oscillator / PLL

Antenna
Mixer

Steering 
mechanism

Data-relay downlink

OBDHADCS

TT&C EPS

Payload
constraints

system boundary

constraints
 Mission conops
 Orbital parameters

Small-satellite

Ground segment

NGSO satellite

S/C Bus NGSO Constellation Segment

constraints
 Orbital parameters
 Field-of-View
 Carrier frequency
 G/T, User bandwidth

     Internet

End-users

NGSO Ground Segment

Primary users of NGSO 
broadband connectivity

Uni-directional 
data-relay link

Figure 5.1: Context diagram for the NGSO data-relay downlink for small satellites. The green system boundary is the boundary
of what is investigated in this thesis. The blue constraints are considered to influence the design and analysis of the data-relay
downlink but are not part of the design space.
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small satellite, the NGSO satellite and (mega-)constellation, the NGSO ground-segment connected to
the internet, and the end-users of the data from the small satellite payload.

In this distributed system the data generated by the payload on-board of the small satellite is trans-
ferred off the satellite using a uni-directional data-relay link to a satellite of an NGSO constellation.
This NGSO constellation has as primary mission to provide broadband connectivity to users on Earth,
however this aspect of the NGSO system is not considered in this work. The NGSO satellite will then
take care of bringing the data down to the ground, using the same channels as for the broadband user
data, by routing it through the NGSO constellation (if cross-links are available) to then downlink it to a
ground-station. The ground station is connected to the internet to make the data available to end-users.

5.1.1. System boundary, constraints and requirements
The system boundary for the design of the NGSO data-relay downlink in this work is shown in

green in fig. 5.1. The system boundary represents a small portion of the overall distributed system.
However, constraints from each of the segments are taken into account in the analysis and design of
the components within the data-relay downlink. It is assumed that the data-relay downlink is only used
to downlink payload data and a separate TT&C communication system is used for commanding the
satellite.

The data-relay downlink components are assumed to be those of a typical payload downlink commu-
nication transmitter, discussed in section 3.2, consisting of a modulator, up-converter (mixer), power-
amplifier, antenna and (optional) antenna steering mechanism. This transmitting chain is directly con-
nected to the On-board Data Handling (OBDH) computer of the small satellite which provides the data
stream that needs to be downlinked, and connected to the Electric Power System (EPS) which provides
power to the data-relay downlink system.

Small satellite constraints
Several constraints to the NGSO data-relay downlink are applied by the small satellite properties.

These consist of size, mass and power limits, but also constraints on the accuracy of the attitude
determination and control system (ADCS) in orientation knowledge and pointing, including the rate at
which the orientation of the spacecraft can be changed. It is assumed that the orbital parameters are
determined by the small satellite mission and cannot be changed to support the data-relay downlink.
Only the orientation of the satellite may be changed to track a NGSO satellite for the data-relay link if
the satellite is not orientated for other mission aspects such as for payload pointing. This final constraint
is put by the mission concept of operations (conops).

NGSO constraints
The NGSO (mega-)constellation and its satellites properties apply several constrains to the design

of the NGSO data-relay downlink. The first two constraints follow from the orbital parameters and ser-
vice/operating field-of-view for each satellite. If the small satellite is not in-view of any NGSO satellite,
the data-relay downlink cannot be used. It is also assumed that the user frequencies, user bandwidths
and receiver properties are fixed by the specifications of the NGSO. The data-relay downlink on the
small satellite should therefore function as a user-terminal on the ground and no additional hardware
changes on the NGSO satellite are required.

It is assumed that the communication protocols and modulation schemes can be freely chosen as
chapter 4 showed that this information is not publicly available for the NGSO (mega-)constellations.
Whether the NGSO satellites operate as bend-pipes or regenerative, it is assumed that any protocol
andmodulationmay be usedwithin the allocated user bandwidths. Furthermore, no spectral restrictions
are considered.

Mission Concept of Operations constraints
Figure 5.2 shows the baseline concept of operations that is used for analysis and design of the

NGSO data-relay downlink on the small satellite. The satellite is assumed to do either of three opera-
tions: 1. recharge the batteries by pointing the solar panels/body towards the Sun, 2. collect payload
data by pointing a (non-steerable) payload in a particular direction or 3. track a NGSO satellite to relay
data. This baseline concept of operations assume that these three operations take place separately.
However, if for example the satellite maintains adequate power levels while pointing its payload nadir
and its data-relay downlink system zenith, it is possible that the satellite can collect payload data and
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relay if there is a NGSO satellite in-view. If this is not the case, the duty cycle at which NGSO data-
relay downlink operates (possibly requiring reorientation) should be low enough to allow for the other
two operations to occur during the mission.

1. charge batteries (idle)

2. collect payload data

3. track & relay data

Figure 5.2: Concept of operations for a small satellite with a NGSO data-relay downlink.

Quality of Service requirements
Finally, some Quality of Service requirements are to be identified to asses the performance of the

NGSO data-relay downlink and to evaluate it against current alternatives. These requirements do not
solely capture the performance of the communication system in terms of data-rate/spectral efficiency,
but are translated to mission capabilities. For this purpose two requirements are used, the total through-
put per orbit, and the latency from payload data generation to end-user delivery. The two use-cases
described in the next sections have different Quality of Service requirements. For each concept, either
latency or total throughput per orbit, allows for a higher mission return.

5.2. Use-case: IoT/M2M
The first use-case that could potentially use the NGSO data-relay downlink concept is a small satel-

lite mission that collects IoT or M2M data from sensors on the ground. Figure 5.3 shows the sequence
diagram of the interactions in the IoT/M2M use-case. The sequence diagram contains six participants;
an IoT/M2M sensor, a small satellite (constellation), an NGSO constellation, an NGSO ground-station,
an online storage platform, and a user of the IoT/M2M data.

The IoT/M2M sensor on the ground, stationary or mobile, collects data from its low-rate sensors
(1.) while operating autonomously. The sensor will continue collecting and storing sensor data on its
on-board storage (2.) while waiting for a contact opportunity (3.) with a small satellite of the IoT/M2M
constellation. Once a satellite comes in view1 (4.) the sensor starts transmitting its collected sensor
data (store-and-forward) to the IoT/M2M small satellite (5.). Uplinking the data to the satellite can be
done by the sensors individually, as is done with the system of Hiber [6], [54] or Lacuna Space [55]. Or
multiple sensors can first forward their data to a gateway which then forwards the data to the satellite,
as is done with the system of Fleet [7].

The small satellite will similarly store the data (6.) and collect data from other sensors it encounters
throughout the orbit while waiting (7.) for a contact opportunity with the NGSO constellation. Once in
view of a NGSO satellite (8.) the small satellite forwards the data it has collected from the IoT/M2M
sensors to the NGSO constellation (9.).

The NGSO satellite that received the data from the small satellite will now route (10.) the data
through the constellation (if cross-links are available like in the SpaceX or Telesat constellations) until
1There are several options for determining when the small satellite is in view for uplink of data such as using a pre-programmed
fixed schedule in the IoT/M2M sensor or a identification signal transmitted by the small satellite. The exact method of link
negotiation is considered beyond the scope of this work.
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IoT/M2M sensor
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Small-satellite

NGSO constellation
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User

User

1 Collect sensor data

2 Store sensor data

3 Wait for contact opportunity

4 small-satellite in view

5 Uplink sensor data

6 Store data

7 Wait for contact opportunity

8 NGSO satellite in view

9 Forward sensor data

10 Route data through constellation

11 Downlink sensor data

12 Upload sensor data to cloud

13 Request sensor data

14 Sensor data

Figure 5.3: Sequence diagram for the collection and distribution of IoT/M2M data using small satellites
and a NGSO data-relay downlink

the data has reached a satellite that is in-view of a ground station and the data can be downlinked
(11.). The ground station is assumed to be connected to the internet and will upload the sensor data
to a online databases (12.). This online database can then be accessed by the user of the IoT/M2M
data, a person or a machine (13. - 14.).

5.2.1. Spacecraft properties
Two small satellites for IoT/M2M are used to form the baseline spacecraft properties for an mission,

the TUBiX-10 by the TU Berlin [184] for the S-NET mission and the Hiber satellite [54]. Both satellites
have recently launched to perform their IoT/M2Mmission and are representative for the state-of-the-art
in small satellites for IoT/M2M.

The TUBiX-10 is a 8U satellite-bus with a mass of (max) 12 kg. It has a peak power generation
of 50 W and battery storage of 150 Wh. The satellite has a 3 axis attitude-determination and control
system with an determination accuracy of < 1.0°, control accuracy of < 5.0° and control rate of 15°/s.
The Hiber satellite is slightly smaller being an 6 U satellite with a mass of 7.23 kg. Power generation
and attitude-determination and control performance for the Hiber satellite are unknown. Therefore the
performance of the TUBiX-10 bus is base-lined. Both satellites have non-steerable solar panels and
the spacecraft is nadir pointing with the antenna systems to service users on the ground.

The Hiber and S-NET satellites are placed in a Sun-synchronous orbit, at 585 km for the S-NET
satellite and 600 km for the Hiber satellites. The Hiber constellation uses 8 orbital planes at 97.8
degrees inclination. For the baseline IoT/M2M mission the orbital configuration of the Hiber satellites
is assumed having 24 satellites in 8 planes separated 22.5° each in right ascension.

There are no exact numbers available on the amount of data generated on the satellites. It is
therefore assumed that the maximum data generated is roughly equal to what can be downlinked
through one (polar) ground-station. The Hiber Satellite has the highest downlink data rate on its ISIS
S-band transmitter of 8 Mbps [185]. The maximum data that can be downlinked during a 400 s pass
with a ground-station is therefore 400 Megabyte. With 24 active satellites this makes 9.6 Gigabyte per
orbit for the whole constellation. The 20 W power consumption of ISIS S-band transmitter is base-lined
for the maximum power consumed by the NGSO data-relay downlink for the IoT/M2M mission.

5.2.2. Quality-of-Service requirements
The quality of service of a NGSO data-relay downlink for IoT/M2M constellations will be primarily

determined by the latency from sensor data generation (1.) to sensor data delivery (14.). A lower
latency is desired because it would allow for higher update rates moving towards near-real time updates
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from the IoT/M2M sensors.
The main contribution to latency in the system happens while waiting for IoT/M2M sensor to come

in view of the small satellite (3.) and while waiting for the small satellite to come into view of an NGSO
satellite (7.). With the size of the data-packets of IoT/M2M applications it is expected that uplinking the
data to the small satellite (5.) and forwarding the data (9.) will be a matter of seconds. Similarly, routing
(10.), downlinking (11.) and uploading (14.) will be a matter of milliseconds. These are therefore not
significant contributors to the overall latency.

The latency caused while waiting for a small satellite to come into view (3.) can be reduced by reduc-
ing the revisit time, for example by having more satellites in the IoT/M2M constellation and optimizing
the orbits of the satellites for ground coverage. This is considered beyond the scope of this work. The
latency while waiting for a contact opportunity with a NGSO constellation (3.) can be influenced by the
design of the data-relay downlink. At a given time one or multiple NGSO constellation satellites may
be in-view, and it would be up to the data-relay downlink to pick the best based on duration, contact
angles, etc. For a IoT/M2M mission the best picks are those that minimize this latency. The achievable
end-to-end latency (from 1. to 14.) is assumed to be in the order of minutes to provide for high-end
IoT/M2M applications. A first order estimate for the required latency from data-reception to forwarding
(from 5. to 9.) to achieve this is assumed to be less than or equal to one minute.

The downlink throughput per orbit is considered of less importance as the total data generated by a
single IoT/M2M sensor will remain in the order of kilo-bits per second. The total data generated per orbit
will increase linearly as the number of IoT/M2M sensors increases. But with several small satellites in
an constellation it is not expected that each satellite will generate more than a few gigabit per orbit. A
first order estimate for the required throughput per orbit for an IoT/M2M mission is assumed to be 2.5
Gigabyte per satellite per orbit.

5.3. Use-case: Earth Observation
The second use-case that could potentially use the NGSO data-relay downlink concept is the small

satellite EO mission, either as a stand-alone single satellite EO mission, or a constellation of EO satel-
lites. Figure 5.4 shows the sequence diagram of the interactions in the EO use-case. The sequence
diagram contains five participants; a small satellite (constellation) with imaging payloads, an NGSO
constellation, an NGSO ground-station, an online storage platform, and a user of the EO data.

Small-satellite

Small-satellite

NGSO constellation

NGSO constellation

NGSO ground-station

NGSO ground-station

Online storage

Online storage

User

User

1
Image Earth
with payload

2 Store images

3 Wait for contact opportunity

4 NGSO satellite in view

5 Forward images

6 Route images through constellation

7 Downlink images

8 Upload images to cloud

9 Request images

10 Earth images

Figure 5.4: Sequence diagram for collection and distribution of Earth observation data using small
satellites and a NGSO data-relay downlink
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The sequence for the EO use-case is similar to that of the IoT/M2M use-case only now the source
of the generated data is onboard the small satellite as the imaging payload. The payload first acquires
an (spectral/optical/radar) image of the Earth (1.) this images is temporarily stored on the on-board
storage of the small satellite (2.) and the satellite waits for a NGSO satellite to come in view (3.). While
waiting, the small satellite could continue to collect and store payload data until the on-board storage
is full.

Once a NGSO satellite is in view (4.) the small satellite will forward its stored images to the NGSO
satellite (5.). The NGSO satellite that received the data from the small satellite will now route (6.) the
data through the constellation (if cross-links are available like in the SpaceX or Telesat constellations)
until the data has reached a satellite that is in-view of a ground station and the data can be downlinked
(7.). The ground station is assumed to be connected to the internet and will upload the sensor data to
a online databases (8.). This online database can then be accessed by the user of the IoT/M2M data,
a person or a machine (9. - 10.).

5.3.1. Spacecraft properties
The two small satellites that used to form the baseline spacecraft properties for an EO mission are

the Dove satellites by Planet [2], and the Corvus-BC satellite by Astro Digital [1]. These two satellites
are representative for state-of-the-art in small satellite for Earth observation. Their optical (Dove) and
multi-spectral imaging (Corvus) payloads are one of the highest performing in class, resulting into a
high on-board data generation and need for high transmission rates.

The Dove satellites are 3U satellites with a mass of 5.8 kg. The satellites have a peak power
generation of 50 W with a 80 Wh battery. Information on the performance of the attitude-determination
and control system on the Dove satellites is unknown. The Corvus-BC spacecraft is a 6U satellite with
a mass of 11 kg. It has a peak power generation of 40 W and a 48 Wh battery. Its attitude-control
and determination system is 3-axis with an determination accuracy of < 0.03°, a control accuracy of
< 0.05° and a maximum control rate of 6°/s. Both satellites have non-steerable solar panels and are
nadir pointing with the imaging payloads to the ground.

The Dove and Corvus satellites are in a Sun-synchronous orbit, at 500 km and 550 km respectively
at in inclination of 98 degrees. The Dove constellation consists of 120+ satellites in this single orbital
plane. This configuration is assumed for the baseline EO mission.

The Dove satellites currently have the highest performing downlink transmitter. With their X-band
transmitter system the satellite is capable of transmitting roughly 80 GB per pass with their ground
station. Assuming the use of one ground station (location) this would mean a throughput of 80 GB
per orbit per satellite. The 50 W power consumption of Dove X-band transmitter is base-lined for the
maximum power consumed by the NGSO data-relay downlink.

5.3.2. Quality-of-Service requirements
The quality of service of a NGSO data-relay downlink for EO constellations will be primarily deter-

mined by the throughput per orbit that can be achieved. A higher throughput allows for more and higher
quality images to be taken and increase the mission return.

The throughput per orbit will primarily be determined by the number of contact opportunities(4.), their
duration and the data rate at which the small satellite can transmit while forwarding the data (5.). Since
the NGSO constellations are intended for broadband connectivity on Earth and the overall data-rate will
be in the order of Terabits per second [3], it is assumed that the throughput of the NGSO constellations
will not be limiting in the overall throughput. The current state-of-the-art throughput per orbit for EO
satellites is 80 GB per orbit for the Dove satellite [2]. The NGSO data-relay downlink should at least
match this number but preferably be higher to make the system a better alternative. Therefore, the first
order estimate for the required throughput per orbit for an EO mission is assumed to be 120 Gigabyte
per satellite per orbit.

The latency from the moment an image is taken (1.) until it is available for the user to view (10.) is
considered of less importance. This assumption is made because the current latency, assuming one
polar ground station such as for the Dove satellites [2], is one orbital period, roughly 1.5 hours. Instead
the key-requirement is throughput as the papers by Devaraj et. al. [2] and Leveque et. al. [1] state
that low data throughput is limiting mission return from small satellites. The NGSO data-relay downlink
could reduce latency as the small satellites will have contact opportunities throughout their orbit but this
is not the main priority for the system. A first order estimate for the required latency from the moment
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an image is taken to when its available to the user (from 1. to 10.) is assumed to be less than or equal
to one and a half hours.

5.4. Baseline small satellite missions overview
Two use-cases were identified that could potentially use the NGSO data-relay downlink concept

as their primary means for downlinking payload data, a IoT/M2M and a Earth Observation (EO) small
satellite mission. Two baseline missions were defined that are used for further analysis in this work.
Table 5.1 shows an overview of the properties and requirements for the baseline IoT/M2M and Earth
Observation (EO) small satellite missions.

The IoT/M2M mission is assumed to consist of a constellation of 24 satellites in 8 equally separated
Sun-synchronous polar orbital planes at 600 km. The satellites are expected to be 6U or 8U with a
mass between 7 to 14 kg. The peak power generation assumed to be 50 W using non-steerable solar
panels and a battery capacity if 150 Wh. Attitude determination and control performance is assumed to
be in the order of degrees and the satellites are expected to be nadir pointing while collecting payload
data.

The EO mission is assumed to consist of a constellation of 120 satellites in one Sun-synchronous
orbital plane at 500 km. The satellites are assumed to be 3U or 6U with a mass between 6 to 12 kg. The
peak power generation assumed to be 50 W using non-steerable solar panels and a battery capacity
of 60 Wh. Attitude determination and control performance is assumed to be in the order of tenths of
degrees and the satellites are expected to be nadir pointing while collecting payload data.

Five key-requirements are considered for the NGSO data-relay downlink that are dependent on the
baseline missions; size, mass, peak power consumption, throughput per orbit and latency. The NGSO
constellations described in chapter 4 use high frequencies in the Ka-band and Ku-bands for the user
uplinks. Small satellite transmitters at high frequencies are relatively new technology and as shown
in chapter 3 only a hand-full of transmitters exist for these frequencies, the transmitter of the Corvus-
BC spacecraft being the current highest performer. Therefore the size and mass of this transmitter is
baselined as the requirement for the NGSO data-relay downlink, fitting a 1U form-factor with a mass
equal or less than 2 kg [1]. A lower throughput per orbit of 2.5 GB per orbit is acceptable for the
IoT/M2M mission therefore a lower peak power consumption requirement of 20 W (equal to an ISIS
TXS transmitter [185]). A lower power consumption will also reduce the overall energy consumption per
orbit of the data-relay downlink in case a high duty cycle is required to reach the latency requirement
of less than or equal to 1 minute. For the EO mission a higher throughput is required, greater or equal
than 120 GB per orbit, but the latency requirement is reduced to equal or less than 1.5 hours. Therefore
the peak power requirement of the transmitter is relaxed to less than or equal to 50W (equal to an Dove
HSD2 transmitter [2]).
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Table 5.1: Overview of the parameters of the two baseline small satellite missions analysed in the rest of this work; an IoT/M2M
mission and an Earth Observation (EO) mission.

IoT/M2M EO
Constellation parameters
Active satellites 24 120
Maximum data generated per 24h 9.6 GB 300 TB
Orbital parameters:
altitude 600 km 500 km
inclination 97.8° 98.0°
number of planes 8 1
RAAN increment 22.5° n.a.

Spacecraft properties
Size 6U to 8U 3U to 6U
Mass 7 - 14 kg 6 - 12 kg
Peak power generation 50 W 45 W
Battery capacity 150 Wh 60 Wh
Solarpanels non-steerable non-steerable
Attitude determination < 1° < 0.03°
Attitude control accuracy < 5° < 0.05°
Attitude control rate 15 °/s < 6°/s
Pointing during payload operation nadir nadir

NGSO data-relay downlink requirements
Size Fits 1U form factor
Mass ≤ 2 kg
Peak power consumption ≤ 20 W ≤ 50 W
Throughput per orbit ≥ 2.5 GB ≥ 120 GB
Latency tolerance ≤ 1 minute ≤ 1.5 hour

Current solutions
Maximum data rate 8 Mbps 1.6 Gbps
Downlink duty cycle 14.5% 14.5%
Contact time per orbit per
(polar) ground station ≈400s ≈400s

Throughput per orbit 400 MB 80 GB

Example spacecraft TUBiX-10
Hiber

Dove
Corvus



6
NGSO data-relay orbital simulator

In this chapter the NGSO data-relay orbital simulator is described that was purpose-built to simu-
late the orbital dynamics between typical small satellite orbits and the satellites of a NGSO (mega-)
constellation. The choice for developing this software was made because the simulation considers a
large number of satellites and therefore computational performance is of importance. In addition, li-
censes for commercial packages (such as Analytical Graphics Systems Tool Kit (STK)) were not avail-
able and the packages were considered not performant enough to simulate the large number of satel-
lites required for this project in a reasonable time. The purpose-built data-relay orbital simulator was
designed for fast computation in determining the positions and line-of-sight between multiple satellites.
The simulator is written in Python building on existing open source packages such as Astropy [186]
and Poliastro [187] and uses code acceleration by compiling parts of the code to C using the Numba
package [188].

In section 6.1 of this chapter the top-level requirements for the data-relay orbital simulator are out-
lined and explained. Section 6.2 introduces the line-of-sight problem and highlights several challenges
for simulation of a large number of satellites. Section 6.3 provides a top-level overview of the data-
relay orbital simulator, a description of the general operation of the simulator and a description of how
simulation scenarios are constructed. The remainder of the chapter dives deeper into the design and
verification of th algorithms in the data-relay orbital simulator. Section 6.4 discusses the orbital propa-
gator algorithms that are implemented for fast computation of the positions of the satellites at a given
time instance. Section 6.5 discusses the algorithms that were implemented for fast determination of
the line-of-sight between simulation objects. In section 6.6 the results of the data-relay orbital simulator
are validated for a simple scenario against a commercial orbital simulator package. A description of the
post-processing steps taken to prepare the output dataset for the communication system optimization
is given in section 6.7. And finally, this chapter will conclude with a summary, recommendations and
discussion for the data-relay orbital simulator in section 6.8.

6.1. NGSO simulator requirements
This section will outline some high-level requirements that were set-up to guide the development

of the data-relay orbital simulator. As explained in the methodology of chapter 2 the data-relay orbital
simulator will generate the input data set that is used for the optimization of the data-relay downlink
system on the small satellite. This dataset will consist of the contact opportunities that arise during
the orbit of the small satellite. A contact opportunity is defined as a moment in time where the small
satellite has line-of-sight with a satellite in the NGSO (mega-)constellation and the opportunity exists
to establish a link if desired. To find the contact opportunities the data-relay orbital simulator should
simulate the orbital positions of the small satellite and the NGSO constellation satellites over a given
period of time and compute when the small satellite is in view of the NGSO constellation satellites. The
first requirement for the data-relay orbital simulator is therefore:

DROS-1 The data-relay orbital simulator shall compute the contact opportunities between a small
satellite and the satellites of a NGSO (mega-)constellation during a given period.
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Chapter 4 showed that some NGSO (mega-)constellations have more than 4400 satellites. Orbit
propagation and line-of-sight determination with this number of satellites is non-trivial. As mentioned in
the introduction of this chapter this challenge led to the decision to develop a purpose build simulator
for this project. The second driving-requirement is therefore:

DROS-2 The data-relay orbital simulator shall be capable of simultaneous simulation of at least 5000
satellites.

A large enough input dataset should be considered for the design optimization. This will prevent
bias in the optimization where the design is only optimal for certain on-orbit period and not necessarily
for a whole mission. For now it is assumed that 7 days of simulation time (roughly 100 orbital periods
at 500 km circular orbit) is enough to satisfy the size of the dataset needed for the optimization. The
time-step resolution of the optimization is also important as it will define the moments in time at which
the link budget is to be calculated and the resolution at which gaps in coverage are detected. As the
satellites will be moving in different planes a relatively small time resolution (with respect to the orbital
period) is desired. In this case a 1 second time-step resolution is considered adequate to later in the
optimization be able to accurately compute the link budgets. The third requirement covers simulation
time and time-step resolution is:

DROS-3 The data-relay orbital simulator shall be capable of computing 7 days of simulation time
with a 1 second time-step resolution within reasonable computational time.

The fourth requirement specifies the expected format of the output dataset. The design optimization
will consider the link budgets and therefore needs the link parameters including as range and relative
position over time during the contact opportunity. Range can be computed from the orbital positions
in an Earth centred inertial frame (ECIF), however the relative position should consider the orientation
of the small satellite and should therefore be exported in a satellite fixed frame (SFF). In addition, the
relative velocity should be considered to evaluate parameters such as Doppler shift. Therefore the
fourth requirement is:

DROS-4 The data-relay orbital simulator shall output a list of contact opportunities at each time-step
containing positions and velocities in ECI and SF reference-frames of the pairs of satellites
that have line-of-sight.

Finally, in order to get insight in the results the data-relay orbital simulator should include visualisa-
tions for the orbital motion of the satellites and contact opportunities:

DROS-5 The data-relay orbital simulator shall generate two-dimensional and three-dimensional vi-
sualisations of the orbital motion of the satellites and contact opportunities.

6.2. The line-of-sight problem & simulation challenges
Finding the contact opportunities for the small satellite can be considered as repeatedly solving

a line-of-sight problem. This problem is illustrated in fig. 6.1. The problem considers two satellites,
the small satellite (denoted subscript 𝑠𝑐) in a low orbit and the data-relay satellite (denoted subscript
𝑑𝑟) in a higher orbit. Each satellite is considered to have an operating field of view (FoV) for the
communication system highlighted in the red and blue cones. This is the area in which the satellite
can ”see” other objects. In RF communications, visibility of another object comes down to whether
or not the antenna provides gain in the direction of the other object. If directional antennas are used
a first-order abstraction can be made assuming the FoV is defined as a cone with an angle equal to
the half-power beam width of the antenna. This half-power beam width defines the angle between the
points where the antenna provides half the gain with respect to the peak gain of the main lobe [189, p.
62]. In fig. 6.1 the small satellite has a highly directive antenna that has therefore a lower half-power
beam width and a smaller FoV. In principle, the FoV cone extends to infinity, having the range for the
RF link limited by the performance of the transmitter and receiver. In case the spacecraft can rotate or
the antenna can be individually pointed the FoV cone can be considered as the maximum rotation or
pointing angle of the communication system.

To solve the line-of-sight problem, the first step is to determine the positions of the satellites (at a
time instance of interest) within a common frame of reference, i.e. the ECIF. Then the line-of-sight
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Figure 6.1: Illustration of the line-of-sight problem, the problem considers whether or not two satellites can see each other (and
achieve communication). The problem comes down to determining if the other satellite is within the field of view (FoV) of the
given satellite and vice-versa. In this example no line-of-sight is obtained because the small satellite (denoted 𝑠𝑐) cannot ”see”
the data-relay satellite (denoted 𝑑𝑟) as the line-of-sight vector ⃗⃗𝑟𝑠𝑐→𝑑𝑟 lies outside the FoV of the small satellite.

vector from one satellite to the other is computed by a vector subtraction of the position vectors of the
two satellites. In order to have a line-of-sight this vector should not be obstructed by other objects, i.e.
the attractor, and the vector should lie within the FoV cones. In the example of fig. 6.1 the line-of-sight
vector is not obstructed. It lies within the FoV of the data-relay satellite which can therefore ”see” the
small satellite. But it does not lie within the FoV of the small satellite which therefore cannot ”see”
the data-relay satellite and no line-of-sight is obtained in this example. The line-of-sight problem can
therefore be considered as a problem with four steps:

1. Compute positions of the satellites in a common reference frame

2. Compute the line-of-sight vector from one satellite to the other satellite

3. Determine if the line-of-sight vector is not obstructed by other objects

4. Determine if the line-of-sight vector lies within the field-of-view of each satellite

A line-of-sight is obtained between a pair of satellites if the answers to 3. and 4. are yes. When line-
of-sight is obtained the possibility of communication should be further evaluated by considering the link
parameters, and the performance of the transmitting system on the small satellite and the receiving
system on the data-relay satellite. This step will be performed during the design optimization for which
the framework is described in chapter 8. The output of the data-relay simulator will therefore be a list of
contact opportunities for further evaluation that occur during the orbits where line-of-sight is obtained
between two satellites.

Several challenges arise when the line-of-sight problem has to be solved repeatedly for a large
number of satellites over a long simulation time with a small time-step resolution. The following sections
briefly discuss these challenges to support the decisions made in the design of the NGSO data-relay
orbital simulator.

6.2.1. Orbital positions as a function of time for a large number of satellites
The first challenge in solving the line-of-sight problem in NGSO (mega-)constellations is to efficiently

calculate the orbital positions of the satellites at each time step. Chapter 4 showed that the satellites
in the NGSO constellations are in circular orbits and have station-keeping abilities to compensate for
perturbations and maintain the specified orbits. Chapter 3 showed that it is common for the small
satellites to be in Sun-synchronous orbits. In both cases, the position of the satellites is governed by
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the two-body problem in which the relative motion between a body 𝑘 (the attractor) at the origin and
body 𝑖 is described as [190, p. 70]:

𝑑2 ⃗⃗𝑟
𝑑𝑡2 = −

𝜇
𝑟3 ⃗⃗𝑟 (6.1)

where ⃗⃗𝑟 is the vector pointing from body 𝑘 to 𝑖 with magnitude 𝑟 = |⃗⃗𝑟| and the gravitational parameter
𝜇 that depends on the universal gravitational constant 𝐺 and the masses of both bodies 𝑚𝑘 and 𝑚𝑖 as
𝜇 = 𝐺(𝑚𝑘 +𝑚𝑖)1.

Equation (6.1) is a non-linear second order differential equation that governs the motion (position
and velocity) of body 𝑖 orbiting body 𝑘. Here lies the challenge of solving the orbital positions of a large
number of objects as function of time as for each time-step the differential equation of eq. (6.1) needs
to be solved 𝑁 times where 𝑁 is the number of satellites considered. For the large number of satellites
in the NGSO (mega-)constellations this becomes a computationally intensive problem.

For this project however several assumptions can be made for the required accuracy of the orbital
propagation. The target simulation period of seven days is relatively short, therefore perturbations that
are not included in eq. (6.1) will only have a limited effect in this short duration. In addition, the satel-
lites in the LEO (mega-)constellations will likely drift simultaneously with the targeted small satellite (if
they are not station-kept) and therefore will not change the contact opportunities by much. The re-
quired accuracy is thereby low and the assumption of two-body motion with limited2 to no perturbations
is sufficient to achieve the goals of this research. The primary challenge is to effectively simulation
the contact opportunities between a large number of satellites. Section 6.4 will describe vectorized
orbit propagation and position/velocity computation algorithms that are used in the data-relay orbital
simulator for fast computational speeds.

6.2.2. Simulation memory usage and computational speed
The orbital position and velocity of a satellite is often stored as a state-vector in the frame of refer-

ence. This state-vector has six components, three for position and three for velocity:

⃗⃗𝑟 = 𝑟𝑥 ̂𝑖 + 𝑟𝑦 ̂𝑗 + 𝑟𝑦�̂� ⃗⃗⃗𝑣 = 𝑣𝑥 ̂𝑖 + 𝑣𝑦 ̂𝑗 + 𝑣𝑦�̂� (6.2)

where the vectors ̂𝑖, ̂𝑗 and �̂� are the unit vectors of the ECIF. The second challenge comes with storing
these state-vectors in memory between computation steps. In computing the typical size for a single
precision floating point number (numpy.float32) is 32-bits [191]. Which means that storing one
state-vector having six components for one satellite at one time step takes at least 192-bits or 24-
bytes. Scaling up this problem to a simulation time of seven days with a time step of 1 second results
into 14515200-bytes or 14-megabytes for storing the state-vector of a single satellite over one week.
Which means that for 5000 satellites this would take 72576-megabytes or 72.6-gigabytes.

As this amount of memory exceeds that of a typical computer it is not feasible to first compute
the positions of the satellites on throughout the simulation time for all time steps up to the simulation
time of seven weeks before computing the line-of-sight vectors. There are several ways to overcome
this challenge such as processing the data up in small batches and writing intermediate results to a
hard drive to reduce memory usage. However, this is not a particularly elegant solution for the line-
of-sight problem when considering the data-relay architecture with NGSO mega constellations. The
only interesting state-vectors to store at a time step are those of the satellites that have line-of-sight.
For each time step more than half of the satellites in the NGSO (mega-)constellations will be on the
other side of the Earth. Therefore, if the line-of-sight problem can be computed fast to decide which
state-vectors to store in the contact opportunities the memory usage of the simulation can be greatly
reduced.

6.2.3. Geometry computations
The last two steps to solving the line-of-sight problem is to determine if the line-of-sight vector is

unobstructed and lies within the FoVs of each satellite. These steps require some geometry computa-
tions which with the large amount of satellites also become computationally intensive. As stated in the
previous section, it would be beneficial to be able to quickly perform this computation step to determine
1If𝑚𝑘 >> 𝑚𝑖 then 𝜇 ≈ 𝐺𝑚𝑘 = 𝑘 where 𝑘 is the gravitational constant of the attractor. For Earth 𝑘𝐸𝑎𝑟𝑡ℎ ≈ 3.986 ⋅ 1014𝑚3/𝑠−2
2See section section 6.4.5 for a basic implementation of a J2 perturbation.
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which satellite state-vectors are worth storing before moving to the next time step. Section 6.5 will
describe the algorithms used to compute if the line-of-sight vector is obstructed.

6.3. Simulator top-level description
Figure 6.2 shows a top-level overview of the data-relay orbital simulator. The simulator takes a

user defined scenario as input that can be build from different objects such as single satellite, planes of
satellites or a constellation of satellites that specified by their classical orbital elements. The scenario
is initialized with settings specifying start & stop date-time, time-step and which line-of-sight pairs are to
be analysed. These line-of-sight pairs could be any two objects in the simulator, for example satellite-
to-satellite or satellite-to-constellation pairs.

Simulation

Scenario Objects

Contact opportunities

Propagator

LOS analysis

Visualisation

SatelliteConstellation

LOS opportunity

ScenarioSettings

Figure 6.2: Top-level overview of the data-relay orbital simulator

After the scenario is defined it can be simulated. The simulator consist of an orbital propagator
module, a line-of-sight analysis module and a visualisation module. The propagator module propagates
the position of the satellites in the scenario through each of the time steps. The line-of-sight analysis
module computes which of the pairs of satellites have line-of-sight at each time step and stores this
information as in a database of contact opportunities. The state of the scenario can be visualised in
a two-dimensional and three-dimensional representations showing the positions of the satellites and
which satellites have line-of-sight.

6.3.1. General operation
The data-relay orbital simulator is specifically designed for simulation of (mega-)constellations with

a large number of satellites. It differentiates from other orbital simulators by the order in which the
computations are performed and the use of vectorization.

To minimize memory usage during the simulation the data-relay orbital simulator uses a just-in-time
approach. In this approach, all the computation steps necessary to find the contact opportunities are
performed before moving to the next time-step. After performing the computation for a single time step
only the state-vectors for the satellite pairs in the contact opportunities are stored and the rest of the
data is discarded. All computation therefore happens in a main loop, that iterates over each time step.
This differs from an ahead-of-time approach where the orbital positions at all time steps are computed
and stored first before moving to line-of-sight computation.

The just-in-time approach is combined with vectorized algorithms for each of the computational
steps in the simulator. This includes a vectorized algorithm for the orbital propagator and vectorized
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Iterative computation

load orbital parameters of satellites

t = tstart

main loop

orbit propagation

propagate satellite-i to t

more satellites ?
yes

i = i + 1

line-of-sight computation

compute rij = ri - rj

Store line-of-sight:

@t i j ri vi rj vj

yes

rij inside FOVj?
no

yes

rij un-obstructed?
no

more i-j pairs ?
yes

visualize positions and line-of-sights

t <= tend ?
yes

t = t + tstep

end simulation

no

no

(a) Iterative computation with inner loops

Vectorized computation

load orbital parameters of satellites

t = tstart

main loop

orbit propagation (vectorized)

simultaneously propagate
all satellites to t

line-of-sight computation (vectorized)

compute [rij, rij+1, ..., riN]T

compute [rij, rij+1, ..., riN]T un-obstructed

compute [rij, ..., riN]T inside [FOVj, ..., FOVN]T

Store if: (un-obstructed && in-fov)

@t i 1 ri vi r1 v1

@t i 6 ri vi r6 v6

@t i 19 ri vi r19 v19

... ... ... ... ... ...

@t i 298 ri vi r298 v298

visualize positions and line-of-sights

t <= tend ?
yes

t = t + tstep

end simulation

un-obstructed = [1, 1, ..., 0]

in-fov = [1, 0, ..., 0]

state vectors at t:
[r0, r1, ..., rn]T

[v0, r1, ..., vn]T

no

(b) Vectorized computation without inner loops

Figure 6.3: The data-relay orbital simulator uses vectorized computation as shown on the right for the orbital propagation and
line-of-sight computation algorithms

algorithms of the geometry computations for the line-of-sight analysis. Figure 6.3 shows the general
operation of the data-relay orbital simulator with iterative computation and vectorized computation. In
the iterative case themain loop of the simulation contains two inner loops with threemain algorithms: an
algorithm for the orbital propagation of the satellite, an algorithm to compute if the line-of-sight vector is
obstructed (by the Earth) and an algorithm to compute if the the line-of-sight vector lies within the field-
of-view of the satellites. First the positions of all the satellites in the scenario are propagated to the new
time-step. Then for each line-of-sight pair the line-of-sight vector 𝑟𝑖𝑗 is computed and by computational
geometry it is checked whether this vector is un-obstructed and lies within the field-of-view. If so, this
pair is stored in the contact opportunity dataset at this time step with the state-vectors for both satellites
and the next pair is computed. The iterative approach repeatedly calls in the inner loops to propagate
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each satellite and compute line-of-sight for each pair making the computation sequential. It would
therefore make iterative approach computationally slow with the simulation time directly proportional to
the number of satellites.

Instead vectorized algorithms were developed for each computational step. A orbital propagator
is used that can compute the position of all satellites at once using matrix computations that are fast
on typical processors. Similarly the computation of the geometrics for Earth obstruction and field-of-
view are implemented in a vectorized algorithm and all pairs are evaluated at once to determine which
are stored. This greatly reduces the computation time per time step, allowing the computations (and
visualisations) to be performed just-in-time. The data-relay orbital simulator is written in Python and
uses the Numba package to compile parts of the algorithms to C to gain an even higher performance
[188]. This results in an computation time of about 30 minutes for a simulation time of 7 days for one
target and a constellation of 4000+ satellites. By only storing the state-vectors of the satellites in a
line-of-sight pair and discarding the rest the memory usage during the simulation is minimized. Less
than 2 GB of memory is used during the simulation and the output files are around 500 MB.

The data-relay orbital simulator considers the FoV of one of the satellites to be unconstrained and
fully spherical. Although it can operate with both satellites having a constraint field-of-view, in the
simulations for this work it is initially assumed that the small satellite has an unconstrained field-of-
view. Later in the optimization part of chapter 8 the field-of-view of the small satellites will be constraint
in relation to the specifications of the communication system during the design optimization.

6.3.2. Scenario definition and orbital parameter storage
A scenario in the data-relay orbital simulator is defined prior to running a simulation. A scenario

can be build by the user by adding objects such as satellites, satellite planes and constellations. After
defining the objects in the scenario analyses can be specified such as a spatial coverage analysis
or line-of-sight analysis. The scenario objects are stored in a tree-structure. Each element in the
tree describes one (for a single satellite) or multiple sets (plane or constellation) of orbital parameters.
Figure 6.4 shows an example of a scenario definition containing two small satellites in 400 km and 500
km orbits and the SpaceX Starlink constellation as specified in [175].

Scenario

Small-satellite
400 km/51.6°

Small-satellite
500 km/97.5°

SpaceX Starlink

Shell 1
550 km/53.0°

Plane 0
RAAN = 0.0°

Satellite 0

...

Satellite 21

...

Plane 71
RAAN = 355.0°

...

Shell 2
1110 km/53.8°

Plane 0
RAAN = 5.6°

Satellite 0

...

Satellite 49

...

Plane 31
RAAN = 354.4°

...

Shell 3
1130 km/74.0°

Plane 0
RAAN = 0.0°

Satellite 0

...

Satellite 49

...

Plane 7
RAAN = 315.0°

...

Shell 4
1325 km/70°

Plane 0
RAAN = 0.0°

Satellite 0

...

Satellite 74

...

Plane 5
RAAN = 300.0°

...

Shell 5
1275 km/81.0°

Plane 0
RAAN = 0.0°

Satellite 0

...

Satellite 74

...

Plane 4
RAAN = 288.0°

...

Figure 6.4: Example of a scenario definition for the data-relay orbital simulator stored in a tree-memory structure. This scenario
consists of two small satellites in 400k and 500 km orbits and the SpaceX Starlink constellation as described in [175]
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The satellites in the Starlink constellation are first grouped by their shell and then their orbital plane.
By doing so the analyses in the data-relay orbital simulator can be used with respect to the whole
constellation, a shell, an orbital plane or a single satellite in the constellation. Upon start of the simu-
lation the tree of scenario objects is flattened into array of orbital parameters. The definition of the six
(classical) orbital parameters that are used are shown in table 6.1.

Table 6.1: Definition of the classical orbital elements

Element Symbol Variable in Python Unit

semi-major axis 𝑎 = 𝑝
1−𝑒2 a [km]

eccentricity 𝑒 ecc [-]
inclination 𝑖 inc [rad]
right ascension of the ascending node Ω raan [rad]
argument of perigee 𝜔 argp [rad]
true anomaly at epoch 𝜃 nu0 [rad]

After flatting 1D (column) array are obtained for each of the six orbital parameters3:

𝑝𝑝𝑝 = [𝑝0 𝑝1 … 𝑝𝑁]
𝑇

(6.3)

𝑒𝑒𝑒 = [𝑒0 𝑒1 … 𝑒𝑁]
𝑇

(6.4)

𝑖𝑖𝑖 = [𝑖0 𝑖1 … 𝑖𝑁]
𝑇

(6.5)

ΩΩΩ = [Ω0 Ω1 … Ω𝑁]
𝑇

(6.6)

𝜔𝜔𝜔 = [𝜔0 𝜔1 … 𝜔𝑁]
𝑇

(6.7)

𝜃𝜃𝜃 = [𝜃0 𝜃1 … 𝜃𝑁]
𝑇

(6.8)

These six arrays of orbital parameters facilitate vectorized computation of the state-vectors for posi-
tion ⃗⃗𝑟𝑟𝑟 and velocity ⃗⃗⃗𝑣𝑣𝑣 and line-of-sight during the simulation. The tree memory structure allows for easy
creation of the scenario definition and dereferencing of the orbital elements to each of the satellites in
an object-oriented manner.

6.4. Vectorized orbit propagation
The orbits considered in the simulator are governed by the fundamental equation of relative two-

body motion eq. (6.1). These orbits are often referred to as Keplerian orbits and follow elliptical paths
around their attractor. The data-relay orbital simulator includes a two-body orbit propagator to find the
positions and velocities of the satellites in the scenario at each time-step. In order to minimize com-
putation time for the propagation of 5000 satellites a vectorized implementation is used. The following
sections will first discuss the fundamental equations for the orbital position and velocity as function of
time after which the vectorized implementation of the propagator is presented.

6.4.1. The orbit equation
The position and velocity of Keplerian orbits can be described in the perifocal frame by using polar

coordinate system as shown in fig. 6.5. In this coordinate system the position of the satellite is defined
by the length 𝑟 of the position vector ⃗⃗𝑟 from the focal point and the angle from the apsis line 𝜃 called
the true anomaly. The velocity ⃗⃗⃗𝑣 of the satellite can be composed into a radial component ⃗⃗⃗𝑣𝑟 and a
tangential component ⃗⃗⃗𝑣⊥. As the perifocal frame lies up with the orbital plane of the satellite, the satellite
is travelling in plane and the position and velocity do not have transverse components.

The length 𝑟 of the position vector depends on the mean anomaly and can be derived from the fun-
damental equation of relative two-body motion eq. (6.1) by using the angular moment. This derivation
can be found in Curtis [190, p. 74 - 79]. The length of the position vector is described by the orbit
3In this report a bold-face notation is used to indicate an 1D array of scalar values, i.e. 𝑥𝑥𝑥 = [𝑥0 , 𝑥1 , … , 𝑥𝑁]𝑇. An arrow notation
is used to indicate a vector with xyz components, i.e. ⃗⃗𝑟 = [𝑥, 𝑦, 𝑧]𝑇. In case of an array of vectors a bold-face arrow notation is
used, i.e. ⃗⃗𝑟𝑟𝑟 = [[𝑥0 , 𝑦0 , 𝑧0]𝑇 , [𝑥1 , 𝑦1 , 𝑧1]𝑇 , … , [𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁]𝑇]𝑇. This array of vectors has size 𝑁 × 3.
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Figure 6.5: Definitions of the position and velocities in polar coordinates, from H. Curtis [190, Figure 2.13]

equation:
𝑟 = 𝑝

1 + 𝑒𝑐𝑜𝑠𝜃 (6.9)

where 𝑝 is the parameter of the orbit4 and 𝑒 the eccentricity of the orbit are constants and 𝜃 true anomaly
which is the time varying quantity that changes 𝑟 through the path of the orbit. Similarly, the tangential
component of the velocity is defined as [190, p. 80]:

𝑣⊥ =
𝜇
ℎ(1 + 𝑒 ⋅ 𝑐𝑜𝑠𝜃) (6.10)

where ℎ is the angular momentum of the satellite and 𝜇 is the standard gravitational parameter. Finally,
the radial component of the velocity is defined as [190, p. 81]:

𝑣𝑟 =
𝜇
ℎ𝑒𝑐𝑜𝑠𝜃. (6.11)

The equations eq. (6.9), eq. (6.10) and eq. (6.11) define the position and velocity in the perifocal
frame as a function of the true anomaly 𝜃. Finding the position of a satellite at a specific time or
propagating the position of the satellite from the defined epoch to time-of-flight, is for Keplerian orbits
equivalent to finding the the true anomaly 𝜃 at that time and computing the position and velocity using
these equations. For a perfectly circular orbit this becomes straightforward as the eccentricity equals
zero (𝑒 = 0) making the position and velocity components constant, and the true anomaly 𝜃 is directional
proportional by the orbital period 𝑇 to the time-of-flight 𝑡: 𝜃 = 2𝜋

𝑇 𝑡. The goal is however to support all
elliptical orbits having 𝑒 < 1 and the next section will discuss how the true anomaly 𝜃 can be found as
function of time for all elliptical orbits.

6.4.2. Kepler’s equation
In order to define the true anomaly 𝜃 it is helpful first define the mean anomaly for the elliptical orbit

that varies monotonically to the time-of-flight 𝑡 and is proportional to the orbital period [190, eq. 3.8]:

𝑀𝑒 = 𝑛 ⋅ 𝑡 (6.12)
4Historically the parameter of the orbit is called the semi-latus rectum [190, p. 81] and equal to the ratio of the angular momentum
squared and the standard gravitational parameter: 𝑝 = ℎ2

𝜇



60 6. NGSO data-relay orbital simulator

where 𝑛 = 2𝜋/𝑇 is the mean motion which can be calculated as:

𝑛 = 2𝜋
𝑇 = √𝜇 (1 − 𝑒

2

𝑝 )
3

(6.13)

with orbital period 𝑇 equal to [190, eq. 2.82]:

𝑇 = 2𝜋
𝜇2 (

ℎ
√1 − 𝑒2

)
3
. (6.14)

The mean anomaly is a fictitious quantity that increases with the average angular velocity (the mean
motion) of 2𝜋/𝑇 and is equal to the true anomaly for circular orbits.

Figure 6.6: Definition of the eccentric anomaly angle 𝐸, the true anomaly 𝜃, parameter of the orbit 𝑝 and state-vectors in the
perifocal frame. Adapted from Howard Curtis [190, Figure 3.3]

A second useful quantity to define is the eccentric anomaly angle 𝐸 shown in fig. 6.6. The eccentric
anomaly can be related to the true anomaly 𝜃 as [192, p. 160]:

𝐸 = 2 tan−1 (√1 − 𝑒1 + 𝑒 tan
𝜃
2) (6.15) 𝜃 = 2 tan−1 (√1 + 𝑒1 − 𝑒 tan

𝐸
2) (6.16)

The use of the mean anomaly and the eccentric anomaly becomes clear after introducing the key
equation to finding the true anomaly as function of the time-of-flight, Kepler’s equation [192, eq. 3.14]:

𝑀𝑒 = 𝐸 − 𝑒 sin𝐸 (6.17)

The mean anomaly relates to the time-of-flight as per eq. (6.12), Kepler’s equation eq. (6.17) links
the mean anomaly to the eccentric anomaly and the eccentric anomaly relates to the true anomaly.
The combination of these three equations allows for determination of the true anomaly of a two-body
elliptical orbit as function of the time-of-flight, and thereby determine the orbital position and velocity as
a function of the time-of-flight.

The Kepler’s equation in eq. (6.17) is transcendental for the eccentric anomaly and therefore it
cannot be directly solved. This is known as Kepler’s problem and finding the eccentric anomaly from
the mean anomaly requires the use of iterative methods such as Newton’s method. Alternatively, Ke-
pler’s equation can be approximated by different function that allows for direct solving of the eccentric
anomaly. By using such an approximation it is not necessary to perform iterations making such an
algorithm suitable for vectorization and fast computation. The algorithm by F. Landis Markley [193] is
such an non-iterative algorithm that solves Kepler’s equation. This algorithm was used in a vectorized
implementation in the propagator of the data-relay orbital simulator. The next section will discuss this
implementation.



6.4. Vectorized orbit propagation 61

6.4.3. Markley propagator
The algorithm of F. Landis Markley solves Kepler’s equation by using a fifth-order refinement of the

solution of a cubic equation [193]. The maximum relative error of this algorithm is less than 10−18,
which exceeds the capacity of double-precision5 computer arithmetic, i.e. it exceeds the precision of
how numbers stored and manipulated in computers.

The algorithm of Markley starts with a Padé approximation for sin𝐸 that is dependent on a param-
eter 𝛼 [193, eq. 2]:

sin𝐸 ≈ 𝜎(𝛼, 𝐸) = 6𝛼 − (𝛼 − 3)𝐸2
6𝛼 + 3𝐸2 𝐸. (6.18)

Substitution of this algorithm into Kepler’s equation of eq. (6.17) gives the cubic equation to be solved
[193, eq. 4]:

[3(1 − 𝑒) + 𝛼𝑒] 𝐸3 − 3𝑀𝑒𝐸2 + 6𝛼(1 − 𝑒)𝐸 − 6𝛼𝑀𝑒 = 0. (6.19)

The value for 𝛼 is chosen as:

𝛼(𝑒,𝑀𝑒) =
3𝜋2 + 1.6𝜋(𝜋 − |𝑀𝑒|)/(1 + 𝑒)

𝜋2 − 6 (6.20)

which gives a relative error in the order of 10−4 when used to compute the eccentric anomaly in the
elliptical range (0 ≤ 𝑒 ≤ 1).

The first order solution to Kepler’s equation using the cubic equation of eq. (6.19) can be found as
[193, eq. 15]:

𝐸1 =
1
𝑑 (

2𝑟𝑤
𝑤2 +𝑤𝑞 + 𝑞2 +𝑀𝑒) (6.21)

with [193, eq. 5, 9, 10, 14]:

𝑑 = 3(1 − 𝑒) + 𝛼𝑒 (6.22)
𝑞 = 2𝛼𝑑(1 − 𝑒) − 𝑀𝑒2 (6.23)
𝑟 = 3𝛼𝑑(𝑑 − 1 + 𝑒)𝑀𝑒 +𝑀𝑒3 (6.24)

𝑤 = (|𝑟| + √𝑞3 + 𝑟2)
2/3

(6.25)

This first-order solution would have a relative error of 10−4. The aim of the paper by Markley was to find
a computational method yielding errors smaller thatn the least significant bit of a double-precision float-
ing point number. By using a fifth order refinement based on the zeros of the polynomial approximation
[193, eq. 21]:

𝑓(𝐸) = 𝐸 − 𝑒 sin𝐸 −𝑀𝑒 (6.26)

a relative error smaller than 10−18 can be achieved. The fifth-order refined estimate of the eccentric
anomaly is given by [193, eq. 29]:

𝐸5 = 𝐸1 + 𝛿5(𝐸1) (6.27)

where the fifth order correction 𝛿5 is computed as [193, eq. 22-28]:

𝛿5(𝐸) =
𝑓(𝐸)

𝑓′(𝐸) + 1
2𝛿4(𝐸)𝑓

″(𝐸) + 1
6𝛿

2
4(𝐸)𝑓‴(𝐸) +

1
24𝛿

3
4(𝐸)𝑓⁗(𝐸)

, (6.28)

𝛿4(𝐸) =
𝑓(𝐸)

𝑓′(𝐸) + 1
2𝛿3(𝐸)𝑓

″(𝐸) + 1
6𝛿

2
3(𝐸)𝑓‴(𝐸)

, (6.29)

𝛿3(𝐸) =
𝑓(𝐸)

𝑓′(𝐸) − 1
2𝛿3(𝐸)𝑓

″(𝐸)/𝑓′(𝐸)
, (6.30)

𝑓′(𝐸) = 1 − 𝑒 cos𝐸, (6.31)
𝑓″(𝐸) = 𝑒 sin𝐸, (6.32)
𝑓‴(𝐸) = 𝑒 cos𝐸 = 1 − 𝑓′(𝐸), (6.33)
𝑓⁗(𝐸) = −𝑒 sin𝐸 = −𝑓″(𝐸). (6.34)

5A double-precision type i.e. a numpy.float64 is 64-bits in size[191], double that of the example in section 6.2.2
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The suitability of Markley’s algorithm for vectorized computation comes from the fixed number of
refinement iterations used in order to obtain sufficient accuracy for double-precision floating point com-
putations. The refinement equations eq. (6.29) to eq. (6.34) require only two (slow) trigonometric func-
tion evaluations (sin𝐸 and cos𝐸). In addition, all equations in the algorithm operate on scalars only
making them suitable for vectorization, i.e. all equations are shaped as 𝑦 = 𝑔(𝑥) which means they
can easily be altered to use one-dimensional arrays to get 𝑦𝑦𝑦 = 𝑔(𝑥𝑥𝑥), where 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑛].

The implementation of the open source poliastro Python orbital mechanics package of Markley’s
algorithm was used as a starting point [187]. Minor alterations were made and tested (see [194]) to
allow the function to be called using one-dimensional arrays for the orbital parameters. These arrays are
constants defined by the classical orbital parameters. They are initialised from the scenario definition
(see section 6.3.2) and do not change in the main-loop of the simulation. Therefore only variable that
changes in the main-loop is the time-of-flight for which the new true anomaly is to be computed. To
further increase the computational speed of the orbital propagator the algorithm is compiled to C using
the Numba Python package [188].

6.4.4. Vectorized state-vector computation
After propagating the value of the true anomaly to the specified time-of-flight, the new state-vectors

of the satellites can be computed. Similarly to the propagation this is done in a vectorized implemen-
tation to avoid inner-loops and achieve high performance. This computation is performed in two steps,
first the state-vectors are computed in the perifocal frame of fig. 6.5 after which a transformation is
applied to get the state-vectors in the Earth centred inertial frame (ECIF).

The positions and velocities in the perifocal frame are calculated from the gravitational parameter 𝜇,
the parameter of the orbit 𝑝, the eccentricity 𝑒and the propagated true anomaly 𝜃. Following eqs. (6.9)
to (6.11), the magnitudes of the position and velocity in the perifocal frame can be defined as:

𝑟𝑃𝐹 = (1 − 𝑒 cos𝜃)−1𝑝 (6.35)

𝑣𝑃𝐹 =
𝜇
ℎ = √𝑝

−1𝜇. (6.36)

The pqw-components of the position vector in the perifocal frame are calculated as follows:

𝑟𝑝 = 𝑟𝑃𝐹 cos𝜃 (6.37)
𝑟𝑞 = 𝑟𝑃𝐹 sin𝜃 (6.38)
𝑟𝑤 = 0 (6.39)

⃗⃗𝑟𝑃𝐹 = [𝑟𝑝 𝑟𝑞 𝑟𝑤] (6.40)

Similarly for the pqw-components for the velocity vector in the perifocal frame:

𝑣𝑝 = 𝑣𝑃𝐹(− sin𝜃) (6.41)
𝑣𝑞 = 𝑣𝑃𝐹(𝑒 + cos𝜃) (6.42)
𝑣𝑤 = 0 (6.43)

⃗⃗⃗𝑣𝑃𝐹 = [𝑣𝑝 𝑣𝑞 𝑣𝑤] . (6.44)

The w-component for both the position and velocity vector is zero because the satellite moves in the
perifocal frame. The state-vectors in the perifocal frame spanned by vectors (�̂�,�̂�,�̂�), can be trans-
formed to the ECIF spanned by the vectors ( ̂𝑖, ̂𝑗,�̂�) by using a chain of (3-1-3) rotation matrices [187]
with angles −𝜔, −𝑖 and −Ω:

[
̂𝑖
̂𝑗
�̂�
] = [

cosΩ −𝑠𝑖𝑛Ω 0
sinΩ 𝑐𝑜𝑠Ω 0
0 0 1

] [
1 0 0
0 cos 𝑖 − sin 𝑖
0 sin 𝑖 cos 𝑖

] [
cos𝜔 − sin𝜔 0
sin𝜔 cos𝜔 0
0 0 1

] [
�̂�
�̂�
�̂�
] . (6.45)

Although these rotation matrices are an elegant formulation of the transformation it is not suited for fast
computation. A fast computation can be obtained by recognizing that the transformation in eq. (6.45) is
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constant as 𝜔, −𝑖 and Ω are constants and therefore the result only has to be calculated once6. Then
the transformation can simply be vectorized by writing out the relations:

[
̂𝑖
̂𝑗
�̂�
] = [

𝑝𝑖 𝑞𝑖 𝑤𝑖
𝑝𝑗 𝑞𝑗 𝑤𝑗
𝑝𝑘 𝑞𝑘 𝑤𝑘

] [
�̂�
�̂�
�̂�
] (6.46)

having:

𝑝𝑖 = cos𝜔 cosΩ − sin𝜔 sinΩ cos 𝑖 (6.47)
𝑝𝑗 = cos𝜔 sinΩ + sin𝜔 cosΩ cos 𝑖 (6.48)
𝑝𝑘 = sin𝜔 sin 𝑖 (6.49)
𝑞𝑖 = − sin𝜔 cosΩ − cos𝜔 sinΩ cos 𝑖 (6.50)
𝑞𝑗 = − sin𝜔 sinΩ + cos𝜔 cosΩ cos 𝑖 (6.51)
𝑞𝑘 = cos𝜔 sin 𝑖 (6.52)
𝑤𝑖 = sinΩ sin 𝑖 (6.53)
𝑤𝑗 = − cosΩ sin 𝑖 (6.54)
𝑤𝑘 = cos 𝑖. (6.55)

The values 𝑝𝑖, 𝑝𝑗, 𝑝𝑘, 𝑞𝑖, 𝑞𝑗, 𝑞𝑘, 𝑤𝑖, 𝑤𝑗 and 𝑤𝑘 can be calculated once at the beginning of the simula-
tion for each satellite in the scenario thereby avoiding the trigonometric evaluations in the main loop.
Defining 1D arrays to combine the transformation coefficients for 𝑁 satellites:

𝑝𝑝𝑝𝑖 = [𝑝𝑖,1 … 𝑝𝑖,𝑁]
𝑇 𝑞𝑞𝑞𝑖 = [𝑞𝑖,1 … 𝑞𝑖,𝑁]

𝑇 𝑤𝑤𝑤𝑖 = [𝑤𝑖,1 … 𝑤𝑖,𝑁]
𝑇

(6.56)

𝑝𝑝𝑝𝑗 = [𝑝𝑗,1 … 𝑝𝑗,𝑁]
𝑇 𝑞𝑞𝑞𝑗 = [𝑞𝑗,1 … 𝑞𝑗,𝑁]

𝑇 𝑤𝑤𝑤𝑗 = [𝑤𝑗,1 … 𝑤𝑗,𝑁]
𝑇

(6.57)

𝑝𝑝𝑝𝑘 = [𝑝𝑘,1 … 𝑝𝑘,𝑁]
𝑇 𝑞𝑞𝑞𝑘 = [𝑞𝑘,1 … 𝑞𝑘,𝑁]

𝑇 𝑤𝑤𝑤𝑘 = [𝑤𝑘,1 … 𝑤𝑘,𝑁]
𝑇 . (6.58)

Starting from the individual pqw-components, the positions in the ECIF are computed as:

𝑟𝑟𝑟𝑖 = 𝑟𝑟𝑟𝑝⊙𝑝𝑝𝑝𝑖 +𝑟𝑟𝑟𝑞⊙𝑞𝑞𝑞𝑖 +𝑟𝑟𝑟𝑤⊙𝑤𝑤𝑤𝑖 (6.59)
𝑟𝑟𝑟𝑗 = 𝑟𝑟𝑟𝑝⊙𝑝𝑝𝑝𝑗 +𝑟𝑟𝑟𝑞⊙𝑞𝑞𝑞𝑗 +𝑟𝑟𝑟𝑤⊙𝑤𝑤𝑤𝑗 (6.60)
𝑟𝑟𝑟𝑘 = 𝑟𝑟𝑟𝑝⊙𝑝𝑝𝑝𝑘 +𝑟𝑟𝑟𝑞⊙𝑞𝑞𝑞𝑘 +𝑟𝑟𝑟𝑤⊙𝑤𝑤𝑤𝑘 (6.61)

⃗⃗𝑟𝑟𝑟𝐸𝐶𝐼 = [
⃗⃗𝑟𝐸𝐶𝐼,1
⋮

⃗⃗𝑟𝐸𝐶𝐼,𝑁
] = [𝑟𝑟𝑟𝑖 𝑟𝑟𝑟𝑗 𝑟𝑟𝑟𝑘] (6.62)

and similarly for the velocities in the ECIF:

𝑣𝑣𝑣𝑖 = 𝑣𝑣𝑣𝑝⊙𝑝𝑝𝑝𝑖 +𝑣𝑣𝑣𝑞⊙𝑞𝑞𝑞𝑖 +𝑣𝑣𝑣𝑤⊙𝑤𝑤𝑤𝑖 (6.63)
𝑣𝑣𝑣𝑗 = 𝑣𝑣𝑣𝑝⊙𝑝𝑝𝑝𝑗 +𝑣𝑣𝑣𝑞⊙𝑞𝑞𝑞𝑗 +𝑣𝑣𝑣𝑤⊙𝑤𝑤𝑤𝑗 (6.64)
𝑣𝑣𝑣𝑘 = 𝑣𝑣𝑣𝑝⊙𝑝𝑝𝑝𝑘 +𝑣𝑣𝑣𝑞⊙𝑞𝑞𝑞𝑘 +𝑣𝑣𝑣𝑤⊙𝑤𝑤𝑤𝑘 (6.65)

⃗⃗𝑟𝑟𝑟𝐸𝐶𝐼 = [
⃗⃗⃗𝑣𝐸𝐶𝐼,1
⋮

⃗⃗⃗𝑣𝐸𝐶𝐼,𝑁
] = [𝑣𝑣𝑣𝑖 𝑣𝑣𝑣𝑗 𝑣𝑣𝑣𝑘] (6.66)

where⊙ is the element-wise multiplication operator.

6Assuming no perturbations
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Vectorized orbit propagation algorithm
The equations presented in section 6.4.4 lend themselves well to vectorized computation as they

are all element-wise operations on scalar values. Therefore, the resulting position and velocity arrays
of vectors having size 𝑁 × 3 can be computed using just element-wise operations on the initial arrays
of orbital parameters (𝑝𝑝𝑝, 𝑒𝑒𝑒, 𝑖𝑖𝑖, ΩΩΩ, 𝜔𝜔𝜔) and the propagated true anomalies (𝜃𝜃𝜃).
Algorithm 1: Vectorized propagation of true anomaly and computation of state-vectors
Input: 𝜇𝜇𝜇, 𝑝𝑝𝑝, 𝑒𝑒𝑒, 𝑖𝑖𝑖, ΩΩΩ, 𝜔𝜔𝜔, 𝜃𝜃𝜃0, 𝑡𝑜𝑓
Output: ⃗⃗𝑟𝑟𝑟 = [⃗⃗𝑟1 … ⃗⃗𝑟𝑁]

𝑇
, ⃗⃗⃗𝑣𝑣𝑣 = [⃗⃗⃗𝑣1 … ⃗⃗⃗𝑣𝑁]

𝑇

/* Lines 1-4 can be computed before main-loop ... */

1 𝑝𝑝𝑝𝑖, 𝑝𝑝𝑝𝑗, 𝑝𝑝𝑝𝑘, 𝑞𝑞𝑞𝑖, 𝑞𝑞𝑞𝑗, 𝑞𝑞𝑞𝑘, 𝑤𝑤𝑤𝑖, 𝑤𝑤𝑤𝑗, 𝑤𝑤𝑤𝑘 = pwq_to_ijk_vectors(𝑖𝑖𝑖, ΩΩΩ, 𝜔𝜔𝜔) // eqs. (6.48) to (6.55)

2 𝐸0𝐸0𝐸0 = theta_to_E(𝜃𝜃𝜃0) // eq. (6.15)

3 𝑀𝑒,0𝑀𝑒,0𝑀𝑒,0 = kepler_equation(𝐸0𝐸0𝐸0) // eq. (6.17)

4 𝑛𝑛𝑛 = mean_motion(𝜇𝜇𝜇, 𝑒𝑒𝑒, 𝑝𝑝𝑝) // eq. (6.13)

/* Lines 5-12 are computed vectorized during main-loop ... */

5 𝑀𝑒𝑀𝑒𝑀𝑒 = 𝑛𝑛𝑛 ⋅ 𝑡𝑜𝑓 // eq. (6.12)

6 𝐸1𝐸1𝐸1 = markley_cubic(𝑒𝑒𝑒,𝑀𝑒𝑀𝑒𝑀𝑒) // eqs. (6.20) to (6.25)

7 𝐸𝐸𝐸 = 𝐸1𝐸1𝐸1 + markley_refinement(𝐸1𝐸1𝐸1) // eqs. (6.27) to (6.34)

8 𝜃𝜃𝜃 = E_to_theta(𝐸𝐸𝐸) // eq. (6.16)

/* Compute state-vectors in the PFF eqs. (6.35) to (6.44) */

9 [⃗⃗𝑟𝑃𝐹,1 … ⃗⃗𝑟𝑃𝐹,𝑁]
𝑇
, [⃗⃗⃗𝑣𝑃𝐹,1 … ⃗⃗⃗𝑣𝑃𝐹,𝑁]

𝑇
= rv_pqw(𝜇𝜇𝜇, 𝑝𝑝𝑝, 𝑒𝑒𝑒, 𝜃𝜃𝜃)

10 ⃗⃗𝑟𝑟𝑟𝑃𝐹 = [⃗⃗𝑟𝑃𝐹,1 … ⃗⃗𝑟𝑃𝐹,𝑁]
𝑇
, ⃗⃗⃗𝑣𝑣𝑣𝑃𝐹 = [⃗⃗⃗𝑣𝑃𝐹,1 … ⃗⃗⃗𝑣𝑃𝐹,𝑁]

𝑇
// Arrays of state-vectors in the PFF

/* Compute state-vectors in the ECIF eqs. (6.59) to (6.66) */

11 [⃗⃗𝑟1 … ⃗⃗𝑟𝑁]
𝑇
, [⃗⃗⃗𝑣1 … ⃗⃗⃗𝑣𝑁]

𝑇
= pqw_to_eci(⃗⃗𝑟𝑟𝑟𝑃𝐹, ⃗⃗⃗𝑣𝑣𝑣𝑃𝐹, 𝑝𝑝𝑝𝑖, 𝑝𝑝𝑝𝑗, 𝑝𝑝𝑝𝑘, 𝑞𝑞𝑞𝑖, 𝑞𝑞𝑞𝑗, 𝑞𝑞𝑞𝑘, 𝑤𝑤𝑤𝑖, 𝑤𝑤𝑤𝑗, 𝑤𝑤𝑤𝑘)

12 ⃗⃗𝑟𝑟𝑟 = [⃗⃗𝑟1 … ⃗⃗𝑟𝑁]
𝑇
, ⃗⃗⃗𝑣𝑣𝑣 = [⃗⃗⃗𝑣1 … ⃗⃗⃗𝑣𝑁]

𝑇
// Arrays of state-vectors in the ECIF

6.4.5. J2 perturbation
The data-relay orbital simulator includes a model for J2 perturbation to capture the first order secular

rates of change in the Ω, 𝜔 and true anomaly. A J2 perturbation was included because the some of
the satellites of interest are launched in Sun-synchronous orbits that experience a orbital precession.
This orbital precession might cause the orbital parameters of a small satellite to move relatively to the
constellation over a long period, resulting contact opportunities with different satellites.

Only the first order secular rates (long-term trends) are modelled using the method of averaging
of Gauss’ planetary equations for the J2 perturbation [195, ch. 10.8] [196, ch. 23]. These first-order
secular rates for the classical orbital elements (as function of the unperturbed orbital elements) are
described by:

𝑑𝑎
𝑑𝑡 =

𝑑𝑒
𝑑𝑡 =

𝑑𝑖
𝑑𝑡 = 0 (6.67)

𝑑Ω
𝑑𝑡 = −

3
2𝑛𝐽2 (

𝑅
𝑝 )

2
cos 𝑖 (6.68)

𝑑𝜔
𝑑𝑡 =

3
4𝑛𝐽2 (

𝑅
𝑝 )

2
(5 cos2 𝑖 − 1) (6.69)

𝑑𝜃
𝑑𝑡 = 𝑛 (1 +

3
4𝐽2 (

𝑅
𝑎 )

2
(1 − 𝑒2)−3/2 (3 cos2 𝑖 − 1)) (6.70)

where 𝑛 is the unperturbed (constant) mean motion and 𝐽2 is the coefficient for the second zonal term
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by the oblateness of the orbiting body.
When the J2 perturbation is included in the simulation, the secular rates in eq. (6.70) are multiplied

with the time-of-flight and added to the unperturbed orbital parameters and propagated true anomaly
prior to the vectorized state-vector computation of section 6.4.4. Figure 6.7 shows an example7 of
the long-term variation in the right ascension and argument of perigee for a satellite with initial orbital
parameters 𝑎 = 8059.0𝑘𝑚, 𝑒 = 0.171, 𝑖 = 28∘, Ω = 45∘, 𝜔 = 30 and 𝜃0 = 40∘.
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(a) J2 perturbation on the right ascension of the ascending node
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(b) J2 perturbation on the argument or perigee

Figure 6.7: A basic J2 perturbation model is implemented that captures the first order secular rates of change

6.5. Line-of-sight computation
The vectorized orbit propagation described in section 6.4 computes the positions of all satellites in

the scenario at a given time instance. The next step is to compute the line-of-sight vectors between the
satellites and determine if the small satellite is in view of a NGSO constellation satellite. At a given time
instance most of the NGSO constellation satellites will be at the opposite side of the Earth. For these
satellites the line-of-sight vector will be blocked by the Earth. This blockage is determined in the Earth
blocking algorithm. For the remaining satellites it needs to be determined if the line-of-sight vector is
within the operating field-of-view of the satellite. This is determined in the field-of-view algorithm.

6.5.1. Earth blocking algorithm
Figure 6.8 shows three satellites, data-relay satellite 1 (𝑑𝑟1), data-relay satellite 2 (𝑑𝑟2) and the

small satellite (𝑠𝑐). Two line-of-sight vectors are drawn, one to data-relay satellite 1 (⃗⃗𝑟𝑠𝑐→𝑑𝑟1) and one
to data-relay satellite 2 (⃗⃗𝑟𝑠𝑐→𝑑𝑟2). In this configuration the line-of-sight to satellite 2 is blocked by the
Earth so this satellite can be ruled out for establishing the link.

Determining if the line-of-sight vector is blocked is a geometry problem that comes down to deter-
mining if the line-of-sight vector intersects the sphere. This geometry problem can be better understood
when evaluated in the two-dimensional plane spanned by the position vectors of the two satellites. Fig-
ure 6.9 shows this geometry problem in two-dimensions. The point𝐷 is the location of the relay satellite,
the point 𝑆 is the location of the small satellite and the point 𝐼 is the closest point on the line 𝐷𝑆 to the
circle. By observing fig. 6.9 the problem comes down to determining if: 1) the closest point 𝐼 lies be-
tween the points 𝐷 and 𝑆, and 2) if the length of the line 𝑂𝐼 is smaller than the radius of the circle. If
both are true, then the line-of-sight is blocked by the sphere. If 1) is not true, the line-of-sight vector
might intersect the sphere but not in between the satellites. If 2) is not true then the line-of-sight vector
passes the Earth.

The mathematics behind this problem are described in [197]. In this case it is easiest to first deter-
mine if the point 𝐼 lies between the points 𝐷 and 𝑆, and then determine if the length of the vector ⃗⃗𝐼 is
smaller than the radius of the Earth. All points ⃗⃗𝑃 on the line between the points 𝑆 and 𝐷 are described

7Equal to fig. 10.14 in [195]
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blocked line-of-sight

Figure 6.8: Example of blocking of the line-of-sight vectors by the Earth. The line-of-sight vector from the small satellite to data-
relay satellite 2 ( ⃗⃗𝑟𝑠𝑐→𝑑𝑟2) is blocked by the Earth

blocked

(a) Geometry in which line-of-sight vector is blocked by the Earth

visible

(b) Geometry in which line-of-sight vector passes the horizon

Figure 6.9: The data-relay orbital simulator uses vectorized computation as shown on the right for the orbital propagation and
line-of-sight computation algorithms

by:
⃗⃗𝑃 = ⃗⃗𝑟𝑠𝑐 + 𝑢 ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟 , (6.71)

where 𝑢 is a scalar. For 𝑢 = 0 eq. (6.71) equation gives the point 𝑃 = 𝑆 and for 𝑢 = 1 it gives the point
𝑃 = 𝐷. Therefore, the value of 𝑢 should be 0 ≤ 𝑢 ≤ 1 for the closest point to the Earth 𝐼 if it were to lie
between 𝑆 and 𝐷.

The closest point ⃗⃗𝐼 to the Earth is perpendicular to the line-of-sight vector ⃗⃗𝑟𝑠𝑐→𝑑𝑟 and therefore the
dot product between these vectors should equal zero:

⃗⃗𝐼 ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟 = 0 (6.72)

substituting eq. (6.71) into eq. (6.72) gives:

(⃗⃗𝑟𝑠𝑐 + 𝑢 ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟) ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟 = 0 (6.73)

Solving eq. (6.73) for 𝑢 gives:
𝑢 = ⃗⃗𝑟𝑠𝑐 ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟𝑇

‖⃗⃗𝑟𝑠𝑐→𝑑𝑟‖
2 . (6.74)

Now the position of point 𝐼 is defined as:
⃗⃗𝐼 = ⃗⃗𝑟𝑠𝑐 + 𝑢 ⋅ ⃗⃗𝑟𝑠𝑐→𝑑𝑟 . (6.75)
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If the point 𝐼 lies between 𝑆 and 𝐷, and the distance from the Earth is smaller than the radius of the
Earth then the line-of-sight vector is blocked by the Earth. Therefore, the line-of-sight is blocked if:

0 ≤ 𝑢 ≤ 1
and:

‖⃗⃗𝐼‖ ≤ 𝑅𝐸𝑎𝑟𝑡ℎ
(6.76)

In this algorithm it the shape of the Earth is modelled as a perfect sphere with a constant radius 𝑅𝐸𝑎𝑟𝑡ℎ
instead of an oblate spheroid. In this study this assumption is sufficiently accurate as the field-of-view
of the NGSO constellation satellites (as discussed in section 4.3) do not extend beyond the horizon.
Therefore, line-of-sight vectors that just pass the surface of the Earth (and would be blocked in the
case of an oblate spheroid) will not lie within the field-of-view of the NGSO constellation satellites and
therefore will not be considered after the field-of-view computation.

Vectorized Earth blocking algorithm
The vectorized version of the algorithm is shown in algorithm 2. The algorithm takes the positions

of all NGSO satellites as an array of vectors ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠 of size 𝑁𝑑𝑟 × 3 where 𝑁𝑑𝑟 is the number of satellites
in the NGSO constellation.

Algorithm 2: Earth blocking algorithm
Input: ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠, ⃗⃗𝑟𝑠𝑐

Output: [𝑏𝑙𝑜𝑐𝑘1, … , 𝑏𝑙𝑜𝑐𝑘𝑁𝑑𝑟 ] with 𝑙𝑜𝑠𝑖 ∈ {0, 1}

1 ⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠 = ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠 − ⃗⃗𝑟𝑠𝑐 // Compute line-of-sight vectors

2 𝑛𝑢𝑚𝑛𝑢𝑚𝑛𝑢𝑚 = ∑
𝑐𝑜𝑙𝑠

(⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠⊙ ⃗⃗𝑟𝑠𝑐) // Vectorized numerator of eq. (6.74), (𝑁𝑑𝑟 × 1)

3 𝑑𝑒𝑛𝑢𝑚𝑑𝑒𝑛𝑢𝑚𝑑𝑒𝑛𝑢𝑚 = ∑
𝑐𝑜𝑙𝑠

(⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠⊙ ⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠) // Vectorized denumerator of eq. (6.74), (𝑁𝑑𝑟 × 1)

4 𝑢𝑢𝑢 = 𝑛𝑢𝑚𝑛𝑢𝑚𝑛𝑢𝑚⊘𝑑𝑒𝑛𝑢𝑚𝑑𝑒𝑛𝑢𝑚𝑑𝑒𝑛𝑢𝑚 // Element-wise division, (𝑁𝑑𝑟 × 1)

5 𝐼𝐼𝐼 = ⃗⃗𝑟𝑠𝑐 + (⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠𝑇𝑢𝑢𝑢)𝑇 // Vectorized closest interception points, eq. (6.75), (𝑁𝑑𝑟 × 3)

6 ‖⃗⃗𝐼𝐼𝐼‖ = √ ∑𝑐𝑜𝑙𝑠 𝐼
𝐼𝐼 ⊙ 𝐼𝐼𝐼 // Norm of interception point distance of eq. (6.75), (𝑁𝑑𝑟 × 1)

7 [𝑏𝑙𝑜𝑐𝑘1, … , 𝑏𝑙𝑜𝑐𝑘𝑁𝑑𝑟 ] = (0 ≤ 𝑢𝑢𝑢)𝑇 AND (𝑢𝑢𝑢 ≤ 1)𝑇 AND (‖⃗⃗𝐼𝐼𝐼‖ < 𝑅𝐸𝑎𝑟𝑡ℎ)
𝑇

Figure 6.10 shows an example of the vectorized line-of-sight blockage computed in the data-relay
orbital simulator. The line-of-sight blockage is computed from the cyan satellite to four other satellites,

Figure 6.10: Line-of-sight blockage computed in the data-relay orbital simulator. The cyan satellite has line-of-sight (green) with
the yellow and orange satellites, but not with the purple and black satellites as these line-of-sight vectors (red) are blocked by
the Earth.
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yellow, orange, blue and purple. The green lines show unblocked line-of-sight vectors (cyan-yellow,
cyan-orange) and red lines show blocked line-of-sight vectors (cyan-purple, cyan-blue).

6.5.2. Field-of-view computation
The field-of-view of a satellite defines the operating angles of the communication system of the

satellite. This could be by the shape of a (fixed) antenna gain pattern or by the maximum pointing
angles of steered spot-beams. Objects inside the FoV can be serviced by the communication system
on the satellite. Section 4.3 showed that the field-of-view ranges of the NGSO constellations can be
modelled as a cone extending from the satellite towards nadir. If the line-of-sight vector lies within this
cone then the satellite is visible and data may be transferred.

Figure 6.11: All NGSO constellations have their communication systems nadir pointing, servicing users on the ground. Thereby
allowing for a simplification in the geometric computation of the field-of-view algorithm.

There are several possible ways to determine if the line-of-sight vector lies within the field-of-view.
One way would be to take the vector in the ECIF and perform a coordinate transformation to the SFF of
the NGSO satellite using a method such as Euler-angles, rotation matrices or quaternions. While this
would be a versatile solution that allows the NGSO satellite to have any orientation it is also compu-
tationally intensive. Especially if over 5000 line-of-sight vectors have to be evaluated each time step,
and each time step requires re-computation of the transformations.

An alternative computation is found by using a simplification. All NGSO constellation satellites
are assumed to have their communication systems nadir pointing to service users on the ground as
illustrated in fig. 6.11. Therefore, the pointing of each satellite is known in the ECIF as the satellites are
pointing in the opposite direction of their position-vector ⃗⃗𝑟𝑑𝑟. This allows the field-of-view computation to
be performed using geometry evaluation in a similar way as to the Earth blocking computation, without
requiring coordinate frame transformations.

The field-of-view geometry problem can be better understood in the two-dimensional plane spanned
by the position vectors of the two satellites. Figure 6.12 shows this geometry problem in two-dimensions.
The point 𝐷 is the location of the data-relay satellite, the point 𝑆 is the location of the small satellite and

inside FOV

(a) Geometry for satellite inside field-of-view of data-relay satellite

outside FOV

(b) Geometry for satellite outside field-of-view of data-relay satellite

Figure 6.12: The data-relay orbital simulator uses vectorized computation as shown on the right for the orbital propagation and
line-of-sight computation algorithms
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the point 𝐻 is the projection of the point 𝑆 on the line-segment 𝑂𝐷. In this two-dimensional representa-
tion the field-of-view cone is a triangle (grey area) with angle 𝜃𝐹𝑂𝑉.

By observing fig. 6.12 the geometry problem comes down to determining if the segment 𝐻𝑆 is
smaller than the radius of the cone at a distance 𝐷𝐻 from the tip of the cone. First the nadir pointing
unit vector �̂� from the data-relay satellite is found:

�̂� = −⃗⃗𝑟𝑑𝑟/ ‖⃗⃗𝑟𝑑𝑟‖ (6.77)

The distance 𝐷𝐻 from the tip of the cone can be calculated by the projection (dot-product) of the unit
vector �̂� and the line-of-sight vector ⃗⃗𝑟𝑠𝑐→𝑑𝑟:

ℎ𝑐𝑜𝑛𝑒 = 𝐷𝐻 = ⃗⃗𝑟𝑠𝑐→𝑑𝑟 ⋅ �̂�𝑇 . (6.78)

The orthogonal distance 𝐷𝐻 is the norm of the difference between 𝑑𝑐𝑜𝑛𝑒 ⋅ �̂� and the line-of-sight vector:

𝑑𝑜𝑟𝑡ℎ = 𝑆𝐻 = ‖(𝑑𝑐𝑜𝑛𝑒 ⋅ �̂�) − ⃗⃗𝑟𝑠𝑐→𝑑𝑟‖ . (6.79)

Finally, the small satellite is within the field of view if:

𝑑𝑜𝑟𝑡ℎ ≤ ℎ𝑐𝑜𝑛𝑒 tan
𝜃𝐹𝑂𝑉
2 . (6.80)

This algorithm requires only one trigonometric evaluation, the tangent of half the field-of-view, which
is a constant and can therefore be computed prior to the simulation.

Vectorized field-of-view algorithm
The vectorized version of the field-of-view algorithm algorithm is shown in algorithm 3. The algorithm

takes the position-vector of a single small satellite ⃗⃗𝑟𝑠𝑐, the positions of all NGSO satellites as an array
of vectors ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠 (𝑁𝑑𝑟 × 3) in the NGSO constellation and the operating field-of-view as an array 𝜃𝜃𝜃𝐹𝑂𝑉
(𝑁𝑑𝑟×1) . It returns an array of length𝑁𝑑𝑟 with values true-or-false whether the satellite is in field-of-view
of the respective data-relay satellite.
Algorithm 3: Field-of-view algorithm
Input: ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠, ⃗⃗𝑟𝑠𝑐

Output: [𝑓𝑜𝑣1, … , 𝑓𝑜𝑣𝑁𝑑𝑟 ] with 𝑓𝑜𝑣𝑖 ∈ {0, 1}

1 ⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠 = ⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠 − ⃗⃗𝑟𝑠𝑐 // Compute line-of-sight vectors, (𝑁𝑑𝑟 × 3)

2 �̂��̂��̂� = −⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠⊘‖⃗⃗𝑟𝑟𝑟𝑑𝑟𝑠‖ // Computation of nadir pointing vectors, (𝑁𝑑𝑟 × 3)

3 ℎℎℎ𝑐𝑜𝑛𝑒 = ∑
𝑐𝑜𝑙𝑠

(⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟𝑠�̂��̂��̂�𝑇) // eq. (6.78), (𝑁𝑑𝑟 × 1)

4 𝑑𝑑𝑑𝑜𝑟𝑡ℎ = ‖(ℎℎℎ𝑐𝑜𝑛𝑒𝑇 ⋅ �̂��̂��̂�)𝑇 − ⃗⃗𝑟𝑟𝑟𝑠𝑐→𝑑𝑟‖ // Vectorized eq. (6.79), (𝑁𝑑𝑟 × 1)

5 [𝑓𝑜𝑣1, … , 𝑓𝑜𝑣𝑁𝑑𝑟 ] = 𝑑𝑑𝑑𝑜𝑟𝑡ℎ ≤ ℎℎℎ𝑐𝑜𝑛𝑒⊙ tan 𝜃𝜃𝜃𝐹𝑂𝑉
2

Figure 6.13 shows an example of a satellite (cyan) entering the field-of-view of a constellation satel-
lite (yellow). In the left picture the satellite is outside the conical field-of-view, indicated by the red-
coloured line-of-sight vector. In the right picture the satellite is inside the conical field-of-view, indicated
by the green-coloured-line of sight vector.
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(a) Outside field-of-view (b) Inside field-of-view

Figure 6.13: Example showing a small satellite (cyan) entering field-of-view of a higher orbit satellite (yellow)

6.6. Verification
The orbital mechanics of the simulator was validated by comparing a simple scenario in the free

version of Analytical Graphics Incorporated Systems Toolkit® 11 using its two body propagator. Fig-
ure 6.14 shows a side by side comparison of the simple scenario inside the two simulators. This
scenario contains two satellites in circular orbits around Earth having orbital elements as defined in
table 6.2.

Figure 6.14: Side by side comparison of a simple scenario with AGI’s Systems Toolkit® 11 (left) and the purpose build simulator
(right)

To compare the two simulators the (inter-satellite) pass duration (the time in which there was a line of
sight between the two satellites) between the two satellites are analysed. The higher orbit satellite has
a constrained nadir pointing field of view that is varied in each of the cases. The lower orbit satellite
has an unconstrained field of view. The analysis period is two hours starting at 1 September 2019
10:00:00.000 UTCG and the step size was set to 1 second.
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Table 6.2: Orbital elements of the two satellites in the verification scenario

Satellite 1 Satellite 2
Altitude ℎ𝑎 500 km 1500 km
Eccentricity 𝑒 1 1
Inclination 𝑖 45° 60°
RAAN Ω 0° 45°
True Anomaly 𝜃 15° 0°
Epoch J2000 J2000

Table 6.3 shows the pass durations of the first pass encountered in the scenario. The pass duration
found in the NGSO relay simulator corresponds to that in STK for all the cases. However, the adaptive
step size computation in STK results to a much greater accuracy than is achieved with the fixed 1
second step size of the NGSO relay simulator.

Table 6.3: Orbital elements of the two satellites in the verification scenario

FoV STK Simulator NGSO relay simulator
± 60° 1218.986 s 1218 s
± 45° 463.702 s 462 s
± 30° 246.319 s 246 s
± 15° 100.317 s 99 s

For this work a step size of 1 second is considered acceptable and accurate enough. With this
step size the NGSO relay simulator can find the pass durations with an accuracy of ±2s. The minimum
duration for a usable inter-satellite pass will be determined by the overhead in setup and connection
time of the communication protocol used by the NGSO constellations. This number is unknown for the
considered NGSO constellations however it is assumed that it will be in the order of seconds and not
milliseconds. Without knowing the exact duration of the setup times, simulating with a smaller step
sizes is not considered useful at this time.

6.7. Post-processing
This section discusses some of the post-processing steps that happen after the orbital simulation

to make the data suitable for further analysis and the data-relay optimization.

6.7.1. Output format
During the simulation the found contact opportunities are stored in memory using the Pandas library

[198]. The data-frame that is stored resembles a table structure with two indexes 𝑝 and 𝑛 as shown in
table 6.4.

Table 6.4: Example of the output format of the data-relay orbital simulator

Index time-of-flight [s] timestamp strand ⃗⃗𝑟𝑎 ⃗⃗⃗𝑣𝑎 ⃗⃗𝑟𝑏 ⃗⃗⃗𝑣𝑏
p n

1 0 0.0 2019-01-01T00:00:00.00 sat0-to-sat2

st
at
e-
ve
ct
or
s1 1 1.0 2019-01-01T00:00:01.00 sat0-to-sat2

⋮ ⋮ ⋮ ⋮ ⋮
1 88 87.0 2019-01-01T00:01:27.00 sat0-to-sat2
2 0 43.0 2019-01-01T00:00:43.00 sat0-to-sat49
2 1 44.0 2019-01-01T00:00:44.00 sat0-to-sat49
⋮ ⋮ ⋮ ⋮ ⋮
2 123 166.0 2019-01-01T00:02:46.00 sat0-to-sat49
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Each contact opportunity is stored by the strand name, the time-of-flight, timestamp and state-
vectors of the satellites. The data is periodically written to the hard-drive to minimize memory usage
during the simulation. The Hierarchical Data Format (HDF5) was chosen as it allows for appending
[199] without having to load the compete data-set into memory. The first index 𝑝 keeps track of the
number of the pass, incrementing when a new pass is found (i.e. when a line-of-sight is obtained with
a satellite that had no line-of-sight in the previous time-step). The second index 𝑛 keeps track of the
instances that occurred during the pass. In table 6.4 an example with two passes is shown, one with
satellite 2 and one with satellite 49. In this example the passes are partially overlapping as the first pas
ends at 87.0 seconds while the second starts at 43.0 seconds.

The data-set of contact opportunities can be extended with different parameters calculated from the
state-vectors in each row such as the range, latitude/longitude and relative orientation in the satellite
frame of reference (see next section). Other parameters such as the pass duration (the time from
the pass start and the end of the pass) and gap duration (the time in between passes) can also be
calculated by combining multiple rows in table 6.4. This is done in post-processing after the simulation
has ended to reduce computation time in the main-loop of the simulation.

6.7.2. Changing frame of reference
The data-relay orbital simulator computes and exports the position vectors of the ECIF however for

the design optimization it is of interest where the NGSO data-relay satellite is in the frame of reference
of the small satellite. This is for example needed to determine how much the small satellite should
rotate (or how much an antenna pointing system should rotate) to transmit in the direction of the data-
relay satellite. Therefore a coordinate transformation is needed, fig. 6.15 illustrates the problem. The
position of the transmitting small satellite ⃗⃗𝑟𝑠𝑐 and the position of the receiving data-relay satellite ⃗⃗𝑟𝑑𝑟 are
both known in the ECIF as outputs of the orbital simulator. The ECIF is spanned by the unit vectors
(�̂�𝐸𝐶𝐼 , �̂�𝐸𝐶𝐼 , �̂�𝐸𝐶𝐼). Simply using the line-of-sight vector ⃗⃗𝑟𝑠𝑐,𝑑𝑟 will not suffice as it does not take into
account the rotation of the small satellite satellite. A transformation therefore is required to rotate the
vector from the ECIF to a SFF spanned by the vectors (�̂�𝑆𝐹 , �̂�𝑆𝐹 , �̂�𝑆𝐹).

(a) Different orientations of the ECIF and satellite fixed (SF)
frames. Here the SF frame is define with the �̂�𝑆𝐹 axis pointing
zenith and the �̂�𝑠𝑓𝑓 pointing in the flight direction.

(b) Different orientations of the ECIF and SFF. Here the SFF is
define with the �̂�𝑆𝐹 axis pointing zenith and the �̂�𝑆𝐹 pointing in the
flight direction.

Figure 6.15: Output of orbital simulator.

In order to find this transformation first the orientation of the satellite needs to be defined in the
ECIF. On an actual satellite this is done by the attitude determination system of the satellite based on
the on-board sensors. In this simulation the orientation of the small satellite is assumed to have its
z-axis (�̂�𝑆𝐹) pointed towards zenith, therefore parallel to the (unit) position state-vector (�̂�𝑠𝑐) and the x-
axis (�̂�𝑆𝐹) pointed towards the direction of flight, therefore parallel to the (unit) velocity state-vector (�̂�𝑠𝑐).
The small satellite y-axis can be defined as the cross-product between x-axis and negative z-axis to
complete the right handed coordinate frame. As the position state-vector (⃗⃗𝑟𝑠𝑐) and velocity state-vector
( ⃗⃗⃗𝑣𝑠𝑐) are defined in the ECIF as the state-vector outputs of the orbital simulator it is possible to formulate
the rotation from the ECIF to the SFF as a rotation matrix.
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The 3x3 rotationmatrix that describes the rotation from a position in the ECIF ( ⃗⃗⃗𝑝𝐸𝐶𝐼 = [𝑥𝐸𝐶𝐼 , 𝑦𝐸𝐶𝐼 , 𝑧𝐸𝐶𝐼]𝑇)
to the corresponding position in the SFF ( ⃗⃗⃗𝑝𝑆𝐹 = [𝑥𝑆𝐹 , 𝑦𝑆𝐹 , 𝑧𝑆𝐹]𝑇) is defined as:

[
𝑥𝑆𝐹
𝑦𝑆𝐹
𝑧𝑆𝐹
] = [

𝑎𝑥 𝑎𝑦 𝑎𝑧
𝑏𝑥 𝑏𝑦 𝑏𝑧
𝑐𝑥 𝑐𝑦 𝑐𝑧

] [
𝑥𝐸𝐶𝐼
𝑦𝐸𝐶𝐼
𝑧𝐸𝐶𝐼

] (6.81)

The rotation matrix 𝑅𝐸𝐶𝐼→𝑆𝐹 can be found directly from the definition of the SFF axes of the satellite in
the ECIF:

𝑅𝐸𝐶𝐼→𝑆𝐹 = [
𝑎𝑥 𝑎𝑦 𝑎𝑧
𝑏𝑥 𝑏𝑦 𝑏𝑧
𝑐𝑥 𝑐𝑦 𝑐𝑧

] = [
�̂�𝑠𝑐
�̂�𝑠𝑐

�̂�𝑠𝑐 × −�̂�𝑠𝑐
] (6.82)

�̂�𝑠𝑐 =
⃗⃗⃗𝑣𝑠𝑐
‖⃗⃗⃗𝑣𝑠𝑐‖

(6.83)

�̂�𝑠𝑐 =
⃗⃗𝑟𝑠𝑐
‖⃗⃗𝑟𝑠𝑐‖

(6.84)

By this convention the rotation matrix 𝑅𝐸𝐶𝐼→𝑆𝐹 is always well defined and easily obtainable from
the state-vectors of the simulator. In some cases however it might be beneficial to convert this ro-
tation matrix to a quaternion. Quaternions only use four variables instead of nine therefore reducing
memory usage, they can be easily chained to for example include the orientation of an antenna on
the small satellite, they can be interpolated and avoid Gimbal lock as with Euler angles [200]. In the
post-processing applied here, the required reference frame transformation is determined by the rota-
tion matrix as described above. Then the rotation matrix is transformed to a quaternion for storage and
further processing.

Figure 6.16a shows the paths drawn by the line-of-sight vectors ⃗⃗𝑟𝑠𝑐,𝑑𝑟 for 10 passes of a 500 km
altitude small satellite and an example NGSO constellation with satellites at 1000 km and 1250 km in
the ECIF. After performing the transformation of reference frames the result in fig. 6.16b is obtained.
By changing the coordinate frame, the paths drawn by the line-of-sight vector now correctly show the
(inter-satellite) passes appearing above the small satellite at two different heights corresponding to the
two orbital shells in this example. For example, in fig. 6.16b the blue and pink passes are with satellites
in the 1250 km shell.
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(a) Paths drawn by the line-of-sight ⃗⃗𝑟𝑠𝑐,𝑑𝑟 vectors in the ECIF
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(b) Path drawn by the line-of-sight (inter-)satellite passes in the SFF

Figure 6.16: A change of reference frame using quaternion transformations allows for the (inter-)satellite passes to be observed
in the satellite fixed frame (SFF)

After transformation from the ECIF to the SFF figures such as sky-plots can be made to visualise the
(inter-satellite) passes of the contact opportunities similar to how satellite passes with a ground station
are observed from the surface. A sky-plot is computing the elevation and azimuth of the line-of-sight
vector and plotting this a polar plot. Figure 6.17 shows a range and sky plot of the first 10 passes
appearing in the example.
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(a) Range of the first 10 inter-satellite passes
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(b) Sky-plot of the first 10 inter-satellite passes

Figure 6.17: Range and sky-plots used to visualize the different (inter-satellite) passes that occur during the time of flight

6.8. Summary, discussion and recommendations
This chapter described the design of the NGSO data-relay orbital simulator that was purpose-built

to find the contact opportunities between a small satellite and a NGSO (mega-)constellation. The data-
relay orbital simulator takes a user defined scenario containing the orbital parameters of a satellite
of interest and those of a NGSO (mega-)constellation and finds the contact opportunities between
the two for a given period. These contact opportunities show which satellites have line-of-sight at a
given moment in time. The data-relay orbital simulator can find the contact opportunities for a large
number of satellites (> 5000) for a long simulation period (7 days) within acceptable simulation time and
memory usage. This was achieved by implementing a vectorized two-body orbital propagator based on
Markley’s algorithm for solving Keplers equation [193]. This propagator uses a fifth-order refinement
of the solution of a cubic equation, requires only minimal trigonometric evaluations and can be fully
vectorized, allowing the orbital positions of the considered satellites to be calculated at once for a given
time of flight. The simulator uses a just-in-time approach that minimizes memory utilization during the
computation by evaluating for each time step which satellites have line-of-sight and only storing those
satellite positions. The geometry computations for determining the line-of-sight pairs are performed in a
similar vectorized manner. The data-relay orbital simulator can visualize the positions of the satellites in
two-dimensional or three-dimensional views and export the state-vectors (position and velocity) to a file
for post-simulation analysis. The NGSO data-relay orbital simulator was verified against commercial
orbital simulation packages and showed to accurately find the durations of the contact opportunities.
The data-relay optimization framework takes about 30 minutes for to simulate a constellation of 4400
satellites over a simulated period of 7 days using less than 2 GB of memory and output files around
500 MB.

Discussion and recommendations
The operation of the data-relay optimization framework is based on vectorized and just-in-time com-

putations. Table 6.5 shows an overview of the achieved performance with this simulator for some of
the simulation runs for the data presented in the next chapter. As can be seen the data-relay orbital
simulator takes about an hour to simulate a scenario of 4400 satellites with two satellites of interest for
a period of 7 days. The output data file directly relates to the amount of contact opportunities that were
found. In the case of table 6.5 the second file sizes correspond to a satellite at a higher altitude with
less contact opportunities. The durations show to be reducing for less satellites within the constellation
to about 7 minutes for a constellation with three satellites. This shows that although the simulator is
vectorized, there is some overhead that results into a longer computation time when more satellites
are simulated. In general, the performance shown in table 6.5 was considered sufficient for this study.

The computation method employed in the data-relay orbital simulator allows for fast computation
and minimal memory usage. However, the highly optimized code limits its versatility and flexibility. A J2
perturbation was added to increase the fidelity of the orbital simulation and allow for a more represen-
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Table 6.5: Overview of performance of the NGSO data-relay orbital simulator

Constellation Simulated time Time step Satellites Analysis objects Duration Memory usage Output data file size

Starlink 2019

7 days 1s

4409

2

01:11:15

< 2GB

572 MB & 351 MB
Starlink 2020 4409 01:04:02 106 MB & 7.7 MB
Kuiper 3236 00:47:16 94.5 MB & 12.5 MB
O3b 41 00:10:36 382 MB & 320 MB
Audacy 3 00:06:36 106 MB & 101 MB

tative simulation of Sun-synchronous orbits, although it was found that within 7 days of simulated time
the effects of a J2 perturbation were only minimal. More advanced orbital propagators, i.e. those that
aim to solve the governing differential equations (with perturbations) directly or those using iterative
methods, are less suitable for vectorization. This limits the ability to evaluate different perturbations
and the use of for example two-line elements.

Simulating the orbital dynamics of large constellations is an active topic of research. During this
project work by Juan Luis Cano Rodríguez under the OpenSatCom initiative [201] benchmarked sev-
eral implementations of the Simplified General Perturbations 4 (SGP4) propagator for cases like many
satellites and many satellites, many dates using parallel multi-core processing. The SGP4 model al-
lows for the use of two-line element sets and these implementations would be an interesting alternative
to the vectorized implementation of this work. Using these implementations is recommended for future
work.
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7
Visibility and contact time analysis

In this chapter the NGSO data-relay orbital simulator is used to perform a first order visibility and
contact time analysis for the proposed LEO-to-NGSO data-relay downlink architecture. As mentioned
in earlier chapters of this report, the satellites in the NGSO (mega-)constellations have their orbits,
field-of-views, spot beams and frequency re-use schemes optimized for ground coverage [3] leaving
gaps in LEO where a small satellite would not be in view of a NGSO satellite. Similarly, due to the short
inter-satellite distances and the satellites travelling in different planes, it is expected that the contact
opportunities will be of short duration but frequent due to the amount of satellites in the NGSO (mega-
)constellations.

The first order analysis in this chapter will give insight into these temporal characteristics of the
contact opportunities that are encountered throughout the orbit of the small satellites. From these
characteristics already, an assessment can be made if the proposed data-relay architecture is feasible
from a contact time perspective for a small satellite orbit and NGSO constellation combination, without
having to perform a complete communication system design optimization. In the case that a high
throughput is desired (for example in the EO use-case) and the small satellite is only visible to the
NGSO satellite for a small part of the orbit then a high data-rate communication link needs to be used
to achieve a reasonable throughput per orbit. Similarly, the contact opportunities could be of such a
short duration, the pass duration, that it would be difficult in practice to establish the link and achieve
any throughput before line-of-sight is lost. In the case that a low-latency is desired (for example in the
IoT/M2M use-case) the characteristics of the time in between contact opportunities, the gap duration,
becomes important. If gap-duration is large then any IoT/M2M messages received during the gap will
be delayed until the the small satellite is back in view of a NGSO constellation satellite.
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Figure 7.1: Overview of nano-satellite orbits from Nanosats.eu [5, January 2021]

For this first order analysed two typical small satellite orbits are investigated. Figure 7.1 shows

77
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an overview of nano-satellite orbits after launch [5]. The two primary orbits in which nano-satellites
are launched are a 400 km, 51.6° orbits launched from the International Space Station, and 500 km,
97.5° Sun-synchronous orbits. These two orbits are individually investigated for the NGSO (mega-
) constellations discussed in chapter 4. Section 7.1 will first introduce the parameters that will be
investigated in this chapter. Then section 7.2 will show the results for the LEO constellations, and
section 7.3 will show the results for the MEO constellations. Finally, section 7.4 will show a summary of
the results and discuss the applicability of the different constellations for the proposed NGSO data-relay
downlink.

7.1. Parameters of interest
Several parameters are investigated in this first order analysis that describing on a high level the

visibility and constant time characteristics between the small satellite orbit and the NGSO constellations.
The paragraphs below introduce the parameters that are investigated for each of the NGSO (mega-)
constellations at the two orbits.
Spatial coverage - this can be considered as the number of satellites in view at a particular location
in the orbit, such as around the poles or the equator. This is similar to evaluating the coverage on the
ground but then for spherical shells at the altitudes of interest (i.e. 400 km and 500 km). To visualise
the spatial coverage at these altitudes the coverage can be mapped to ground coordinates, i.e. latitude
and longitude, and overlayed on a map of the Earth. For ground coverage, this would show a densely
covered map, which get sparser closer and closer to the orbital altitude of the NGSO constellation
because of the limited field-of-view of each satellite. The spatial coverage is a snapshot in time of the
positions of the satellites of the NGSO (mega-)constellation. As the satellites are moving the spatial
coverage changes, possibly moving with the position of the small satellite. This is investigated in the
visibility parameter.
Visibility - defined as the number of NGSO satellites that have the small satellite in field-of-view during
the time of flight. At a given moment the small satellite could be in view of multiple-satellites or no
satellites at all. If the small satellite is not in view of any satellite it has to store-and-forward any incoming
data until line-of-sight is obtained. If the small satellite is in view of multiple-satellites a choice needs
to be made to which satellite the data is relayed.
Pass duration distribution - the pass duration is defined as the amount of time of a contact opportunity
between obtaining line-of-sight and losing it. The distribution of the pass durations shows the number
of passes that occurred during the time-of-flight distributed in bins by their duration. This pass duration
histogram can show what kind of passes are encountered in the particular small satellite orbit with the
NGSO constellation, i.e. long but in-frequent or short but frequent passes or a combination of both. All
contact opportunities are counted in this analysis even when they are overlapping, there is no choice
made for which contact opportunity will be actually used.
Gap duration distribution - the gap duration is defined as the amount of time between losing all line-
of-sight with current contact opportunities and obtaining line-of-sight with the next contact opportunity.
Similar to the pass duration distribution, the distribution of the gap durations shows the number of
gaps that occurred during the time-of-flight distributed in bins by their duration. This histogram of gap
durations shows how long the small satellite has to operate in store-and-forward before encountering
the next contact opportunity.
Overall coverage with minimum contact time - defined as the percentage of the orbital period of
the small satellite in which contact is obtained with the NGSO constellation. The coverage effectively
shows how much contact time is obtained per orbit, and when multiplied by a fixed data-rate it gives an
estimated how much throughput could be obtained per orbit. The coverage can be made dependent on
the minimum contact opportunity duration required to establish the link. For example, if it takes at-least
30 seconds to establish the link1 then all contact opportunity durations are shortened by 30 seconds
and contact opportunity of less than 30 seconds are discarded, possibly increasing the gap durations.

1Reasons why there would be a minimum required duration include: overhead by handshaking negotiations, pointing of the
spot-beams on the NGSO satellite or synchronisation/acquisition time of the transmitted signal.
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7.2. LEO constellations
The following sections show the results of the first order visibility and contact time analyses for the

Telesat, OneWeb, SpaceX Starlink (both 2019 and 2020 configurations), Kuiper systems and Astrome
mega-constellations. Each of the parameters of interest of section 7.1 is discussed individually in each
of the sub-sub-sections.

7.2.1. Telesat
The constellation of Telesat is unique in having two shells, one inclined and one polar at relatively

high altitudes of 1015 km and 1325 km. In addition, the field-of-view of the steerable and shapeable
spot beams is relatively wide at around ±55.0° therefore possibly maintaining good coverage at the
lower LEO altitudes. The Telesat satellites also have optical inter-satellite cross-links which means
that any satellite could theoretically be used to relay data even if its not in view of a gateway ground
station.

Spatial coverage
Figure 7.2 shows the number of Telesat satellites in view for two altitudes, 400 km and 500 km.

The largest number of satellites in view are at ±50.9° (the maximum inclination of the 1325 km inclined
shell of the constellation) with up to 20 satellites in view at 400 km. At both altitudes there are no gaps
in the coverage between ±55° latitude. Therefore the Telesat constellation would provide continuous
coverage at 400 km and 500 km between ±55° latitude. Only around 750 km altitude2 gaps (no-satellites
in view) start to appear between these latitudes. Beyond ±55° latitude the coverage is solely provided
by the 1025 km polar shell of the constellation and less satellites are in view, up to 10 simultaneously
with gaps in-between.
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Figure 7.2: Spatial coverage (number of Telesat satellites in view) at altitudes of 400 km and 500 km

Visibility
Figure 7.3 shows the number of Telesat satellites in view throughout four hours for a small satellite

at 400 km / 51.5° and a small satellite at 500 km / 97.5°. The satellite in the 400 km orbit is continuously
in view of the Telesat constellation because its inclination is lower than 55°. The satellite in the 500
km has a near continuous view with the exception at the poles. This is as predicted by the spatial
coverage of fig. 7.2 however occasionally, i.e. for 𝑡𝑜𝑓 = (2750, 4800) 𝑠, the satellites in Telesats polar
orbits move together with the small satellite across the poles thereby maintaining visibility.

2Figures not printed.
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(a) Number of Telesat satellites in view for a small satellite in a 400
km orbit inclined at 51.6° over four hours
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(b) Number of Telesat satellites in view for a small satellite in a 500
km orbit inclined at 97.5° over four hours

Figure 7.3: Number of Telesat satellites in view over a period of four hours.

Pass duration distribution
Figure 7.4 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits. The number of passes is slightly higher, around 20 000, for the satellite in the 500
km / 97.5° as it will also encounter passes in the polar regions. For both satellites there are more passes
with the inclined Telesat satellites as these are more abundant (≈3.5 times more) in the constellation,
and most passes have durations below 300 seconds. There are a few outliers for both orbits. For the
400 km / 51.5° orbit there are 600 inclined passes with a long duration of 1500 seconds (25 minutes).
These passes are of long duration because the inclined satellites of Telesat are roughly at the same
inclination. A satellite in the 400 km orbit is therefore continuously catching up with the next inclined
satellite that is in a orbital plane close to its own, thereby creating long passes. A similar effect is seen
for the 500 km / 97.5° orbit, but to a lesser extent with 50 to 100 polar passes with a duration of 1375
seconds (23 minutes). These outliers show that it would be beneficial to place the small satellites in
orbital planes that coincide with those of the Telesat constellation.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.4: Distribution of pass durations with the Telesat (mega-)constellation for a small satellite in a 400 km inclined orbit (left)
and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Gap duration distribution
Figure 7.5 shows the distribution of the gap durations during a period of seven days for the two

small satellite orbits. As predicted by the spatial coverage analysis a satellite in an 400 km / 51.5° orbit
experiences a continuous coverage if all passes are used (see next section for discretization). For a
satellite in an 500 km / 97.5° orbit the gaps appear with a duration up to 5 minutes, and mostly around
180 seconds. Following from the analysis in the previous sections these gaps appear at the polar
regions and vary in length because occasionally the polar satellites of Telesat pass the polar region in
sync with the small satellite.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.5: Distribution of gap durations with the Telesat (mega-)constellation for a small satellite in a 400 km inclined orbit (left)
and a small satellite in a 500 km polar orbit (right) over a period of seven days

Overall coverage with minimum contact time
Figure 7.6 shows the overall coverage as function of the minimum contact time over a period of

seven days. A small satellite in a 400 km inclined orbit has a near continuous coverage ( 100%)
including passes up to about one and a half minutes with the Telesat satellites. For longer minimum
contact durations the coverage quickly drops to 80% at a minimum contact time of five minutes. A small
satellite in a 500 km polar orbit has overall shorter passes with the Telesat satellites and starts with a
overall coverage of 80%. The coverage gradually decreases towards less than 10% for a minimum
contact time of five minutes.
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(a) Overall coverage against minimum contact time over a period
of 7 days for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Overall coverage against minimum contact time over a period
of 7 days for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.6: Coverage against minimum contact time needed for communications with the Telesat (mega-)constellation for a small
satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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7.2.2. OneWeb
The constellation of OneWeb is unique as it only uses polar orbital planes. The satellites in these 18

planes are at an altitude of 1200 km but have fixed beams with an overall narrow operating field-of-view
of ±35.0°. The polar configuration provides a full coverage of the Earth on the ground, but the narrow
operating field-of-view might lead to good coverage for polar small satellite orbits and bad coverage for
any inclined small satellite orbit. In addition, the OneWeb satellites do not have inter-satellite cross-
links and its FCC filing does not mention store-and-forward capability. Therefore it is likely that if a
OneWeb satellite is not in-view of a gateway ground station (i.e. when its over an ocean) it cannot be
used to relay data.

Spatial coverage
Figure 7.7 shows the number of OneWeb satellites in view for two altitudes, 400 km and 500 km.

The largest number of satellites in view are at the polar regions, where the different polar planes of the
OneWeb constellation come together. However, when moving away from the polar regions towards
the equator, the coverage of the OneWeb satellites at these altitudes quickly reduces. Below ±60°
significant gaps appear between the satellites and the coverage is dotted with only one satellite in
view for both the 400 km altitude and the 500 km altitude. The narrow field-of-view of the OneWeb
satellites only provides coverage right below the satellite. The coverage by different planes are also
non-overlapping which means that when the small satellite is not in a plane close to that of one of
the constellation of OneWeb, the coverage is likely greatly reduced. For small satellite missions with
a singular orbital polar plane, such as the baselined Earth Observation mission, this might not be a
problem and still a significant coverage can be maintained. However, for the small satellite missions
with multiple orbital planes, such as the baselined IoT/M2M mission with eight orbital planes, a careful
selection of the right ascension of each of the planes is to be made to ensure all planes have sufficient
coverage.
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(a) Spatial coverage of the OneWeb LEO constellation at 400 km
altitude
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(b) Spatial coverage of the OneWeb LEO constellation at 500 km
altitude

Figure 7.7: Spatial coverage (number of OneWeb satellites in view) at altitudes of 400 km and 500 km

Visibility
Figure 7.8 shows the number of OneWeb satellites in view throughout four hours for a small satel-

lite at 400 km / 51.5° and a small satellite at 500 km / 97.5°. The small satellite in the 400 km orbit
has at most one-satellite in view, but effectively hops from satellite-to-satellite, not obtaining a contin-
uous visibility. The small satellite in the 500 km orbit is aligned with one of the planes of the OneWeb
constellation. It is in view of up to 4 satellites when crossing the poles, but in between the poles at most
one satellite is visible. As this small satellite is in an orbit aligned to that of the OneWeb constellation
but has a higher orbital velocity, it is continuously catching up with the next satellite. The small satellite
therefore stays slightly longer within the field-of-view of the OneWeb satellites than the satellite at 400
km orbit that is crossing the orbital planes of the constellation.
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(a) Number of satellites in view for a small satellite in a 400 km
orbit inclined at 51.6° over four hours
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(b) Number of satellites in view for a small satellite in a 500 km
orbit inclined at 97.5° over four hours

Figure 7.8: Number of OneWeb satellites that can view the small satellites over a period of four hours.

Pass duration distribution
Figure 7.9 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits. Most passes for both satellites at the 400 km and 500 km altitudes are of about a
minute long. The number of passes for the small satellite at 500 km is slightly higher ( 6000) than that
of the small satellite at 400 km ( 4000) as it encounters more satellites of the OneWeb constellation in
the polar regions. The small satellite in the 400 km orbit does not encounter any passes longer that
200 seconds. For the small satellite in the 500 km orbit there are passes up to 500 seconds but these
are less frequent.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.9: Distribution of pass durations with the OneWeb (mega-)constellation for a small satellite in a 400 km inclined orbit
(left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Gap duration distribution
Figure 7.10 shows the distribution of the gap durations during a period of seven days for the two

small satellite orbits. Both the 400 km altitude and the 500 km altitude small satellites experience gaps
in the coverage. For the 400 km altitude small satellite these are no longer than 330 seconds, with
most having a duration around 60 seconds. While for the satellite at 500 km altitude the gaps can be
as long as 1500 seconds but most less than 100 seconds.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.10: Distribution of gap durations with the OneWeb (mega-)constellation for a small satellite in a 400 km inclined orbit
(left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

Overall coverage with minimum contact time
Figure 7.11 shows the overall coverage as function of the minimum contact time over a period of

seven days. Both the 500 km polar and 400 km inclined small satellite orbits have a maximum coverage
of about 60% over the seven day period. This however quickly drops as the minimum contact time is
increased to less than 20% for both for a contact time longer than 100 seconds. There are no passes
longer than 200 seconds for the 400 km inclined small satellite orbit. For the small satellite in the 500
km polar orbit the maximum is 500 seconds.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.11: Overall coverage against minimum contact time needed for communications with the OneWeb (mega-)constellation
for a small satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days



7.2. LEO constellations 85

7.2.3. SpaceX Starlink 2019
The constellation of SpaceX in the 2019 proposal [175] is characterized by its five shells of 4409

satellites between 550 km and 1325 km. The field-of-view of the steerable and shapeable spot beams at
around ±45.0° is slightly less wide than that of the Telesat constellation. The SpaceX Starlink satellites
also have optical inter-satellite cross-links which means that any satellite could theoretically be used to
relay data even if not in view of a gateway ground station.

Spatial coverage
Figure 7.12 shows the number of SpaceX Starlink satellites in view for two altitudes, 400 km and 500

km. The SpaceX constellation provides a dense global coverage even at these altitudes. The largest
number of satellites in view are at ±53°, similar to the Telesat constellation, with up to 28 satellites in
view at 400 km and 20 satellites in view at 500 km. The polar coverage by the SpaceX constellation is
fair with several satellites at 400 km, and a few at 500 km apart from right at the poles. For the 500 km
shell some gaps exist around the equator and prime meridian.
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(a) Spatial coverage of at 400 km altitude
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(b) Spatial coverage of at 500 km altitude

Figure 7.12: Spatial coverage (number of SpaceX Starlink satellites in view) at altitudes of 400 km and 500 km

Visibility
Figure 7.13 shows the number of Starlink satellites have the small satellite at 400 km / 51.5° (left)

and a small satellite at 500 km / 97.5° (right) in view throughout four hours. Both small satellites are
continiously in view by the Starlink satellites with a minimum of two satellites at all times. The small
satellite in the 400 km inclined orbit is in view of up to 22 satellites at a time, while the small satellite in
the 500 km polar orbit is in view of up to 15 satellites at a time.
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.13: Number of SpaceX Starlink satellites that can view the small satellites over a period of four hours.



86 7. Visibility and contact time analysis

Pass duration distribution
Figure 7.14 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits. The majority of passes for both small satellites are with the 1110 km shell of
the Starlink constellation which contains the most satellites (1600). There are less passes with the
lowest shell of 550 km which has almost an equal amount of satellites (1584). Since it is at a lower
altitude, the passes are also significantly shorter. Overall, most passes appear with a duration of 100
seconds. For the small satellite in the 400 km inclined orbit there are passes up to 1010 seconds with
the 1110 km shell. This can be explained by their planes being almost aligned in inclination, allowing
the small satellite to stay in view while following a Starlink satellite. The small satellite in the 500 km
polar orbit experiences more passes around 100 seconds but does not experience passes longer than
580 seconds because it is not in plane with any of the satellites of SpaceX.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.14: Distribution of pass durations with the SpaceX Starlink (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days. Passes with the different orbital shells
are coloured individually and stacked in the histogram.

Gap duration distribution
As predicted by the spatial distribution and visibility timeline, there are no gaps in the coverage for

the small satellites. The several gaps at 500 km identified in fig. 7.12 do not affect the coverage for the
small satellite in the 500 km polar orbit due to the inclination and the movement of the satellites.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.15: Distribution of gap durations with the SpaceX Starlink (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Overall coverage with minimum contact time
Figure 7.16 shows the overall coverage as function of the minimum contact time over a period of

seven days. Both the 400 km inclined and 500 km polar small satellite orbits have a 100% coverage
up to about one minute minimum contact time. For the 500 km orbit the coverage quickly drops below
20% for a minimum contact time of 200 seconds, whereas for the 400 km orbit the coverage stays
above 50% until 500 seconds. The coverage drops to 0% around 600 seconds for the 500 km orbit
small satellite, while for the 400 km small satellite the maximum is 1010 seconds.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.16: Coverage against minimum contact time needed for communications with the SpaceX Starlink (mega-)constellation
for a small satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

7.2.4. SpaceX Starlink 2020
The 2020 proposal of the SpaceX Starlink (mega-)constellation differs from the 2019 proposal by

having all five shells of 4409 satellites below 600 km [163]. The operating field-of-view for each satellite
is increased to ±56.50° which might compensate for the reduction in coverage by the lower altitudes.

Spatial coverage
Figure 7.17 shows the number of SpaceX Starlink satellites in view for two altitudes, 400 km and

500 km. By lowering the shells the coverage is significantly reduced, showing a large amount of gaps
at 400 km and almost no coverage at 500 km. The increase of field-of-view does not compensate for
the reduction in satellite altitude.
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(a) Spatial coverage at 400 km altitude
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(b) Spatial coverage at 500 km altitude

Figure 7.17: Spatial coverage (number of SpaceX Starlink satellites in view) at altitudes of 400 km and 500 km
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Visibility
Figure 7.18 shows the number of Starlink satellites have the small satellite at 400 km / 51.5° (left)

and a small satellite at 500 km / 97.5° (right) in view throughout four hours. The small satellite in the
400 km inclined orbit is in view of up to 8 satellites at a time. The small satellite in the 500 km polar orbit
is occasionally for short durations in view of at most two satellites, even though the spatial coverage at
this altitude is low as was shown in fig. 7.17.
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.18: Number of SpaceX Starlink satellites that can view the small satellites over a period of four hours.

Pass duration distribution
Figure 7.19 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits. The majority of passes for the small satellite in the 400 km inclined orbit lie around
40 seconds, with a maximum of 600 seconds. For the small satellite in the 500 km inclined orbit the
majority of the passes lie around 10 seconds with a maximum of 50 seconds.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.19: Distribution of pass durations with the SpaceX Starlink (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Gap duration distribution
Figure 7.20 shows the distribution of the gap durations during a period of seven days for the two

small satellite orbits. Both the 400 km altitude and the 500 km altitude small satellites experience gaps
in the coverage. For the 400 km altitude small satellite these are no longer than 300 seconds, while for
the satellite at 500 km altitude the gaps can be as long as 800 seconds.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.20: Distribution of gap durations with the SpaceX Starlink (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

Overall coverage with minimum contact time
Figure 7.21 shows the overall coverage as function of the minimum contact time over a period of

seven days. The small satellite in the 400 km inclined orbit starts with a coverage of about 75% which
quickly drops to less than 20% for a minimum contact time of 90 seconds. For the small satellite in the
500 km polar orbit the overall coverage starts at less than 15% and drops to less than 1% for a contact
time of 30 seconds.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.21: Coverage against minimum contact time needed for communications with the SpaceX Starlink (mega-)constellation
for a small satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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7.2.5. Kuiper Systems
The (mega-)constellation of Kuiper Systems is characterized by its three shells containing a total of

3236 satellites at around 600 km altitude [178]. The shells are inclined at 33.0°, 43.0°, and 51.9° there-
fore providing no coverage over the poles. The operating field-of-view of ±48.50 of the steerable spot
beams is moderate in comparison to the other constellations. The application by Kuiper Systems does
not mention the use of optical inter-satellite links between the satellites in the constellation, therefore it
is unclear if the satellite can provide coverage when not in view of a gateway ground station.

Spatial coverage
Figure 7.22 shows the number of Kuiper System satellites in view for two altitudes, 400 km and

500 km. The low altitudes of the satellites result into a reduced coverage with large gaps at 400 km
and marginal coverage at 500 km. Because of the limited inclination of the orbital shells there is no
coverage at the poles beyond 52.0°.
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(a) Spatial coverage at 400 km altitude
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(b) Spatial coverage at 500 km altitude

Figure 7.22: Spatial coverage (number of Kuiper System satellites in view) at altitudes of 400 km and 500 km

Visibility
Figure 7.23 shows the number of Kuiper Systems satellites have the small satellite at 400 km / 51.5°

(left) and a small satellite at 500 km / 97.5° (right) in view throughout four hours. The small satellite in
the 400 km inclined orbit is in view of up to 5 satellites at a time. The small satellite in the 500 km polar
orbit is occasionally for short durations in view of at most three satellites.
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.23: Number of Kuiper Systems satellites that can view the small satellites over a period of four hours.
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Pass duration distribution
Figure 7.24 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits. The majority of passes for the small satellite in the 400 km inclined orbit lie around
50 seconds, with a maximum of 500 seconds. For the small satellite in the 500 km inclined orbit the
majority of the passes lie around 20 seconds with a maximum of 50 seconds.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.24: Distribution of pass durations with the Kuiper Systems (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

Gap duration distribution
Figure 7.25 shows the distribution of the gap durations during a period of seven days for the two

small satellite orbits. Both the 400 km altitude and the 500 km altitude small satellites experience gaps
in the coverage. For the 400 km altitude small satellite these are no longer than 220 seconds, while
for the satellite at 500 km altitude the gaps can be as long as 1500 seconds when passing the polar
regions.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.25: Distribution of gap durations with the Kuiper Systems (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Coverage with minimum contact time
Figure 7.26 shows the overall coverage as function of the minimum contact time over a period of

seven days. The small satellite in the 400 km inclined orbit starts with a coverage of about 82% which
drops to less than 20% for a minimum contact time of 150 seconds. For the small satellite in the 500
km polar orbit the overall coverage starts at about 16% and drops to less than 1% for a contact time of
50 seconds.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.26: Coverage against minimum contact time needed for communications with the Kuiper Systems (mega-)constellation
for a small satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

7.2.6. Astrome SpaceNet
The (mega-)constellation of Astrome is characterized by its single shell Walker-delta configuration

totalling 198 satellites at an altitude of 1530 km [179], [180]. The satellites in the 18 orbital planes are
inclined at 30° and have an operating field-of-view of ±35°. Therefore, the constellation only provides
coverage for the lower latitudes. The satellites in the Astrome SpaceNet constellation will have inter-
satellite links.

Spatial coverage
Figure 7.27 shows the number of Astrome SpaceNet satellites in view for two altitudes, 400 km

and 500 km. Even though the Astrome satellites are at a relatively high altitude of 1530 km the limited
operating field-of-view results in reduced coverage at 400 km and 500 km even within ±30° latitude.
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(a) Spatial coverage at 400 km altitude
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(b) Spatial coverage at 500 km altitude

Figure 7.27: Spatial coverage (number of Astrome SpaceNet satellites in view) at altitudes of 400 km and 500 km
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Visibility
Figure 7.28 shows the number of Astrome Spacenet satellites have the small satellite at 400 km

/ 51.5° (left) and a small satellite at 500 km / 97.5° (right) in view throughout four hours. The small
satellite in the 400 km inclined orbit is in view of up to 5 satellites at a time. The small satellite in the
500 km polar orbit is in view of up to 3 satellites at a time
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.28: Number of Astrome Systems satellites that can view the small satellites over a period of four hours.

Pass duration distribution
Figure 7.29 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits with the Astrome SpaceNet constellation. The pass durations for the small satellite
in the 400 km inclined orbit are spread between 15 to 550 seconds, with a total amount of 1536 passes
occurring throughout the 7 days. The pass durations for the small satellite in the 500 km polar orbit are
shorter of duration, up to 200 seconds. On average for both orbits most passes appear with a length
of around 120 to 150 seconds.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.29: Distribution of pass durations with the Astrome SpaceNet (mega-)constellation for a small satellite in a 400 km
inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Gap duration distribution
Figure 7.30 shows the distribution of the gap durations during a period of seven days for the two

small satellite orbits with the Astrome SpaceNet constellation. For both the 400 km altitude and 500 km
altitude orbits the gaps appear in two groups. The short duration gaps, less than 300 seconds gaps,
are caused by the gaps in between the operating field-of-view of each of the Astrome satellites. The
long duration gaps, around 1500 seconds at 400 km and 1800 seconds at 500 km, are caused by the
satellite crossing the regions beyond ±30° latitude where the Astrome SpaceNet constellation does not
provide coverage.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.30: Distribution of gap durations with the Astrome SpaceNet (mega-)constellation for a small satellite in a 400 km
inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

Coverage with minimum contact time
Figure 7.31 shows the overall coverage as function of the minimum contact time over a period of

seven days with the Astrome SpaceNet constellation. The small satellite in the 400 km inclined orbit
starts with a coverage of about 42% limited by the constellation not providing coverage above ±40°
latitude. The coverage by the constellation then quickly drops to less than 20% for a minimum contact
time of 200 seconds but still provides some coverage up to 580 seconds. Similarly for the small satellite
in the 500 km polar orbit the starting coverage of 26% is limited by there existing no coverage at higher
latitudes. The coverage for this orbit quickly drops to 0% at 200 seconds.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.31: Coverage against minimum contact time needed for communications with the Astrome SpaceNet (mega-)
constellation for a small satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a
period of seven days
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7.3. MEO constellations
Two MEO constellations are considered in this work O3b and Audacy. The constellation of Audacy

is designed for a satellite relay architecture and uses only three satellites at a higher MEO orbits to
provide coverage in LEO. The constellation of O3b is designed for broadband connectivity and uses
several satellites in lower MEO orbits with overlapping ground converage. The following two sections
will the parameters of interest of section 7.1 for each constellation.

7.3.1. O3b mPOWER
The O3b mPOWER constellation is characterized by its 32 equatorial satellites and 10 satellites

in two inclined planes [183]. The O3b satellites serve users down to 5° elevation resulting in a wide
operating range for the shapeable and steerable spot beams. The satellites do not have inter-satellite
links but will always be in view of a gateway ground station.

Spatial coverage
Figure 7.32 shows the number of O3b mPOWER satellites in view for two altitudes, 400 km and

500 km. The constellation with its equatorial and inclined satellites offer a full coverage at 400 km. At
500 km there are four spots where the low elevation angle of operation at the edges of the operating
range of a satellites results into a gap at this altitude.
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(a) Spatial coverage at 400 km altitude
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(b) Spatial coverage at 500 km altitude

Figure 7.32: Spatial coverage (number of O3b mPOWER satellites in view) at altitudes of 400 km and 500 km

Visibility
Figure 7.33 shows the number of O3b mPOWER satellites that have the small satellite at 400 km

/ 51.5° (left) and a small satellite at 500 km / 97.5° (right) in view throughout four hours. The small
satellite in the 400 km inclined orbit is in view of up to 12 satellites at a time with a minimum of one
satellite. The small satellite in the 500 km polar orbit is in view of up to 11 satellites at a time also with
a minimum of one satellite.
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.33: Number of O3b mPOWER satellites that can view the small satellites over a period of four hours.
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Pass duration distribution
Figure 7.34 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits with the O3b mPOWER constellation. The wide operating field-of-view of the O3b
satellites allows for long duration passes, up to 1800 seconds for both the 400 km inclined orbit and
the 500 km polar orbit.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.34: Distribution of pass durations with the O3b mPOWER constellation for a small satellite in a 400 km inclined orbit
(left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

Gap duration distribution
The O3b mPOWER constellation provides perfect spatial coverage at 400 km and and almost per-

fect spatial coverage at 500 km. However, since the 500 km polar orbit is in between the two inclined
planes it does not encounter the four gaps in between the coverage of the equatorial and inclined O3b
satellites. Therefore, there are no gaps in the coverage for both orbits.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.

0.0 0.2 0.4 0.6 0.8 1.0
Duration of gap [s]

0.0

0.2

0.4

0.6

0.8

1.0

Oc
cu

rre
nc

es
 in

 7
 d

ay
s

No gaps

Ngap = 0
tbin = 5s

(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.35: Distribution of gap durations with the O3b mPOWER (mega-)constellation for a small satellite in a 400 km inclined
orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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Coverage with minimum contact time
Figure 7.36 shows the overall coverage as function of the minimum contact time over a period

of seven days with the O3b mPOWER constellation. As shown in the previous sections the O3b
constellation provides a perfect spatial coverage for 400 km orbits. This changes slightly when con-
sidering the 400 km / 51.5° inclined orbit. As can be seen in fig. 7.36, the coverage slightly reduces
when considering a minimum contact time for the this orbit, while for the 500 km the coverage stays
100%. The reason for this is because the 400 km inclined orbit just passes above the coverage of
the equatorial O3b satellites. Here the O3b inclined satellites can provide coverage but just at their far
ends of their operating range. This results into short passes, which if excluded because of a minimum
contact time become gaps in the coverage. The 500 km polar orbit does not experience this problem
because it is continuously in the middel of the coverage provided by the two inclined planes of the O3b
constellation.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.36: Coverage against minimum contact time needed for communications with the O3b constellation for a small satellite
in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days

7.3.2. Audacy
The Audacy constellation is characterized by its 3 equatorial satellites spaced 120° apart at a high

altitude of 13900 km [76] that are specifically designed for relaying data from other satellites. The oper-
ating field-of-view for standard satellites is characteristic by having two parts, a central circle and a outer
ring beyond the horizon. The Audacy constellation also features dedicated spot beams for advanced
users, however in this analysis only the beams in the standard split field-of-view are considered.

Spatial coverage
Figure 7.37 shows the number of Audacy satellites in view for two altitudes, 400 km and 500 km.

As designed, the combination of a central circle of one Audacy satellite and the outer rings of the two
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(a) Spatial coverage at 400 km altitude
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(b) Spatial coverage at 500 km altitude

Figure 7.37: Spatial coverage (number of Audacy satellites in view) at altitudes of 400 km and 500 km
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others provide a full spatial coverage at both altitudes. Near the far polar regions three satellites may
be in view at once.

Visibility
Figure 7.38 shows the number of Audacy satellites that have the small satellite at 400 km / 51.5°

(left) and a small satellite at 500 km / 97.5° (right) in view throughout four hours. The small satellite
in the 400 km inclined orbit experiences long passes with always one satellite in view and a seamless
handover to the next satellite. The small satellite in the 500 km polar orbit experience similar long
passes with occasionally 3 satellites in view at the polar regions.
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(a) Number of satellites that have the small satellite in a 400 km
orbit inclined at 51.6° in view
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(b) Number of satellites that have the small satellite in a 500 km
orbit inclined at 97.5° in view

Figure 7.38: Number of Audacy satellites that can view the small satellites over a period of four hours.

Pass duration distribution
Figure 7.39 shows the distribution of the pass durations during a period of seven days for the two

small satellite orbits with the Audacy constellation. The constellation design allows for long duration
passes around 3000 seconds or higher for the 400 km inclined orbit and 500 km polar orbit. The 500
km polar orbit also experiences some passes of 6000 seconds where it is travelling for a long duration
in the outer ring of the field-of-view of a Audacity satellite that is at that moment perpendicular to its
orbital plane.
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(a) Pass temporal distribution for a small satellite in an 400 km
orbit inclined at 51.6°.
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(b) Pass temporal distribution for a small satellite in an 500 km
orbit inclined at 97.5°.

Figure 7.39: Distribution of pass durations with the Audacy constellation for a small satellite in a 400 km inclined orbit (left) and
a small satellite in a 500 km polar orbit (right) over a period of seven days
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Gap duration distribution
The design of the Audacy constellation provides perfect spatial coverage at 400 km and 500 km

with no gaps appearing over the simulated period of seven days.
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(a) Gap temporal distribution for a small satellite in an 400 km orbit
inclined at 51.6°.
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(b) Gap temporal distribution for a small satellite in an 500 km orbit
inclined at 97.5°.

Figure 7.40: Distribution of gap durations with the Audacy constellation for a small satellite in a 400 km inclined orbit (left) and a
small satellite in a 500 km polar orbit (right) over a period of seven days

Coverage with minimum contact time
Figure 7.41 shows the overall coverage as function of the minimum contact time over a period of

seven days with the Audacy constellation. As shown in the previous sections the Audacy constellation
provides a perfect spatial coverage for 400 km and 500 km orbits with long duration contact times. Only
a slight change is observed for the 500 km polar orbit, where at a minimum contact time of 600 seconds
the coverage starts to decrease slightly. Short gaps appear when the small satellite passes just below
the horizon for one of the Audacy satellites while coming only briefly in view of the next Audacy satellite.
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(a) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 400 km orbit inclined at 51.6°.
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(b) Coverage against minimum contact time over a period of 7 days
for a small satellite in an 500 km orbit inclined at 97.5°.

Figure 7.41: Coverage against minimum contact time needed for communications with the Audacy constellation for a small
satellite in a 400 km inclined orbit (left) and a small satellite in a 500 km polar orbit (right) over a period of seven days
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7.4. Summary
In this chapter eight different NGSO (mega-)constellations were evaluated for the data-relay down-

link architecture. Six constellations in LEO and two in MEO were evaluated for two orbits, a 400 km
51.6° inclined orbit and a 500 km, 97.5° inclined Sun-synchronous. The evaluation looked at spatial
coverage, visibility, pass duration, gap duration and overall coverage time taking into account a min-
imum contact duration. Table 7.1 and Table 7.2 shows summaries of the results for a satellite in the
400 km and 500 km orbits respectively. A qualitative rating is given based on the number of satellites
in view and the coverage for minimum contact time.

The higher altitude constellations in the LEO category score the best for both altitudes, these in-
clude the Telesat constellation and the 2019 configuration of the Starlink configuration having shells
of satellites around 1200 km. The lower altitude constellations including Starlink’s 2020 configuration,
Kuiper Systems and Astrome having shells around 550 km, score lower and are virtually un-usable for
orbits above 400 km as the coverage significantly reduces for contact times over more than a minute.
The OneWeb constellation uses a polar orbit configuration resulting into short contact opportunities for
the 400 km satellite and therefore receives a poor rating. For the 500 km case OneWeb scores better,
achieving longer passes with better coverage because the orbits are roughly in-plane with the orbit of
the satellite.

Table 7.1: Summary of results for 400 km, 51.6° inclined orbit

Constellation Passes Sat. in view Coverage for min. contact time Rating

min max 15 s 30 s 60 s 150 s 300 s 600 s

Telesat 17775 5 21 100.0% 100.0% 100.0% 99.9% 80.3% 69.2% ++
OneWeb 4195 0 1 60.6% 57.8% 44.0% 6.4% 0.0% 0.0% -
Starlink 2019 24588 2 22 100.0% 99.9% 99.7% 79.9% 65.5% 43.6% ++
Starlink 2020 11483 0 8 68.3% 61.4% 26.5% 13.4% 13.4% 6.9% -
Kuiper Systems 8022 0 5 81.2% 76.5% 45.5% 16.7% 5.5% 2.2% +/-
Astrome 1536 0 5 41.3% 41.2% 40.5% 35.2% 10.2% 0.0% +/-

O3b 2259 1 12 99.9% 99.9% 99.9% 99.9% 99.7% 98.7% ++
Astrome 228 1 2 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% ++

The MEO constellations perform excellent in terms of contact opportunity duration and coverage.
Because of the higher altitudes of these constellations a large portion of the orbits are continuously
in view of the same satellite, resulting in a high coverage that does not reduce significantly for longer
pass durations. This increased coverage however comes at the cost of a significantly larger range with
respect to the best rated LEO constellations. The inter-satellite distance is up to seven times longer
for the O3b constellation and twelve times for the Audacy constellation. This increase in path-loss will
directly impact the design of the data-relay downlink requiring higher transmission powers or larger
antennas with more gain.

Table 7.2: Summary of results for 500 km, 97.5° inclined orbit

Constellation Passes Sat. in view Coverage for min. contact time Rating

min max 15 s 30 s 60 s 150 s 300 s 600 s

Telesat 19851 0 18 83.5% 83.3% 82.3% 62.6% 11.4% 3.1% ++
OneWeb 5854 0 4 56.1% 49.5% 24.8% 17.6% 11.0% 0.0% +/-
Starlink 2019 30663 2 15 99.9% 99.8% 97.2% 39.4% 12.3% 0.0% ++
Starlink 2020 4934 0 2 1.3% 0.2% 0.1% 0.1% 0.0% 0.0% --
Kuiper Systems 5655 0 3 9.7% 1.0% 0.0% 0.0% 0.0% 0.0% --
Astrome 1846 0 3 26.3% 25.9% 24.4% 4.3% 0.0% 0.0% --

O3b 2423 1 10 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% ++
Astrome 327 1 3 100.0% 100.0% 100.0% 100.0% 100.0% 99.5% ++

Based on these results a sub-selection can be made for the constellations that are considered in the
rest of this work. The higher altitude LEO constellations are most promising as they offer the longest
contact opportunities and the best coverage. Recent approval by the FCC allowed SpaceX to operate
in the latest Starlink 2020 configuration [202]. In this configuration of the Starlink constellation the
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proposed data-relay downlink concept becomes less promising. Similarly the future of OneWeb and
its constellation is uncertain [162] [171], and its constellation is scoring worse for non-polar orbits. This
leaves the Telesat constellation for consideration for further analysis, performing the best overall of the
LEO constellations for both altitudes. With the recent bankruptcy of Audacy [77] it becomes obvious to
only consider the O3b constellation for further analysis.

These two candidate constellations, Telesat and O3b, form a good contrast for the design optimiza-
tion. The Telesat constellation has frequent contact opportunities of shorter duration with satellites
that are close-by. While the O3b constellation has satellites that are further away allowing for longer
passes. A future study may re-consider the other constellations, especially in the context of VLEO
small satellite missions, the lower NGSO constellations might offer a solution for the downlink needs
of these missions.
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8
Communication system optimization

framework
In this chapter the NGSO data-relay optimization framework is presented that was developed to

optimize a data-relay communication system use of the contact opportunities with the NGSO (mega-)
constellations. A multi-objective approach is used to explore the design trade-offs for the communi-
cation system in throughput, latency, energy consumption and time spend pointing the spacecraft/an-
tenna. Additional design variables such as size, weight and power, and operational parameters such
as duty cycle and contact time, are derived from these four objectives.

The data-relay optimization framework uses the pymoo: Multi-objective Optimization in Python
framework design by J. Blank and K. Deb [203] as a framework for the multi-objective optimization. The
framework runsmodels that are developed in this work for calculating the fitness values and constraints.
These models consider the communication link budgets, variable modulation and coding schemes, en-
ergy consumption models, and parametric component models and operation models. These models
are described step-by-step increasing in complexity until the complete optimization problem is formu-
lated. Several multi-objective genetic algorithms are used to explore the complex design space of the
NGSO data-relay problem.

In section 8.1 of this chapter the top-level requirements for the data-relay optimization framework are
outlined and explained. Section 8.2 provides a top-level overview of the data-relay optimization frame-
work, a description of the general operation of the optimization framework, a description of the models
and a brief summary of the terminology in multi-objective genetic algorithm optimization. Section 8.3 to
section 8.10 describe the different models that were developed to compute the fitness objective func-
tions and the constraints to be used in the optimization. This chapter will conclude with a summary,
recommendations and discussion for the data-relay orbital simulator in section 8.13.

8.1. Data-relay optimization framework requirements
This section will outline some high-level requirements that were set-up to guide the development

of the data-relay optimization framework. As explained in the methodology of chapter 2, the data-
relay optimization framework will generate a concept design for an NGSO data-relay downlink that
makes optimal use of the contact opportunities for a given small satellite mission and NGSO (mega-
)constellation. The first requirement for the data-relay optimization framework is therefore:

DROF-1 The data-relay optimization framework shall optimize the design parameters of a data-
relay downlink system on a small satellite for a given mission profile and NGSO (mega-)
constellation.

Finding an optimal design is a complex task because of the amount and variation in the different
contact opportunities that appear throughout the small satellite orbit. Therefore to aid in this design
synthesis optimization algorithms are to be used. These optimization algorithms should consider sev-
eral aspects of the data-relay downlink architecture, the first being which contact opportunity are to be
used. Different combinations of contact opportunities need to be considered assuming that there is

103



104 8. Communication system optimization framework

only one data-relay downlink available on the small satellite and therefore the data can only be relayed
to one NGSO satellite at a time. The contact opportunities might be (partially) overlapping and different
combinations might give different results in latency and throughput. Therefore, the second requirement
is to consider different combinations in contact opportunities in the optimization:

DROF-2 The data-relay optimization framework shall evaluate using different combinations of the
contact opportunities that appear throughout the small satellite orbit.

The next step is to calculate the link-budgets for the selected contact opportunities to determine
the signal-to-noise ratio (SNR) at the NGSO satellite that receives the data. The link budgets should
consider controllable design parameters that such as transmitter output power, antenna gain and band-
width. In order to not generalize and come to a true optimum each contact opportunity should be
considered separately. Therefore, the third requirement is:

DROF-3 The data-relay optimization framework shall evaluate the link-budgets for each selected
contact opportunity for relaying data while considering the design parameters of the com-
ponents in the data-relay downlink.

After the received SNR at the NGSO satellite is determined, an optimal modulation and coding
scheme can be selected1. The modulation and coding will influence the data-rate of the link during
the contact opportunity but also the complexity of the transmitter and its power-efficiency. Because
of the short duration of the contact opportunity, it is assumed that a adaptive coding and modulation
(ACM) scheme, where the modulation and coding scheme is varied during the pass would not result
in significantly better performance. However, a variable coding and modulation (VCM) scheme may
be considered where the modulation and coding is fixed during each contact opportunity, but may be
different for the different contact opportunities. Therefore the fourth requirement states:

DROF-4 The data-relay optimization framework shall evaluate variable coding andmodulation (VCM)
schemes for the selected contact opportunities.

Finally, the performance of the synthesised NGSO data-relay downlink needs to be evaluated. In
order to do so, the data-relay optimization framework should be able to output different performance
parameters that are of interest for the use-cases discussed in chapter 5. The performance parameters
included are latency, throughput and energy consumption, and size, weight and (maximum) power:

DROF-5 The data-relay optimization framework shall determine the following performance parame-
ters for the data-relay downlink solutions: throughput, latency and energy consumption per
orbit, and size, weight and power.

8.2. Optimization framework overview
The data-relay optimization framework uses genetic algorithms to optimize the design of the data-

relay downlink. A genetic algorithm optimizes a problem by mimicking nature’s survival of the fittest
using evaluation of one or multiple fitness functions and constraints [203]. Figure 8.1 shows an overview
of the steps in a genetic algorithm.

The first step in a genetic algorithm is to initialize a population (0.). A population is a set of design
vectors, i.e. [𝑥𝑥𝑥1, 𝑥𝑥𝑥2, ..., 𝑥𝑥𝑥𝑁𝑝𝑜𝑝]. Each design vector can contain several variables, 𝑥𝑥𝑥1 = [𝑎1, 𝑏1, ..., 𝑧1],
that each represent a particular choice in the design space. In this work, the variables are used to for
example select which contact opportunities, or transmission powers are used. A population initialization
can be done by randomizing the variables in each design vector, or by using population of a previous
optimization.

After a population is initialized, the design vectors in the population can be evaluated (1.) for one
or multiple fitness functions, also called objective functions 𝑓(𝑥𝑥𝑥), and constraints 𝑔(𝑥𝑥𝑥). The fitness
functions evaluate how well a design, specified by its design vector, is performing. The constraints
are used to evaluate if the design is not violating any rules set out in the optimization problem. If it
is not violating the constraints the design vector is called a solution to the problem. After evaluation,
the designs can be ranked by their fitness and the highest ranking individuals are surviving (2.) and
1The relation between SNR and the modulation and coding scheme dependent bit-energy-to-noise-density 𝐸𝑏/𝑁0 or symbol-
energy-to-noise-density 𝐸𝑠/𝑁0 is discussed in section 8.4.1
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are maintained in the next population. A selection (3.) process is performed to determine which of
the individuals participate in mating. Different numbers of parents can be selected depending on the
algorithm that is used. The cross-over process (4.) combines the properties of several parents into new
individuals. Finally, before repeating the evaluation process, several of the off-springs are mutated (5.),
changing some of the variables in the design vectors to create a more diverse population. This cycle
is continued until the termination criteria are met.

0. Initialize 
Population

1. Evaluate 2. Survival 3. Selection 4. Crossover 5. Mutation

6. Done & 
Visualisation

design vectors

termination 
criteria met?

next design vectors

implemented in pym∞ framework

implemented in this work

Figure 8.1: Steps in a typical genetic algorithm using the pymoo framework [203]. The models for fitness function and constraint
evaluation are developed in this work.

Several optimization algorithms were evaluated and a genetic optimization algorithm was chosen
because it can perform optimizations for non-linear and non-continuous problems, which makes it suit-
able for a practical problem such as the design of the data-relay downlink communication system. In
addition, as will be shown in this chapter, the genetic algorithms can use mixed variable programming
in which some design variables are binary variables (selection of a contact opportunity), some are real
variables (selection of the transmitter power and antenna gain) and some are integer (selection from a
set of pre-defined transmission bandwidths).

The survival, selection, cross-over and mutation processes are provided in the pymoo framework.
This work implements the specific models for the data-relay downlink optimization that specify how the
fitness functions and constraints are defined and calculated. The next section discusses the different
models that were implemented.

8.2.1. General operation
During the optimization, the pymoo framework repeatedly provides the models developed in this

work with a population of new individuals (specified by their design vectors) for evaluation. The models
then compute, based on the selection in the design vectors, the fitness values towards the objectives
and the constraints. This interface between the pymoo framework and the data-relay optimization
framework models uses only mathematical variables including booleans, integers and floating point
values. The pymoo framework thereby does not ’know’ the optimization problem at hand is considering
contact opportunities, satellites, transmission bandwidths, etc. Instead, it is programmed in such a way
that the boolean, integer or floating point variables in the design vector each have a particular meaning
for a choice in the data-relay downlink problem, that only the models interpret, which then provide
values for each of the fitness functions, that on-itself do not have meaning for the pymoo framework,
other than these should be minimized. This process is repeated and based on the algorithm used,
new design vectors are generated, provided and evaluated until the termination criteria is met. This
termination criteria could be the number of evaluations, the variation in the design or objective space,
or a simple computational time limit.

8.2.2. Models
For the evaluation of the fitness functions and constraints, nine models were implemented. These

models compute the fitness functions and constraint values given a set of contact opportunities with
an NGSO (mega-)constellation (found previously using the data-relay orbital simulator chapter 6) and
a design vector 𝑥𝑥𝑥 that specifies how the contact opportunities are to be used. Figure 8.2 shows the
models that were implemented to evaluate the fitness functions and constraints.

The visibility model takes the selection of the contact opportunity (the pass selection) and the an-
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tenna gain and determines which satellites are in view. The pointing model extends on the visibility
model by computing the antenna pointing angles and durations that are required to observe the inter-
satellite passes with the NGSO constellation. The amount of time required for pointing the antenna is
counted towards the first objective. To reduce the technical and operation complexity of the data-relay
downlink the amount of time spend pointing the antenna should be minimized, allowing the satellite
to perform other activities such as collecting payload data or charging batteries. Next, the link bud-
get model computes the signal-to-noise ratios during each of the selected inter-satellite passes based
on the visibility, the transmit powers and transmission bandwidth. The bandwidth model specifies the
number of sub-carriers that will be used to fill the transmission bandwidth. Then the variable coding
and modulation model determines the modulation and coding scheme to be used for each pass to
maximize the throughput for this solution. The throughput is used as a second objective and should
be maximized or reach a minimum value based on the specific mission. This throughput comes at the
cost of consuming energy by the power consumption of the transmitter. This energy consumption is
computed in the energy model based on the transmission power and efficiencies in the transmitter. The
energy consumption of the solution is used as the third objective and is to be minimized. Next, from the
actual moments for which a link is established, the maximum latency is computed in the latency model.
The maximum latency is used as the fourth and final objective and is to be minimized or at least stay
below a maximum value.

Variable Coding and Modulation model 

Visibility model

Link budget model

Energy consumption model

Visibility of passes

Objectives

design vector
Contact opportunities with 
NGSO (mega-)constellation

Latency model

Throughput 

Energy consumption

Maximum Latency

Operational models

Design parameters & 
SWaP estimate

SNR during each pass

Design & operational parameters

satisfies constraints?

fitness values

Pointing model

Antenna pointing

Duty cycle, contact time 
per orbit, battery depletion

Parametric models

Bandwidth model

Number of sub-carriers

Figure 8.2: Models implemented to compute fitness functions (objectives), design and operational parameters and constraints
for use in the genetic algorithm optimization of the data-relay downlink

These first six models compute the four fitness values that score the design vectors of the indi-
viduals in the populations for the four objectives; throughput, energy consumption, antenna pointing
and maximum latency. The last two models use values from the design vector to compute remaining
(operational) parameters of the data-relay downlink communication system. These (operational) pa-
rameters are not used as objectives, as they are the result of the selection made by the design vector
or derived from the objective. However, these parameters may be used as additional constraints to the
optimization, potentially invalidating a solution because it exceeds a design parameter. For example,
the parametric model estimates design parameters such as size, weight and peak power consumption
of the solution. The operational models include parameters such as the duty cycle at which the system
is operated. The contact time per orbit that is achieved with the solution or potentially more advanced
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operational parameters such as the depletion of the batteries based on the dynamic power consump-
tion over time.

Both the fitness functions as the design and operational parameters have possible constraints asso-
ciated with them that could invalidate the solution. This could be minimum and maximum requirements
on the fitness values. In addition, constraints may come from an technical perspective such as the
number of links that can be established at the same time. Depending on the algorithm used, the so-
lutions with the lowest constraint violations have the higher chance of survival and selection. Leading
the problem to converge to solutions that do not violate the constraints and maximize or minimize the
design objectives.

The following sections (after the terminology summary) will discuss the implementation of each of
the models developed. Each model is adding to the previous model and increases the optimization
complexity. For each model, a description explaining what the model is supposed to provide is pro-
vided, a mathematical formulation of an optimization problem is given and the results of an example
optimization are shown. This overview of models starts with the contact model, which is not directly
used in the optimization framework but instead used to familiarize the reader with the approach of
optimization problem formulation to implementation.

8.2.3. Terminology
Several terms specific to genetic optimization algorithms are used throughout this chapter. For

reference their definitions are given below:

Design vector a vector with variables that correspond to different design choices

Design space the space spanned by all combinations of the variables in the design vector

Individual a single sample in the design space, characterized by a design vector, that survived after
a generation or was created by a cross-over of other individuals in the previous generation

Solution an individual that does not violate any of the optimization constraints

Population the set of individuals that exist during a generation

Generation the state of the population in-between the evolution cycle

Evaluation the start of the evolution cycle in which the fitness of the individuals are determined

Survival the process of selecting the best fit individuals that survive to the next generation

Selection the process of selecting the individuals that are used to generate new individuals

Cross-over the process of mating two or more parents into new individuals for the next generation

Mutation a process appearing after cross-over that (slightly) alters the properties (design vector) of
the individual

Fitness function/objective function a function that is used to evaluate the fitness of an individual,
scoring for one or multiple objectives.

Solution space the space spanned by all possible solutions in the optimization

Pareto set of solutions the set of solutions for which no other solutions exists that is better towards
all objectives

Pareto front a front of optimal solutions showing the optima towards all objectives.

8.3. Contact model
The contact model is setup and used in a simple optimization problem using the output data set of a

simulation in the NGSO data-relay orbital simulator to get familiar with the optimization approach. The
model assumes the small satellite can only establish communication with one NGSO satellite at a time
and that the small satellite cannot switch satellites during a inter-satellite pass. The goal is maximizing
the contact time over a given period under this constraint. In this optimization problem, there are no
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constraints on the distance between the satellites or the field-of-view of the small satellite. A textual
formulation of this optimization problem can be made as follows:

Contact optimization
Given a set of contact opportunities with a NGSO (mega-)constellation:

- Use the contact opportunities that result in the maximum contact time
- Using only one inter-satellite link at a time

The following sub-sections will discuss the mathematical formulation of the contact model and ac-
companied optimization problem, how it is implemented in software and results. In section 8.7 the
contact model is extended to the visibility model to include field-of-view constraints of the small satellite
based on the design of its antenna.

8.3.1. Mathematical formulation
In the textual formulation of the contact optimization problem an objective and constraint can be

identified. The objective is to maximize the contact time and the constraint only to use one inter-
satellite link at a time. This is a single objective optimization problem. In order to solve this problem, it
first needs to be expressed in a mathematical formulation that can then be programmed into software.
A mathematical representation of this problem is given below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁𝑝𝑎𝑠𝑠]𝑇 (8.1)

Objective function max
𝑥𝑥𝑥

𝑁𝑝𝑎𝑠𝑠

∑
𝑖
∫
𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑥𝑖 𝑑𝑡 (8.2)

Constraints 𝑥𝑖 ⋅ 𝑡𝑒,𝑖 − 𝑥𝑗 ⋅ 𝑡𝑏,𝑗 ≤ 0 𝑗 > 𝑖 (8.3)
Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁𝑝𝑎𝑠𝑠} (8.4)

The design vector (eq. (8.1)) contains the variables the optimization algorithm is can to change. In
this case, it consists of a variable for each contact opportunity that can be selected to be used during
the orbit. These binary variables take the value zero or one as specified in the bounds (eq. (8.4))
for the design vector. The contact time can be calculated by the summation of the durations of each
selected contact opportunity, where the duration is defined by the difference between the time-of-flight
at the beginning of the pass 𝑡𝑏 and the end of the pass 𝑡𝑒. The objective is to maximize this contact
time by the selection of contact opportunities(eq. (8.2)). The single constraint (eq. (8.3)) says that the
end time-of-flight for any selected pass 𝑖 should appear before the begin time-of-flight for any following
selected pass 𝑗.

This optimization problem is a single objective binary variable problem. The optimizer can choose
binary options for the design vector that state whether to use a contact opportunity for data-relaying or
not. However, the mathematical formulation of the problem as specified above is not yet ready to be
implemented in an optimization framework. The pymoo optimization framework requires the problems
to be pure minimization problems [203]: multiplying the objective function by −1 changes the problems
into a minimization problem without changing the properties (i.e. the order) of the problem itself. The
same holds for the constraints, they need to be formulated as a equal or less than constraint. The
constraint (eq. (8.3)) is not yet in this required mathematical formulation and can in its current form not
elegantly be programmed into the optimization.

The conversion of the non-overlapping selection constraint to a equal or less than constraint can
be done as follows. First a matrix is setup that indicates if passes are overlapping or not:

𝐵 =
⎡
⎢
⎢
⎣

𝑡𝑏,1 𝑡𝑏,2 ⋯ 𝑡𝑏,𝑁
𝑡𝑏,1 𝑡𝑏,2 ⋯ 𝑡𝑏,𝑁
⋮ ⋮ ⋱ ⋮
𝑡𝑏,1 𝑡𝑏,2 ⋯ 𝑡𝑏,𝑁

⎤
⎥
⎥
⎦

𝐸 =
⎡
⎢
⎢
⎣

𝑡𝑒,1 𝑡𝑒,1 ⋯ 𝑡𝑒,1
𝑡𝑒,2 𝑡𝑒,2 ⋯ 𝑡𝑒,2
⋮ ⋮ ⋱ ⋮
𝑡𝑒,𝑁 𝑡𝑒,𝑁 ⋯ 𝑡𝑒,𝑁

⎤
⎥
⎥
⎦

(8.5)

𝑂 = 𝐸 − 𝐵 (8.6)
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where 𝑡𝑏,𝑖 and 𝑡𝑒,𝑖 are the beginning and end times of pass 𝑖. The lower triangular of matrix 𝑂 contains
the information on if a pass appears after of during a previous pass. Each element 𝑖𝑗 in 𝑂 contains the
difference of the end time of pass 𝑖 and the begin time of pass 𝑗. If this number is positive, then the
end time of pass 𝑖 appears after the begin time of pass 𝑗 and therefore the pass is overlapping. The
non-overlapping passes are therefore the elements in 𝑂 for which:

𝑂𝑖𝑗 ≤ 0 where 𝑖 > 1 and 𝑗 ≤ 𝑖. (8.7)

The index specification 𝑖 > 1 and 𝑗 ≥ 𝑖 is needed to select the entries of 𝑂 below the first diagonal2.
Equation (8.7) is already in the right shape for a constraint in the pymoo framework. The 𝑂 matrix
can be element-wise multiplied by the design vector, column and row wise, in order to only make the
constraint active for the passes that are selected and zero for the non-selected passes:

𝑂⊙𝑥𝑥𝑥𝑇𝑥𝑥𝑥 ≤ 0 (8.8)

The optimization problem can now be formulated as required in the pymoomulti-objective optimization
framework:

𝑚𝑖𝑛 𝑓1(𝑥𝑥𝑥) = −∑𝑥𝑥𝑥𝑇(𝑡𝑡𝑡𝑒 − 𝑡𝑡𝑡𝑏)
𝑡𝑡𝑡𝑏 = [𝑡𝑏,1, 𝑡𝑏,2, ..., 𝑡𝑏,𝑁𝑝𝑎𝑠𝑠]𝑇
𝑡𝑡𝑡𝑒 = [𝑡𝑒,1, 𝑡𝑒,2, ..., 𝑡𝑒,𝑁𝑝𝑎𝑠𝑠]𝑇

𝑠.𝑡. 𝑔1(𝑥𝑥𝑥) = 𝑂 ⊙𝑥𝑥𝑥𝑇𝑥𝑥𝑥 ≤ 0
𝑥𝑖 ∈ {0, 1} 𝑖 ∈ 1, ..., 𝑁

(8.9)

To avoid repetitions, this report will limit the mathematical description for the optimization problems to
the formulation in eqs. (8.1) to (8.4). Each optimization problem is in the Python code formulated in the
shape of eq. (8.9) to be interpreted and used in the pymoo framework. The implementation of each of
the models can be found in hermes_optimization.models and associated example optimization
problems in hermes_optimization.problems in the GitHub repository [204].

8.3.2. Example evaluation
The optimization problem is solved using the pymoo implementation of the genetic algorithm [205].

The optimal combination of passes found by the optimization are highlighted in the range and skyplots
in fig. 8.3. This simple optimization problem can be checked by hand, for example pass 7 is not chosen
instead of pass 8, which makes sense because pass 8 is longer. The combination of passes result
into a maximum contact time of 1900s or about 33 minutes. This already gives a rough estimate of
the contact time that can be achieved per orbit, the 20 passes span about two orbits of the satellite at
500 km, which means that a contact time of about 15 minutes per orbit is achievable in this example.
Which is already significantly higher than the 400s per orbit achieved with polar ground stations [2].

There are more factors to consider in order to get a precise estimate of the overall contact time with
the satellite. Already from the figures in fig. 8.3 one can include addition constrains on for example the
maximum range (determined by the link budgets), the visibility of the passes (determined by the beam-
width of the antenna and/or steerability) and minimum pass durations for protocols (determined factors
such as the time needed for negotiation with the data-relay satellite). These additional constrains will
be included step-by-step to the optimization problem in the following sections.

8.4. Link budget model
The link budget model is the first step towards determining communication performance parameters

such as data-rate and throughput per orbit. A link budget determines the signal-to-noise ratio (SNR) at
the receiving system in the link based on the system level RF parameters of both the transmitter and
the receiver. In its most simple form a link budget considers the transmitter power and antenna gain,
the free-space path loss, the signal bandwidth, and the receiver antenna gain and noise contribution.
The link budget model calculates the SNR at the receiving NGSO satellite for each time-step in each
(selected) contact opportunity. If the SNR is high enough for a particular modulation, coding and data-
rate, a link can be established and data can be relayed.

2Many programming languages have a function for the lower-triangle selection, i.e. MATLABs tril(0, -1) or Numpy’s
numpy.tril(0, -1)
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Figure 8.3: Result of the contact optimization showing used (solid) and unused (dashed) passes that maximize the contact time
with the satellite.

In this section a simple optimization case is considered using the link budget model where the
transmitter antenna gain, signal bandwidth, receiver properties, and modulation and coding scheme
are fixed for all selected passes. While the passes can be selected in the optimization as well as one
transmit power for all passes. This optimization problem reads as follows:

Throughput optimization
Given a set of contact opportunities with a NGSO (mega-)constellation and a set of fixed link budget
parameters:

- Select the contact opportunities and transmission power that result into the highest throughput
- Using the least amount of energy
- Using only one inter-satellite link at a time

The following sub-sections will discuss the mathematical formulation of the link budget model and
accompanied throughput optimization problem, and results for an example problem.

8.4.1. Mathematical formulation
Before a mathematical formulation of the optimization problem can be made the mathematical for-

mulation behind the link budget equations are to be established. The general model used for free space
power transmission in wireless communication systems is the Friis transmission equation [206]:

𝑃𝑅 = 𝑃𝑡𝑥𝐺𝑡𝑥𝐺𝑅 (
𝜆
4𝜋)

2
(1𝑑)

2
[𝑊] (8.10)

where 𝑃𝑅 is the power received at the receiver in [𝑊], 𝑃𝑡𝑥 the power transmitted by the transmitter
in [𝑊], 𝐺𝑡𝑥 and 𝐺𝑅 are the (unit less) gains of the transmit and receive antenna respectively, 𝜆 is the
wavelength of the signal in [𝑚] equal to 𝜆 = 𝑐0/𝑓 where 𝑐0 is the speed of light in vacuum in [𝑚/𝑠]
and 𝑓 the frequency of the signal in [𝐻𝑧], and finally 𝑑 the distance in [𝑚] between the transmitter and
receiver. The Friis equation is often expressed in decibels for convenience:

𝑃𝑅 = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 + 𝐺𝑟𝑥 + 20 log10 (
𝜆
4𝜋) + 20 log10 (

1
𝑑)

= 𝑃𝑡𝑥 + 𝐺𝑡𝑥 + 𝐺𝑟𝑥 − 20 log10 𝑑 − 20 log10 𝑓 − 20 log10 (
4𝜋
𝑐0
) [𝑑𝐵𝑊]

(8.11)

with 𝑃𝑅 and 𝑃𝑡𝑥 the received and transmitted power in [𝑑𝐵𝑚] respectively, 𝐺𝑅 and 𝐺𝑡𝑥 the gains of the
receive and transmit antenna in [𝑑𝐵𝑖] respectively, 𝑓 the frequency in [𝐻𝑧] and 𝑑 the distance in [𝑚].
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The constant −20 log10 (
4𝜋
𝑐0
) in this equation is roughly equal to −147.55 𝑑𝐵 allowing for a convenient

representation of the received power is the summation of all the link parameters expressed in decibels.
The noise power, assuming no interferers, at the demodulator of the receiver is given by the following

equation:
𝑃𝑁 = 𝑘𝑇𝑠𝑦𝑠𝐵 [𝑊] (8.12)

or in decibel scale:
𝑃𝑁 = 10 log10 𝑘 + 10 log10 𝑇𝑠𝑦𝑠 + 10 log10 𝐵 [𝑑𝐵𝑊] (8.13)

where 𝑘 is the Boltzmann constant in [𝐽𝐾−1], 𝑇𝑠𝑦𝑠 is the system noise temperature of the receiver in
[𝐾], and 𝐵 the transmission bandwidth in [𝐻𝑧]. Often a system level RF parameter that is used is
the antenna gain-to-noise temperature 𝐺/𝑇 = 𝐺𝑟𝑥/𝑇𝑠𝑦𝑠 in 𝑑𝐵/𝐾. This allows combining the receiver
performance in one parameter when considering the received SNR:

𝑆𝑁𝑅 = 𝑃𝑅
𝑃𝑁

[.] (8.14)

which in decibel using eq. (8.11) and eq. (8.13), and combining the receiver parameters in antenna
gain-to-noise temperature gives:

𝑆𝑁𝑅 = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑 − 20 log10 𝑓 + 𝐺/𝑇 − 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵]. (8.15)

In eq. (8.15) the receiver antenna gain 𝐺𝑟𝑥 and system noise temperature are 𝑇𝑠𝑦𝑠 collected in the
𝐺/𝑇 figure. A similar figure exists for the transmitter, the effective isotropic radiated power (EIRP)
𝐸𝐼𝑅𝑃 = 𝑃𝑡𝑥𝐺𝑡𝑥. In eq. (8.15) these terms are not combined however because the gain of the antenna
and transmit power are two interesting design variables that can be individually explored in a multi-
objective optimization approach. On a satellite system level these two variables relate to different
aspects, the antenna gain relates to antenna size, mass and (stowed) volume, while the transmit power
(when combined with transmitter efficiency) relates to the power budget and generated heat. Therefore
these variables are kept separate during the optimization.

The final step to make the bridge to the modulation and coding scheme and achievable data rates
comes from the relation between SNR, bandwidth data rate, and the modulation and coding scheme
specified symbol-energy-to-noise-density ratio:

𝑆𝑁𝑅 = 𝐸𝑠
𝑁0
𝑅𝑠
𝐵 [.] (8.16)

where 𝐸𝑠/𝑁0 is the symbol-energy-to-noise-density in [𝑑𝐵] and 𝑅𝑠 the symbol rate in [𝑠𝑦𝑚/𝑠]. For a
given modulation and coding scheme symbol-energy-to-noise density is given specified in tables like
those in the DVB-S2 standards [87], [88], [102]. The symbol rate and bandwidth are directly related by
the roll-off factor 𝛼 of the pulse-shaping filter that is used:

𝑅𝑠 = 𝐵/(1 + 𝛼) [𝑠𝑦𝑚/𝑠] (8.17)

where when 𝛼 = 1 an ideal brick-wall filter is used resulting into a symbol rate equal to the bandwidth.
Figure 8.4 shows an example of the effect of pulse shaping, also called Nyquist filtering, on a pulse
amplitude modulated (PAM) optical signal. For an explanation on Nyquist filtering the reader is referred
to the paper by Chi et. al. [207]

Finally, the symbol rate is related to the effective data-rate after encoding specified by the spectral
efficiency 𝜂:

𝜂 = 𝑅𝑏
𝑅𝑠

[𝑏𝑖𝑡𝑠/𝑠𝑦𝑚𝑏𝑜𝑙]. (8.18)

The spectral efficiency is given by the specification of the modulation and coding scheme (see [87],
[88], [102]). For an uncoded transmission the spectral efficiency is equal to the modulation order of
the modulation scheme (see chapter 3). When error correction is introduced the spectral efficiency
reduces as some bits are used for the error correction coding.

Now given the roll-off factor, transmission bandwidth and required 𝐸𝑠/𝑁0 the required SNR for a
given modulation and coding scheme can be calculated using eq. (8.16) and eq. (8.17). From the link
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Figure 8.4: Spectral shape of an optical pulse amplitudemodulated (PAM) signal after pulse shaping/Nyquist filtering with different
roll-off factors to reduce signal bandwidth. From [207]

budget model follows the SNR during each of the selected contact opportunities. If the SNR is higher
than the required SNR for the modulation and coding scheme, a link is achieved and the corresponding
(useful) data rate can be calculated from the spectral efficiency using eq. (8.18). The throughput for a
single pass can therefore be calculated as followed:

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = ∫
𝑡𝑒

𝑡𝑏
𝑅𝑏(𝑡) 𝑑𝑡 [𝑏𝑖𝑡𝑠] (8.19)

where 𝑅𝑏(𝑡) = {
𝑅𝑠 ⋅ 𝜂 if 𝑆𝑁𝑅(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.20)

where 𝑡𝑏 and 𝑡𝑒 are the beginning and end time-of-flight of the pass in [𝑠], 𝑅𝑏(𝑡) the bitrate during the
pass per eq. (8.18), 𝑆𝑁𝑅(𝑡) the SNR in [𝑑𝐵] during the pass and 𝑆𝑁𝑅𝑟𝑒𝑞 the required SNR for the
modulation scheme and bit-rate that is used per eq. (8.16).

For the example optimization problem a second metric is used, the energy consumption of the
transmitter. A simplified model is used that assumes the energy consumption is the product of the
transmit power and transmit duration:

𝐸𝑛𝑒𝑟𝑔𝑦, 𝑠𝑖𝑚𝑝𝑙𝑖𝑓𝑖𝑒𝑑 = ∫
𝑡𝑒

𝑡𝑏
10

𝑃𝑡𝑥−30
10 𝑑𝑡 [𝐽] (8.21)

where 𝑃𝑡𝑥 is the transmit power in [𝑑𝐵𝑚]. This simplified model is later extended in the energy model
of section 8.5 to include a modulation and technology depended model.

8.4.2. Throughput optimization problem
The textual formulation of the link budget optimization problem can now be described in a mathe-

matical formulation using the above link budget equations. Two objectives can be identified from the
textual formulation, maximize the throughput and minimize the energy consumption. The constraint
of using only one inter-satellite link at a time remains. This optimization problem can be considered a
multi-objective optimization problem.

The link budget optimization problem again considers picking a combination of contact opportuni-
ties, but this time also the transmit power 𝑃𝑡𝑥 is included in the design vector (eq. (8.22)). The objective
function is changed into two objective functions; one for the throughput (eq. (8.23)) and one for the total
energy consumed during transmission (eq. (8.24)). The mathematical representation of this optimiza-
tion problem is shown below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁, 𝑃𝑡𝑥]𝑇 (8.22)

Objective functions 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =max
𝑥𝑥𝑥

𝑁𝑝𝑎𝑠𝑠

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑅𝑏,𝑖(𝑡) 𝑑𝑡 [𝑏𝑖𝑡𝑠] (8.23)
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𝑓𝑒𝑛𝑒𝑟𝑔𝑦 =min
𝑥𝑥𝑥

𝑁𝑝𝑎𝑠𝑠

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
10

𝑃𝑡𝑥−30
10 𝑑𝑡 [𝐽] (8.24)

Constraints 𝑡𝑒,𝑖 − 𝑡𝑏,𝑗 ≥ 0 𝑗 > 𝑖 (8.25)
Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁} (8.26)

𝑃𝑡𝑥 ∈ ℝ ∶ 𝑃𝑡𝑥,𝑚𝑖𝑛 ≤ 𝑃𝑡𝑥 ≤ 𝑃𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑚] (8.27)
Equations 𝑆𝑁𝑅(𝑡) = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑(𝑡) − 20 log10 𝑓 + 𝐺/𝑇 (8.28)

− 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵] (8.29)
𝑅𝑠 = 𝐵/(1 + 𝛼) [𝑠𝑦𝑚𝑠/𝑠] (8.30)

𝑅𝑏,𝑖(𝑡) = {
𝑅𝑠 ⋅ 𝜂 if 𝑆𝑁𝑅𝑖(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.31)

The throughput objective function 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 is defined as the sum of the throughput during the
passes of the selected contact opportunities. The SNR requirement is deliberately not written as a
constraint. If it were, then if at any moment during the pass the SNR drops below the required SNR
then the whole solution is considered invalid. However, in practice packet drops during satellite down-
links are expected, especially at the beginning and end of a pass where the slant range is the highest.
Specific transmission protocols and strategies (i.e. retransmissions or transmitting the least important
information at the beginning or end of the pass) are used to deal with this issue. The second objec-
tive function 𝑓𝑒𝑛𝑒𝑟𝑔𝑦 considers the total power consumption during the passes of the selected contact
opportunities. The problem has now changed to a mixed variable multi-objective problem.

8.4.3. Example evaluation
An example optimization problem is run to test the link budget model. Table 8.1 shows the (constant)

parameters that are used in this optimization. This example assumes that the targetted satellites are
similar to those of the Telesat NGSO constellation, operating at an uplink frequency of 20.0 GHz, with
a transmission bandwidth of 20.0 MHz, using a DVB-S2 8PSK with 8/9 FEC. The small satellite is
assumed to have an antenna gain of 20 dBi and the receiving satellite system a antenna-gain-to-noise-
temperature of 13.2 dBK. The same contact opportunities that were used in the contact optimization
example of section 8.3 are used in this example.

Table 8.1: Parameters for the example link budget optimization

Symbol Value(s) Unit
Spectral

Carrier frequency 𝑓𝑐 20.0 GHz
Bandwidth 𝐵 20.0 MHz
Waveform

Modulation DVB-S2 8PSK-8/9
Roll-off factor 𝛼 0.35
Required symbol energy-to-noise ratio 𝐸𝑠/𝑁0𝑟𝑒𝑞 10.69 dB
Spectral efficiency 𝜂 2.6460120 bit/symbol
Communication system

Transmit power (for all passes 𝑃𝑡𝑥,𝑚𝑖𝑛 10 dBm
𝑃𝑡𝑥,𝑚𝑎𝑥 40 dBm

Antenna gain 𝐺𝑡𝑥 20 dBi
Receiving satellite system

Constellation Example constellation
Antenna gain-to-temperature ratio 𝐺/𝑇 13.2 dBK

Convergence
The optimization problem is solved using the NSGA-II multi-objective genetic algorithm [208]. The

settings of the algorithm and termination criteria were tuned in order for the algorithm to perform a good
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exploration of the design space. fig. 8.5 shows an example between a not converged and converged
Pareto-optimal set for this problem. The Pareto-optimal set is the set of solutions for which no better
solution exists that is optimal (minimizes both objectives) [208]. In this example there would be no
solutions achieving a lower energy usage for the same throughput than the ones in the Pareto-optimal
set. When fully converged the Pareto-optimal set can show the Pareto-front. In this example, the
Pareto-front is not know beforehand, and the optimization is used as a means for exploration of the
design space, showing all optimal solutions and thereby the trade-off between throughput and energy
usage.
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Figure 8.5: Pareto fronts for the multi-objective link budget problem

In this example the Pareto front consists of two linear sets, one with a high slope up to a throughput
of 45 Gbit, and one with a lower slope up to 78 Gbit. Each point in fig. 8.5 shows an optimal solution
for the problem, i.e. the solution achieves the throughput for the least amount of energy. To highlight
the design choices, the solutions are coloured by their power selection. Up to 45 Gbit throughput, a
power level of 25.0 dBm is sufficient and the throughput can be increased by simply using more contact
opportunities. After this point, the power needs to be increased to achieve sufficient SNRwith the higher
altitude satellites. From fig. 8.3a it can be seen that the passes with these higher altitude satellites are
shorter of duration. Therefore there are diminishing returns, it requires more power to close the link
with these satellites, but it does not result into a much longer contact time. This makes the slope of the
set from 45 Gbit to 78 Gbit lower. Figure 8.5b is useful in design exploration as it can quickly answer
the question of how much more throughput can be achieved when more energy is spend.

There are several ways to determine whether or not the results of the optimization are converged.
Visually from the Pareto front in fig. 8.5a the two linear sets can already be identified but the result is
visibly not converged yet. In fig. 8.5b the result is converged and two sharp lines are visible. Table 8.2
shows the algorithm settings and termination criteria that were used in this example. To obtain the better
convergence, the number of off-springs per generation were increased to help exploring adjacent points
on the Pareto front. In addition, the maximum evaluations and generations were increased to allow for
more sampling of the design space.

Table 8.2: Algorithm settings for link budget optimization example

Not converged Converged
Algorithm settings

Population size 100 100
Number of off-springs 20 40
Termination criteria

Objective function tolerance 0.005 0.0005
Maximum generations 100 1000
Maximum evaluations 2000 10000

Alternatively, an indicator that may be used to evaluate the performance of the multi-objective op-
timization is the Hypervolume [209]. This performance indicator is useful in this case because it does
not require prior knowledge of the optimum of the problem, i.e. does not require the Pareto front to be
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know a-priori, and only requires a reference point. The Hypervolume calculates the area (two-objective
functions) or volume (three or more objective functions) from a reference point 𝑟 to the Pareto front.
The desire is to maximize the performance metric, showing how far the Pareto front has moved away
from the reference point. In this optimization problem, the reference point can be chosen as 𝑟 = (0,∞)
corresponding to case where zero throughput is achieved but an infinite amount of energy is spend,
an obviously bad solution. Since the expected the Pareto front for this problem follows; more energy
consumed relates to more throughput, possibly with diminishing returns for the higher ranges and a
minimum energy to be spent on the lower ranges, this is a good reference point to take.
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Figure 8.6: Hypersurfaces as a performance indicator in the link budget optimization problem.

Figure 8.6 shows the sizes of the hypersurfaces for the not converged and converged cases. The
absolute value of the hypersurface is proportional to the reference point taken here 𝑟 = (0, 1 ⋅ 109).
The strategy that is used to determine convergence is as follows: first the optimization is ran with some
initial termination settings that does not terminate on the maximum generations or evaluations. Then
the objective function tolerance is halved and number of off-springs are doubled until the hypervolume
stops increasing after a double amount of evaluations. During this process, the Pareto front is observed
for its convergence and, if needed, the reference point for the hyper surface is adjusted.

Verification
After confirming convergence in the optimization, a closer look can be taken into the results of

fig. 8.5b and verify the link budget model used. First, given the parameters in table 8.1 the maximum
data rate that can be achieved is 39.2 Mbit/s. From section 8.3 the maximum contact time that could
be achieved from the set of contact opportunities is 1990 seconds. Therefore the maximum throughput
that can be achieved is 78.01 Gbit over these contact opportunities, which matches the performance
of top right solution in fig. 8.5b.

The link budget equations can be verified by hand calculations. Taking the two maximum ranges
from fig. 8.3a, 1100 km and 700 km, two link budgets can be calculated. This is done in table 8.3
showing that a transmit power of 26 dBm is sufficient for the lower altitude satellites, and 30 dBm is
sufficient for the higher altitude satellites. These values correspond to the power at the transition point
and maximum respectively in fig. 8.5b.

With these power levels the minimum energy consumption for the maximum throughput can be
calculated as a final verification check. The maximum transmit power of 30 dBm corresponds to 1
W. With the maximum contact time of 1990 seconds, the simplified energy consumption model gives
eq. (8.21) gives a energy consumption of 1990 J. This corresponds to what is found for the maximum
throughput in fig. 8.5b.

This example assumes that it is possible to perfectly control the transmitting power to exactly what is
necessary. In practice this might not be possible and fluctuations in the output power of the transmitter
and pointing accuracy still require a margin to be taken on the link budget. In addition, since the power
required for the lower altitude satellites and higher altitude satellites is more than 4 dB (more than twice
the power) therefore it would make sense to select a transmit power for each pass individually.
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Table 8.3: Hand calculated link budgets for the two altitudes 700 km and 1100 km

Symbol 700 km 1100 km Unit
Carrier frequency 𝑓𝑐 20.0 20.0 GHz
Transmit power 𝑃𝑡𝑥 26.0 30.0 dBm
Antenna gain 𝐺𝑡𝑥 20.0 20.0 dBi
Isotopically radiated power (*) 𝐸𝐼𝑅𝑃 19.0 23.0 dBWi
Range 𝑑 700 1100 km
Free space path loss (*) 𝐹𝑆𝑃𝐿 175.37 179.30 dB
Received power (*) 𝑃𝑆 -159.37 -156.93 dBW
Bandwidth 𝐵 20.0 20.0 MHz
kB (*) 𝑘𝐵 -155.59 -155.59 dBJHz/K
Antenna-gain-to-noise-temperature 𝐺/𝑇 13.2 13.2 dBK
Received signal-to-noise-ratio (*) 𝑆𝑁𝑅 9.42 9.49 dB
Roll-off factor 𝛼 0.35 0.35
Symbol-energy-to-noise-ratio requirement 𝐸𝑏/𝑁0𝑟𝑒𝑞 10.96 10.96 dB
Required signal-to-noise-ratio (*) 𝑆𝑁𝑅𝑟𝑒𝑞 9.39 9.39 dB
Signal-to-noise-ratio margin (*) 0.03 0.11 dB
Rows with a (*) are calculated from other rows. The other values are constants.

This simplified example does however already show how optimization algorithms can aid in the sys-
tem trade-offs for a satellite (data relay) communication system. For example it answers the question
how much more throughput can be achieved for a (slightly) higher energy/power consumption. Sev-
eral improvements for the model were mentioned in this section: making the transmit power specific
for each pass, including an (technology and modulation dependent) transmitter efficiency in the energy
consumption model and including a model for the antenna gain. The next section will make the first
two of these improvements by extending the link budget model with different modulation schemes.

8.5. VCM and energy consumption models
This section will extend the link budget model of the previous section with a model in which dif-

ferent modulation schemes can be used. In addition, an energy model is formulated that includes
the efficiency of the transmitter by considering the power amplifier technologies and the impact of the
modulation scheme. As explained in chapter 3 variable coding and modulation (VCM) and adaptive
coding and modulation (ACM) are methods to make more efficient use of the available spectrum and
link margin to maximize the data rate through the channel. This work assumes only a single direction
link (from the small satellite to the data-relay satellite), therefore only variable coding and modulation
(VCM) is considered. In addition, because of the short duration contact opportunities it is assumed that
changing the modulation and coding during a pass would not significantly increase the performance
and does not justify the increase in complexity required. The VCM optimization implemented in this
work can optimize the modulation and coding for each pass but does not change it during the pass.

The digital modulation protocols specified by Consultative Committee for Space Data Systems
(CCSDS) and European Telecommunications Standards Institute (ETSI) (see chapter 3) implement
different MODCODs to maximize spectral efficiency. Each MODCOD has a different required symbol-
energy-to-noise ratio (𝐸𝑠/𝑁0) and spectral efficiency (𝜂). In general, a higher spectral efficiency requires
a higher symbol-energy-to-noise ratio. Therefore more power is required for more throughput in the
same bandwidth. However, an additional consideration needs to be made as the higher order MOD-
CODs have waveforms with symbols having several power levels, i.e. two for 16-APSK or three for
32-APSK. The use of multiple power levels gives a non-constant amplitude waveform that requires the
power amplifier in the transmitter to operate linearly and reduced power efficiency [116].

The following sub-sections will discuss the mathematical formulation of the VCM and energy con-
sumption models and accompanied optimization problem, and results for an example problem.
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8.5.1. Mathematical formulation
As explained in the introduction of this section, higher order modulation schemes require more

power to achieve higher throughputs. However, as will be shown, the selected modulation scheme
influences the maximum energy efficiency that can be achieved. The sub-section will first focus on this
impact of the modulation scheme on the energy efficiency.

Modulation schemes such as 16-APSK are by definition non-constant envelope waveforms, as mul-
tiple amplitude levels are used to increase the number of symbols. However, constant envelope mod-
ulation schemes such as QPSK and 8-APSK will also turn out to be non-constant envelope as pulse-
shaping (i.e. raised-cosine or root-raised cosine filter) is applied to limit the out-of-band emissions.
A non-constant envelope waveform has variation in the signal peak power and its overall root mean
square (RMS) power. This variation is described in the Peak to Average Power Ratio (PAPR). The
power efficiency reduction of a linear power amplifier is reduced when amplifying a non-constant enve-
lope modulated signal. The minimum theoretical impact on the power amplifier efficiency due to signal
PAPR can be described as [116]:

𝜂𝑃𝐴 = 𝜂010−(
𝑃𝐴𝑃𝑅
20 ), (8.32)

with the PAPR expressed in dB and 𝜂0 is a transistor technology-dependent term below 0.5. The actual
energy efficiency of the power amplifier during the transmission however depends on the distribution of
the envelope of the modulated signal over time and the power dissipation of the power amplifier across
this distribution.

To capture this effect the modulation-available energy efficiency (MAEE) metric for modulations is
introduced in [210] that relates: 1) the normalized signal envelope voltage probability density function
(PDF), and 2) the power dissipation of a linear amplifier transistor. The MAEE metric can be used as
an upper bound to the energy efficiency and can be made transistor technology dependent. The metric
is compared in [211] with measured PA performance and is shown to provides a good upper bound to
the efficiency.

The first step in the MAEE model is obtaining the (normalized) envelope voltage PDF 𝑃𝐸𝑛𝑣(𝑢) which
can be calculated for each modulation scheme using (double sided) distribution analysis. Figure 8.7
shows the complex samples and envelope voltage PDF for two modulation schemes in the DVB-S2
standard, 8-PSK and 32-APSK, using a root-raised-cosine (RRC) filter with a roll-off factor of 𝛼 = 0.35.
Both waveforms spend a non-zero amount of time crossing between symbols, thereby making the
envelope non-constant even for the 8-PSK scheme.

The transistors in the power amplifier dissipate power while transitioning between the off and on-
states. The transistor power dissipation profile across the amplitude 𝐴 is more accurately described by
the transistors load line. This dissipation can be determined by the transistor power dissipation profile
[210]3:

𝑃𝐷(𝛾, 𝑎) = 𝐾𝑃𝐴 (𝛾(1 − 𝛾) −
𝑎2
2 ) [𝑊]; 0 ≤ 𝑎 ≤ 1 − 𝛾 (8.33)

with (normalized) bias point 𝛾 = 1
2 (

𝑉𝑘
𝑉𝑠
). The proportional constant 𝐾𝑃𝐴 is set by the specific load line

and supply voltage, and cancels out in the MAEE calculation because both the dissipated power in
eq. (8.33) and the RF output power of the amplifier 𝑃𝑡𝑥 are proportional to this constant. The knee
voltage to supply voltage ratio 𝑉𝑘/𝑉𝑠 is a transistor technology dependent property and can be found
in Table 1 of [210] for several transistor technologies. The power dissipation profile for a knee voltage
ratio of 𝑉𝑘/𝑉𝑠 = 0.12 is shown in red in the distributions of fig. 8.7.

The expected value of the power dissipation is the integral across the product of the modulated
signal envelope PDF and the power dissipation profile (after normalizing to 𝑎𝑚𝑎𝑥 = 1):

𝐸 [𝑃𝐷] = ∫
1

0
𝑃𝐸𝑛𝑣(𝑢) ⋅ 𝑃𝐷(𝛾, 𝑢) 𝑑𝑢 [𝑊]. (8.34)

The MAEE metric is defined as the efficiency ratio:

𝜂𝑀𝐴𝐸𝐸(𝑉𝑘 , 𝑃𝐸𝑛𝑣) =
𝑃𝑇𝑥

𝑃𝑇𝑥 + 𝐸 [𝑃𝐷]
[.] (8.35)

3For a derivation of this equation see appendix A
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Figure 8.7: Complex samples (left) and voltage envelope pdf (right) of two RRC filtered waveforms in the DVB-S2 protocol

with 𝑉𝑘 the transistor technology dependent knee voltage (𝑉𝑘/𝑉𝑠 = 0.0 in the theoretical case and
𝑉𝑘/𝑉𝑠 = 0.12 for a practical case, see [211] for values for different transistor technologies.) and 𝑃𝑡𝑥 the
output power of the PA in [W].

Figure 8.8 shows the MAEE metric values for the DVB-S2 modulations for four different knee-
voltages; a theoretical case, a more practical case and typical values for Gallium Arsenide (GaAs)
and Silicon (Si-CMOS) transistors. The MAEE power dissipation profile of eq. (8.33) assumes a class-
A amplifier type dissipation, that has a theoretical maximum efficiency of 50% when amplifying an
unmodulated wave with a zero knee-voltage. However, because of the non-constant envelope of the
modulated signals even the quadrature phase-shift keying (QPSK) modulation does not reach this ef-
ficiency, only reaching a maximum of 38% efficiency. This efficiency reduces to below 20% when
considering typical knee-voltage values of transistor technologies.

From fig. 8.8 it can be seen that, in general, an increase in spectral efficiency reduces the power
efficiency. For the DVB-S2 modulations, this reduction is minimal (up to a few percent) as the radii
of the symbols in the higher order schemes are optimized to compensate for this fact (see [102, p.
28-30]).

The MAEE metric is used to improve the energy consumption objective function of section 8.4 o al-
low for a more accurate trade-off between spectral efficiency and power efficiency. Rewriting eq. (8.35)
into a form where the (direct current) power dissipation for a given output power and modulation can
be found:

𝑃𝐷𝐶 = 𝑃𝑡𝑥 + 𝐸 [𝑃𝐷] = 𝑃𝑡𝑥 ⋅
1

𝜂𝑀𝐴𝐸𝐸
[𝑊] (8.36)

where 𝑃𝐷𝐶 is the DC power dissipation of the PA in [W] and 𝑃𝑡𝑥 the PA output power in [W] that is
also used in eq. (8.16). For each modulation standard in the communication protocol the 𝜂𝑀𝐴𝐸𝐸 is be
calculated and used for a modulation dependent power energy model to be used in the multi-objective
optimization.
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Figure 8.8: MAEE values against spectral efficiencies of the DVB-S2 modulation schemes for several knee voltages from [211]

The throughput metric is changed to include the (tabulated) spectral performance of the MODCODs
in a standard, i.e. DVB-S2 or CSSDS. The MODCOD dependent throughput for a single pass can
therefore be calculated as followed:

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = ∫
𝑡𝑒

𝑡𝑏
𝑅𝑏(𝑡) 𝑑𝑡 [𝑏𝑖𝑡𝑠] (8.37)

where 𝑅𝑏(𝑡) = {
𝑅𝑠 ⋅ 𝜂(𝑚) if 𝑆𝑁𝑅(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚)
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.38)

The variable 𝑚 selects the MODCOD that is used, i.e. 0 to 27 for the MODCODs in the DVB-S2
standard. The MODCOD selection influences the spectral efficiency 𝜂(𝑚) and the required signal-to-
noise ratio 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚), both tabulated values in [87], [88], [102] for the DVB-S2 standard.

The energy model is changed to include a modulation and transistor technology dependent effi-
ciency for the power amplifier in the transmitter using the MAEE model. These efficiency values are
calculated beforehand (see hermes-optimization.dvbs2_analysis.ipynb). The new energy
consumption per pass with the MAEE efficiency depending on the MODCOD is calculated as followed:

𝐸𝑛𝑒𝑟𝑔𝑦 = ∫
𝑡𝑒

𝑡𝑏
(𝑅𝑏(𝑡) > 0) ⋅

10
𝑃𝑡𝑥−30
10

𝜂𝑀𝐴𝐸𝐸(𝑚)
𝑑𝑡 [𝐽] (8.39)

The MAEE efficiency is selected by the MODCOD variable 𝜂𝑀𝐴𝐸𝐸(𝑚). The inclusion of the 𝑅𝑏(𝑡) > 0
statement makes sure energy is only consumed when the link margin is positive. This allows solutions
in which only part of the pass is used for transmission. This also assumes that the transmission starts
and stops can be perfectly timed.

8.5.2. VCM optimization problem
The link budget problem of section 8.4 is now extended to include different selectable modula-

tion and coding schemes for each of the passes. There are multiple ways to include a modulation
and coding scheme selection into the optimization. The MODCOD per pass can be directly included
into the design vector, while the transmit power is derived for a positive margin. This however re-
sults into a slow-converging optimization problem for the maximum throughput solution. As there is
a (1/𝑁𝑀𝑂𝐷𝐶𝑂𝐷)

𝑁𝑝𝑎𝑠𝑠𝑒𝑠 probability (assuming only random sampling) for choosing the optimum design
vector, having the highest MODCOD for each pass. Alternatively, a transmit power per pass can be in-
cluded in the design vector, while choosing the maximum MODCOD for the resulting margin. This has
the advantage that initially too-high transmit powers can be selected, thereby using the highest MOD-
CODs and finding the highest throughput option quickly. Then following generations can converge to
a lower energy solution by reducing the power setting each generation.

The new design vector therefore contains a power selection for each pass (𝑃𝑡𝑥,𝑖 in eq. (8.40)). The
design-vector keeps a variable for each pass to be use for a faster convergence for selecting which
contact opportunity to use. The MODCOD is derived based on the highest MODCOD that results in
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the lowest signal-to-noise ratio margin (eq. (8.47)). There is no additional margin taken on the link.
The energy objective function (eq. (8.42)) is changed to include the modulation and coding dependent
MAEE efficiency. And similarly, the spectral efficiency is made dependent on the selected modulation
and coding (eq. (8.48)).
The new optimization problem and equations are shown below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁, 𝑃𝑡𝑥,1, 𝑃𝑡𝑥,2, ..., 𝑃𝑡𝑥,𝑁]𝑇 (8.40)

Objective functions 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =max
𝑥𝑥𝑥

𝑁𝑝𝑎𝑠𝑠

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑅𝑏,𝑖(𝑡) 𝑑𝑡 (8.41)

𝑓𝑒𝑛𝑒𝑟𝑔𝑦 =min
𝑥𝑥𝑥

𝑁𝑝𝑎𝑠𝑠

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝑅𝑏,𝑖(𝑡) > 0) ⋅

10
𝑃𝑡𝑥,𝑖−30

10

𝜂𝑀𝐴𝐸𝐸(𝑚𝑖)
𝑑𝑡 (8.42)

Constraints 𝑡𝑒,𝑖 − 𝑡𝑏,𝑗 ≥ 0 𝑗 > 𝑖 (8.43)
Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁} (8.44)

𝑃𝑡𝑥,𝑖 ∈ ℝ ∶ 𝑃𝑡𝑥,𝑚𝑖𝑛 ≤ 𝑃𝑡𝑥 ≤ 𝑃𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑚] (8.45)
Equations 𝑆𝑁𝑅(𝑡) = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑(𝑡) − 20 log10 𝑓 (8.46)

+ 𝐺/𝑇 − 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵]
𝑚𝑖 = highest MODCOD within 𝑆𝑁𝑅𝑖(𝑡)
𝑅𝑠 = 𝐵/(1 + 𝛼) [𝑠𝑦𝑚𝑠/𝑠] (8.47)

𝑅𝑏,𝑖(𝑡) = {
𝑅𝑠 ⋅ 𝜂(𝑚𝑖) if 𝑆𝑁𝑅𝑖(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚𝑖)
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.48)

8.5.3. Example evaluation
An example optimization problem is run to test the VCM and energy model. Table 8.4 shows the

(constant) parameters that are used in this optimization. For this example, the DVB-S2 MODCODs are
used with a constant bandwidth of 20.0 MHz and roll-off factor of 0.35. The same contact opportunities
that were used in the contact optimization example of section 8.3 are used in this example. To limit the
design space, a minimum throughput of 50 Gbit is required as a design constraint.

Table 8.4: Parameters for the example VCM optimization

Symbol Value(s) Unit

Spectral

Carrier frequency 𝑓𝑐 20.0 GHz
Bandwidth 𝐵 20.0 MHz

Waveform

VCM protocol DVB-S2 (see [87], [88], [102])
Roll-off factor 𝛼 0.35

Communication system

PA knee-voltage ratio 𝑉𝑘/𝑉𝑠 0.12
Transmit power (per pass) 𝑃𝑡𝑥,𝑚𝑖𝑛 10 dBm

𝑃𝑡𝑥,𝑚𝑎𝑥 60 dBm
Antenna gain 𝐺𝑡𝑥 20 dBi

Receiving satellite system

Constellation Example constellation
Antenna gain-to-temperature ratio 𝐺/𝑇 13.2 dBK

QoS requirements

Minimum throughput 50 Gbit
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Results
Figure 8.9 shows the Pareto-set of optimal solutions for the VCM optimization problem using the

NSGA-II algorithm. The throughput and energy are now dependent on two variables; pass selection
and power selection per pass. Therefore the problem is no longer linear as was seen in fig. 8.5b.
Instead now the converged Pareto-front of optimal solutions shows a gradual curve.

Comparing with the previous results in fig. 8.5b the higher spectral efficiency of the higher order
modulation and coding schemes allow for an increase in throughput, now up to 131 Gbit over all the
contact opportunities. At the previous maximum throughput of 72 Gbit, the energy consumption is
increased by three times from 2 kJ to 6 kJ. This increase corresponds to an decrease by the MAEE
efficiency 30% in fig. 8.8.
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Figure 8.9: Pareto-set of optimal solutions for the example multi-objective VCM problem

8.6. Bandwidth model
In this section, the optimization framework is extended with a model for the transmission bandwidth.

Section 8.4 showed that the symbol rate is related to the transmission bandwidth of the link by the roll-
off factor. A higher transmission bandwidth would therefore directly result into a higher throughput. As
shown in chapter 4, the NGSO constellations provide user uplink bandwidths up to 500 MHz. The state-
of-the art Dove satellites are capable of transmitting at bandwidths up to 300 MHz using aggregation
[2] of up to three sub-carriers with 100 MHz baseband-bandwidth.

Several considerations come into play when considering high bandwidth carrier-aggregated links,
such as reduced sub-channel bandwidth and reduced energy efficiency. The following sub-sections will
discuss themathematical formulation of the bandwidth model and accompanied bandwidth optimization
problem and results for an example problem.

8.6.1. Mathematical formulation
The use of carrier-aggregation is required to keep the baseband bandwidth and baseband process-

ing manageable while still fully utilizing wide transmission bandwidths. Higher baseband bandwidths
requires a higher processing speed (clock speed) of the baseband processor. The state-of-the-art Dove
and Corvus satellites havemodulators capable of reaching base-band bandwidths of around 96MHz [2]
[1]. The Dove satellite is capable of aggregating three sub-carriers for each polarization in 300 MHz.
These state-of-the-art performance figures are used to formulate the bandwidth/carrier-aggregation
model for the optimization framework.

In the bandwidth model it is assumed that for bandwidths lower than 100 MHz there are no sub-
carriers and the spectrum is fully utilized by themodulator, resulting in a symbol rate of 𝑅𝑠 = 100𝑀𝐻𝑧/(1+
𝛼) as per eq. (8.17). Two higher bandwidths are assumed, 200 MHz and 300 MHz, to stay within the
lowest maximum uplink bandwidth of the NGSO constellations of chapter 4. For 200 MHz and 300
MHz, the number of sub-carriers are two and three respectively. Figure 8.10 shows how the spectra
at these bandwidths might look like. As shown by the Dove and Corvus satellites, the effective sub-
channel bandwidth is slightly less than the overall bandwidth divided by the number sub-carriers (i.e.
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96 MHz instead of 100 MHz). This is likely to avoid symbol interference between the channels as the
pulse shape filtering does not provide a perfect brick wall filtering for each of the channels. Therefore,
additional bandwidth spacing in between the channels is required. This is illustrated in fig. 8.10, here
the individual channels have a roll-off factor of 𝛼 = 0.35 and symbol rates of 𝑅𝑠 = 96𝑀𝐻𝑧/(1 + 0.35).
The overall data rate is therefore reduced by a factor of (𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙)/𝐵:

𝑅𝑏 =
𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙

𝐵 ⋅ 𝜂 ⋅ 𝐵
1 + 𝛼

= 𝜂 ⋅ 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙1 + 𝛼 [𝑏𝑖𝑡/𝑠].
(8.49)

where 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 is the number of carriers, 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 is the channel bandwidth for each sub-carrier in Hz,
𝜂 the spectral efficiency of the modulation scheme used in the channel in bits/Hz, and 𝛼 the roll-off fac-
tor. For this optimization, the multi-carrier situation assumes a channel bandwidth equal to that of the
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(a) Spectrum of two sub-carriers in a 200 MHz bandwidth
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(b) Spectrum of three sub-carriers in a 300 MHz bandwidth

Figure 8.10: In carrier aggregation, multiple sub-carriers are used with different modulation streams to fill a wider bandwidth.

state-of-the-art 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 96 𝑀𝐻𝑧, with a fixed roll-off factor of 𝛼 = 0.35, using the same modulation
and coding. For 200 MHz there are two sub-carriers, at 𝑓𝑐 - 50 MHz and 𝑓𝑐 + 50 MHz, and for 300 MHz
there are three sub-carriers at 𝑓𝑐 - 100 MHz, 𝑓𝑐 and 𝑓𝑐 + 100 MHz, as shown in fig. 8.10, where 𝑓𝑐 is the
carrier frequency of the RF signal.

In addition to a reduction in channel bandwidth, a multi-carrier situation also reduces the energy
efficiency of the waveform. As can be seen in fig. 8.11a, the voltage envelope PDF of a three sub-
carrier 32-APSK signal has a higher distribution closer to 𝑢 = 0 where the dissipation of the transistor
(red line) is the highest.

This negatively impacts the efficiency following from the MAEE definition in [210]. Figure 8.11b
shows the reduction in efficiency for the modulation schemes in the DVB-S2 standard when using two
carriers in 200 MHz or three carriers in 300 MHz.

For the bandwidth, the model number of carriers is assumed to be one below 100 MHz, two for 200
MHz and three for 300 MHz. The resulting symbol rate calculation is as follows:

𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = {
1 if 𝐵 ≤ 100 𝑀𝐻𝑧
2 if 100 𝑀𝐻𝑧 ≤ 𝐵 ≤ 200 𝑀𝐻𝑧
3 if 200 𝑀𝐻𝑧 ≤ 𝐵 ≤ 300 𝑀𝐻𝑧

[.] (8.50)

𝑅𝑠 = {
𝐵/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 1
(𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙)/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 2, 3

[𝑠𝑦𝑚𝑠/𝑠] (8.51)

The channel bandwidth 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 in-case of carrier-aggregation is assumed to be equal to that of the
current state-of-the-art at 96 MHz.
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(a) Voltage envelope pdf of three sub-carrier 32-APSK signal in
300 MHz bandwidth
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(b) The energy efficiency of high bandwidth waveforms decreases
with addition sub-carriers.

Figure 8.11: A multi-carrier modulation, i.e. two sub-carriers for 200 MHz and three for 300 MHz, negatively impacts the efficiency
of the power amplifier.

8.6.2. Bandwidth optimization problem
The VCM optimization problem of section 8.5 is now extended to include a selectable bandwidth to

be used for all passes. The new design vector now contains a bandwidth selection 𝐵 (eq. (8.52)) that
is selected from a list of bandwidths (eq. (8.58)). The bitrate for each pass is made dependent on the
number of carriers in the bandwidth and the maximum channel bandwidth 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 (eq. (8.62)). The
energy objective function also includes the MAEE efficiencies for each modulation scheme and number
of carriers (eq. (8.54)). The new design problem and equations are shown below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁, 𝑃𝑡𝑥,1, 𝑃𝑡𝑥,2, ..., 𝑃𝑡𝑥,𝑁, 𝐵]𝑇 (8.52)

Objective functions 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =max
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑅𝑏,𝑖(𝑡) 𝑑𝑡 (8.53)

𝑓𝑒𝑛𝑒𝑟𝑔𝑦 =min
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝑅𝑏,𝑖(𝑡) > 0) ⋅

10
𝑃𝑡𝑥,𝑖−30

10

𝜂𝑀𝐴𝐸𝐸(𝑚𝑖, 𝐵)
𝑑𝑡 (8.54)

Constraints 𝑡𝑒,𝑖 − 𝑡𝑏,𝑗 ≥ 0 𝑗 > 𝑖 (8.55)
Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁} (8.56)

𝑃𝑡𝑥,𝑖 ∈ ℝ ∶ 𝑃𝑡𝑥,𝑚𝑖𝑛 ≤ 𝑃𝑡𝑥 ≤ 𝑃𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑚] (8.57)
𝐵 ∈ {𝐵1, 𝐵2, ...} [𝐻𝑧] (8.58)

Equations 𝑆𝑁𝑅(𝑡) = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑(𝑡) − 20 log10 𝑓
+ 𝐺/𝑇 − 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵] (8.59)

𝑚𝑖 = maximum MODCOD within 𝑆𝑁𝑅𝑖(𝑡) (8.60)

𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = {
1 if 𝐵 ≤ 100 𝑀𝐻𝑧
2 if 100 𝑀𝐻𝑧 ≤ 𝐵 ≤ 200 𝑀𝐻𝑧
3 if 200 𝑀𝐻𝑧 ≤ 𝐵 ≤ 300 𝑀𝐻𝑧

(8.61)

𝑅𝑠 = {
𝐵/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 1
(𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙)/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 2, 3

[𝑠𝑦𝑚𝑠/𝑠] (8.62)

𝑅𝑏,𝑖(𝑡) = {
𝑅𝑠 ⋅ 𝜂(𝑚𝑖) if 𝑆𝑁𝑅𝑖(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚𝑖) + 3
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.63)

8.6.3. Example evaluation
An example optimization problem is run to test the addition of the bandwidth variable to the opti-

mization problem. Table 8.5 shows the (constant) parameters that are used in this optimization. The
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bandwidth can be set from 100 kHz to 300 MHz, with a maximum channel bandwidth of 96 MHz in case
of the 200 MHz and 300 MHz with sub-carriers.

Table 8.5: Parameters for the example bandwidth optimization problem

Symbol Value(s) Unit

Spectral

Carrier frequency 𝑓𝑐 20.0 GHz
Bandwidth settings 𝐵 [0.1, 0.5, 1, 5, 10, 50, 100, 200, 300] MHz

Waveform

VCM protocol DVB-S2 (see [87], [88], [102])
Roll-off factor 𝛼 0.35

Communication system

PA knee-voltage ratio 𝑉𝑘/𝑉𝑠 0.12
Transmit power (per pass) 𝑃𝑡𝑥,𝑚𝑖𝑛 10 dBm

𝑃𝑡𝑥,𝑚𝑎𝑥 43 dBm
Antenna gain 𝐺𝑡𝑥 20 dBi
Maximum channel bandwidth 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 96 MHz

Receiving satellite system

Constellation Example constellation
Antenna gain-to-temperature ratio 𝐺/𝑇 13.2 dBK

Results
Figure 8.12 shows the Pareto-set of optimal solutions for the bandwidth optimization problem. The

increase in maximum bandwidth now allows up to 1200 Gbit (or 150 GByte) to be transferred during
the 20 contact opportunities with the example constellation. Achieving such high rates comes at cost
of increased energy consumption. The bandwidth increase reduces the SNR and therefore require a
higher transmission power, but also the reduced efficiency of the multi-carrier modulation increases the
overall power consumption.

The used energy of the solutions at the lower end of the Pareto-front is reduces in comparison to
the previous result in section 8.5. The previous best of 131 Gbit at 35 kJ is now obtained for less than 5
kJ. In this optimization the lower throughputs are achieved by using only a few passes, with the highest
bandwidth/symbol-rate and using the transmit power/MODCOD to fine tune the energy consumption.
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Figure 8.12: Pareto optimal set of solutions for the bandwidth optimization problem

In its current form, the bandwidth model strongly favours the maximum bandwidth settings, with
the only negative feedback coming from a slight decrease in power efficiency for carrier aggregated
operation. When the throughput is to be maximized, it is more effective to increase the bandwidth
than to increase the signal-to-noise ratio and use a higher order modulation scheme. This relation is
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captured in the Shannon-Hartley theorem [27][p. 19]:

𝐶 = 𝐵 log2 (1 +
𝑆
𝑁) (8.64)

where 𝐶 is maximum theoretical upper bound for the channel capacity in bits per second, 𝐵 the band-
width in hertz, and 𝑆/𝑁 the linear signal-to-noise ratio. From eq. (8.64) it can be seen that the channel
capacity linearly increases with the bandwidth. While the signal-to-noise ratio has a logarithmic relation
with the channel capacity. In section 8.9.1 the energy model is refined by relating higher bitrate with
a higher modulator power consumption further increasing the feedback to minimize bandwidth in the
optimization.

8.7. Visibility and pointing model
The next parameter that is added to the optimization framework is the antenna gain, 𝐺𝑡𝑥 in eq. (8.15).

Apart from influencing the link budget, the antenna gain also influences the field-of-view of the small
satellite. As shown in fig. 8.13 an antenna with a large gain (red, ≈ 15 𝑑𝐵𝑖) will have a small field-of-
view of ≈ ±20∘, and therefore might not see all passes. Whereas an antenna with a small gain (green,
≈ 7.5 𝑑𝐵𝑖) will have a larger field-of-view of ≈ ±45∘ and can see most of the passes, however now a
higher transmitter power is required to close the link budget.
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Figure 8.13: A limited field-of-view for two antennas (red, ≈ 15 𝑑𝐵𝑖) and (green, ≈ 7 𝑑𝐵𝑖) reduces the amount of passes that
can be observed without antenna/body-pointing.

The visibility model captures this trade-off between antenna gain and visibility, and adds the an-
tenna gain as a design variable in the optimization. The pointing model adds to the visibility model
by considering how far the antenna needs to be steered in order to be able to observer the selected
contact opportunities. A higher gain antenna with a narrower beam-width needs to be pointed towards
the data-relay satellite. This pointing comes at a cost by either using an antenna steering mechanism
as discussed in section 3.2.3, or by body-pointing satellite. In the latter case this reduces the time for
which the satellite can point its payload to the required target and therefore possibly reducing mission
return. In this work no particular pointing/steering techniques are considered, instead a pointing penalty
is introduced as a third design objective that captures the need for antenna pointing to obtain the so-
lution with the selected antenna. The following sub-sections will discuss the mathematical formulation
of the visibility and pointing models, accompanied optimization problem and results for an example
problem.

8.7.1. Mathematical formulation
For directive antennas a the half-power beam-width may be used to determine the field-of-view.

The half-power beamwidth is the angle between the half-power points where the power of the antenna
pattern is half (-3 dB) that of the maximum power of the front-lobe as illustrated in fig. 8.14a. Outside
the half-power beamwidth the gain of the antenna reduces significantly.

The relation between the maximum gain of the antenna 𝐺𝑡𝑥 and the half-power beamwidth depends
on the particular type and design of the antenna. However, several approximate relationships exist
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(a) Example of the antenna gain pattern of a directive antenna in
the elevation plane.
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(b) Approximations for the relation ship between antenna-gain and
half-power beamwidth

Figure 8.14: For directive antennas the maximum antenna gain is related to the half-power beamwidth.

for directive antennas such as the Kraus formula [212, p. 25] or the formula by Tai-Pereira [213].
Figure 8.14b shows these two approximations. According to Balanis, the Kraus formula leads to a
smaller error for a half-power beamwidth greater than 39.77° [189, p. 49] for symmetrically rotational
directive antennas having cos𝑛 𝜃 patterns. In this work the Kraus formula is uses as wider beam-widths
are needed to capture low elevation passes, i.e. as in fig. 8.13. The directivity and beam-width relation
by Kraus’ formula is given by [212, p. 25]:

𝐷0,𝑑𝐵 = 10 log10 (
4𝜋
𝜃1𝜃2

) [𝑑𝐵] (8.65)

where 𝐷0 is the directivity, and 𝜃1 and 𝜃2 in [𝑟𝑎𝑑], the half-power beam-widths in two orthogonal planes
(i.e. elevation and azimuth). For the rotationally symmetric antenna patterns that are assumed in this
work these half-power beamwidths are equal, 𝜃1 = 𝜃2. The antenna directivity and antenna gain is
related by the antenna efficiency 𝑒 by 𝐺(𝜃, 𝜙) = 𝑒 ⋅ 𝐷(𝜃, 𝜙) [189, p. 77]. In this work ideal lossless
antennas are assumed and therefore 𝐺𝑡𝑥 = 𝐷0.

For a given bore-sight antenna gain, the half-power beamwidth can be estimated by the inverse of
the Krauss formula of eq. (8.65), assuming the antenna is rotationally symmetric:

𝜃𝐻𝑃𝐵𝑊 = √
4𝜋

10𝐺𝑡𝑥,0/10 [𝑟𝑎𝑑] (8.66)

where 𝐺𝑡𝑥,0 is the antenna bore-sight gain in [dB]. In this work it is assumed that the antenna gain is
equal to the boresight gain inside the half-power beamwidth and zero outside the half-power beamwidth:

𝐺𝑡𝑥(𝜃) = {
𝐺𝑡𝑥,0 if 𝜃 ≤ 𝜃𝐻𝑃𝐵𝑊/2
0 otherwise

[𝑑𝐵𝑖]. (8.67)

In reality the gain will reduce gradually when moving away from the bore-sight direction towards the
half-power beamwidth in a cos𝑛(𝜃) relation. However, since a 3 dB (half-power) margin is taken in the
link budget the link would still close at the half-power points making this a reasonable assumption for
the antenna gain pattern.

The antenna must be pointed towards the data-relay satellite if the pass of a contact opportunity lies
outside the half-power beam-width. An antenna with a higher gain has a lower half-power beamwidth
and therefore needs to be pointed across a greater angle for a longer duration. The time spent pointing
therefore depends on the half-power beamwidth as followed:

𝑃𝑜𝑖𝑛𝑡𝑖𝑛𝑔 = ∫
𝑡𝑒

𝑡𝑏
(𝜃(𝑡) − 𝜃𝐻𝑃𝐵𝑊/2 > 0) 𝑑𝑡 [𝑠] (8.68)
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where 𝑡𝑏 and 𝑡𝑒 are the beginning and end time-of-flight in [s] of the pass and 𝜃(𝑡) the elevation angle
to the date-relay satellite in [deg] as function of the time-of-flight.

8.7.2. Antenna gain optimization problem
The link budget optimization problem of section 8.4 is now extended to include the antenna gain as

a variable in the design vector (eq. (8.69)) taking real values between a minimum and maximum value
eq. (8.78). The antenna gain is assumed to be zero outside of the half-power beam-width (eq. (8.80)).
A 3 dBmargin is taken to account for the antenna gain reducing for elevation angles towards half-power
beamwidth (eq. (8.85)).

For the pointing penalty, a third optimization objective is added (eq. (8.72)) that integrates the total
time spend pointing the antenna in order to observe the passes of the selected contact opportunities.
Two constraints are added (eq. (8.74) and eq. (8.75)) to limit the elevation and azimuth rates of the
pointing, i.e. to the maximum pointing rate of the attitude control system. It is assumed that the pointing
accuracy is not limiting and is accounted for in the 3 dBmargin. The new design problem and equations
are shown below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁, 𝑃𝑡𝑥,1, 𝑃𝑡𝑥,2, ..., 𝑃𝑡𝑥,𝑁, 𝐵, 𝐺𝑇,0]𝑇 (8.69)

Objective functions 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =max
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑅𝑏,𝑖(𝑡) 𝑑𝑡 [𝑏𝑖𝑡𝑠] (8.70)

𝑓𝑒𝑛𝑒𝑟𝑔𝑦 =min
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝑅𝑏,𝑖(𝑡) > 0) ⋅

10
𝑃𝑡𝑥,𝑖−30

10

𝜂𝑀𝐴𝐸𝐸(𝑚𝑖, 𝐵)
𝑑𝑡 [𝐽] (8.71)

𝑓𝑝𝑜𝑖𝑛𝑡𝑖𝑛𝑔 =min
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝜃𝑖(𝑡) − 𝜃𝐻𝑃𝐵𝑊/2 > 0) 𝑑𝑡 [𝑠] (8.72)

Constraints 𝑡𝑒,𝑖 − 𝑡𝑏,𝑗 ≥ 0 𝑗 > 𝑖 (8.73)
�̇�(𝑡) ≤ �̇�𝑚𝑎𝑥 (8.74)
�̇�(𝑡) ≤ �̇�𝑚𝑎𝑥 (8.75)

Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁} (8.76)
𝑃𝑡𝑥 ∈ ℝ ∶ 𝑃𝑡𝑥,𝑚𝑖𝑛 ≤ 𝑃𝑡𝑥 ≤ 𝑃𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑚] (8.77)
𝐺𝑡𝑥,0 ∈ ℝ ∶ 𝐺𝑡𝑥,𝑚𝑖𝑛 ≤ 𝐺𝑡𝑥,0 ≤ 𝐺𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑖] (8.78)

Equations 𝜃𝐻𝑃𝐵𝑊 = √ 4𝜋
10𝐺𝑡𝑥,0/10 [𝑟𝑎𝑑] (8.79)

𝐺𝑡𝑥(𝜃) = {
𝐺𝑡𝑥,0 if 𝜃 ≤ 𝜃𝐻𝑃𝐵𝑊/2
0 otherwise

[𝑑𝐵𝑖] (8.80)

𝑆𝑁𝑅(𝑡) = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑(𝑡) − 20 log10 𝑓 (8.81)
+ 𝐺/𝑇 − 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵]

𝑚𝑖 = maximum MODCOD within 𝑆𝑁𝑅𝑖(𝑡) (8.82)

𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = {
1 if 𝐵 ≤ 100 𝑀𝐻𝑧
2 if 100 𝑀𝐻𝑧 ≤ 𝐵 ≤ 200 𝑀𝐻𝑧
3 if 200 𝑀𝐻𝑧 ≤ 𝐵 ≤ 300 𝑀𝐻𝑧

(8.83)

𝑅𝑠 = {
𝐵/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 1
(𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙)/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 2, 3

[𝑠𝑦𝑚𝑠/𝑠] (8.84)

𝑅𝑏,𝑖(𝑡) = {
𝑅𝑠 ⋅ 𝜂(𝑚𝑖, 𝐵) if 𝑆𝑁𝑅𝑖(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚𝑖) + 3
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.85)

8.7.3. Example evaluation
The antenna optimization problem is ran with the parameters shown in table 8.6. The bore-sight

antenna gain can take values between 3 dBi and 30 dBi, corresponding to a half-power beamwidth be-
tween 145° and 5° respectively according to eq. (8.65). The transmit power, bandwidth and modulation
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settings remain identical to the example in section 8.6.2.
Table 8.6: Parameters for the example antenna optimization problem

Symbol Value(s) Unit

Spectral

Carrier frequency 𝑓𝑐 20.0 GHz
Bandwidth settings 𝐵 [0.1, 0.5, 1, 5, 10, 50, 100, 200, 300] MHz

Waveform

VCM protocol DVB-S2 (see [87], [88], [102])
Roll-off factor 𝛼 0.35

Communication system

PA knee-voltage ratio 𝑉𝑘/𝑉𝑠 0.12
Transmit power (per pass) 𝑃𝑡𝑥,𝑚𝑖𝑛 10 dBm

𝑃𝑡𝑥,𝑚𝑎𝑥 43 dBm
Antenna bore sight gain 𝐺𝑡𝑥0,𝑚𝑖𝑛 3 dBi

𝐺𝑡𝑥0,𝑚𝑎𝑥 30 dBi
Maximum channel bandwidth 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 96 MHz

Receiving satellite system

Constellation Example constellation
Antenna gain-to-temperature ratio 𝐺/𝑇 13.2 dBK

Results and algorithm comparison
Three algorithms are evaluated for solving the optimization problem, the NSGA-II algorithm [208],

used in the previous problems, and two extensions to this algorithm the NSGA-III algorithm [214], [215]
and the R-NSGA-II algorithm [216]. The three algorithms are ran with the same maximum iterations
(5000) and population (400) for the example problem and their results are compared.

The R-NSGA-II algorithm adds reference points that are used in the selection step of the genetic
algorithm to select solutions closest to these points [216]. This way the algorithm can split the Pareto
front and create a tighter set of solutions that converges to the reference points. An example pair of
(normalized) reference points is shown in Figure 8.15a, the green reference point converges to the
maximum throughput for zero-energy solution, while the red reference point converges to the zero-
pointing solution. If fully converged, this would lead to the same result as running the optimization with
only two of the objectives. The NSGA-III algorithm adds reference directions that in the selection step
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(a) Example of reference points in the R-NSGA-II algorithm
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(b) Reference directions used in the NSGA-III algorithm

Figure 8.15: The R-NSGA-II and NSGA-III algorithms extend on the NSGA-II algorithm by adding reference points, and reference
directions respectively

of the genetic algorithm selects solutions that have the smallest distance to the reference plane [214],
[215]. This way the algorithm converges to non-dominating solutions, solutions that are ’in-between’
the extremes in maximum throughput, minimum energy or minimum pointing. Figure 8.15b shows the
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reference directions created by the Das-Dennis method [217]. The solutions on Pareto front using
NSGA-III will naturally converge to these points if possible.

Figure 8.16a shows the solutions in Pareto optimal set in three dimensions found by using the
NSGA-II algorithm. The figures in fig. 8.16b show the same solutions in two-dimensions. The solution
set shows two fronts, a main diagonal where throughput is increasing for more energy used and more
pointing. The second front can be seen at the bottom of the first and third graph of fig. 8.16b. This
front includes the solutions that primarily minimize pointing, i.e. solutions that have a low antenna
gain with a wide visibility, and use more energy to close the link. Three solutions are highlighted in
the graphs of fig. 8.16, in red the maximum throughput solution, in green the maximum throughput on
the minimum pointing front and in blue the solution that lies in the middle of the solution space. The
NSGA-II algorithm has no particular selection of the solutions on the Pareto optimal front and therefore
is not giving a good sampling of the whole solution space.
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Figure 8.16: Visibility optimization using the NSGA-II algorithm

Figure 8.17 shows the same graphs, now using the NSGA-III algorithm that uses the reference di-
rections to obtain a better sampling of the design space. The graphs in fig. 8.17b show that the objective
space is more spread out, where-as with the NSGA-II algorithm, the solutions were primarily confined
on the main diagonal. By using the reference directions for selection, NSGA-III algorithm therefore
gives a better sampling of the whole Pareto front. This however comes at the cost of not finding the
extremes, for example the maximum throughput solution (red) found by the NSGA-III algorithm only
achieves a throughput of 1623 Gbit, whereas the NSGA-II algorithm found this extreme at 1797 Gbit.
The NSGA-III algorithm gives a better sampling at the cost of not fully exploring towards the extremes.

For the R-NSGA-II algorithm, the reference points are chosen to explore the extremes towards the
red and green solutions, at (1800 GBit, 45 kJ, 2000s) and (250 GBit, 60 kJ, 100 s) respectively, slightly
beyond the extremes found using the NSGA-II algorithm. As can seen in fig. 8.18 this gives a selective
sampling around these reference points points. The maximum throughput is now found at 1877 GBit,
beyond what was found using the NSGA-II algorithm for less energy. Similarly, the green minimum
pointing solution is now found to can reach a throughput of 151 GBit, 50% higher than what was found
with the other two algorithms. The R-NSGA-II algorithm is therefore particularly useful to explore a
particular location in the objective space, or to explore all solutions close to a desired solution.
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Figure 8.17: Visibility optimization using the NSGA-III algorithm

In general, the NSGA-III and R-NSGA-II can be used in different scenarios. The NSGA-III algorithm
is particularly useful when the shape of the Pareto front(s) is unknown and evenly sampling the objective
space.This gives a quick insight into, for example, how a low-antenna gain solution would trade-off
against throughput and energy consumption. The R-NSGA-II algorithm is useful when the objective
space is to be explored, i.e. when a particular set of requirements is to be met for the communication
system.
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Figure 8.18: Visibility optimization using the R-NSGA-II algorithm (𝜖 = 0.001)
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8.8. Latency model
In this section, a fourth objective is added to the optimization framework that is used to score the

solutions on the maximum latency for data generated on-board the satellite. As explained in chapter 5,
the latency is defined as the time from data generation by the payloads on-board the satellite until the
data is delivered to a internet connected ground station. The main contributor to this latency is the time
the satellite is waiting in a gap between two contact opportunities. This can be in the order of minutes,
while the latency introduced by the NGSO (mega-)constellations will be in the order of milliseconds.

The following sub-sections will discuss the mathematical formulation of the latency model, accom-
panied optimization problem and results for an example problem.

8.8.1. Mathematical formulation
A gap between the end of a contact opportunity and the beginning of the following contact oppor-

tunity causes a delay in the delivery of data that is acquired on the satellite during this period of no
communication. The actual start of a contact opportunity depends on the moment when the link margin
becomes positive, and the actual end depends on when the link margin drops below zero. These actual
begin and end times are denoted as 𝑡′𝑏 and 𝑡′𝑒. A gap between pass 𝑖 and following pass 𝑗 therefore
causes a maximum latency for data delivery of:

𝐿𝑎𝑡𝑒𝑛𝑐𝑦 =max 𝑡′𝑏,𝑗 − 𝑡′𝑒,𝑖 [𝑠] for all 𝑖, 𝑗 = 𝑖 + 1. (8.86)

This metric accounts the maximum latency that can occur across the gap. For example, given two
passes with 𝑡′𝑒,𝑖 = 120𝑠 and 𝑡′𝑏,𝑗 = 212𝑠, data that is ready for transmission at the end of the first pass
would have a latency of 92 seconds while the satellite waits for the following contact opportunity. Data
that is ready for transmission during a pass has no additional latency.

A maximum latency metric is used in the optimization because it guarantees a quality-of-service,
i.e. all data will be transmitted within the maximum latency. In section 8.10.4 an average latency is
defined taking into account the average latency data experiences throughout the simulated orbit. This
average latency can be substituted as a design objective for the maximum latency if desired.

In general, the latency models assume that there is no data accumulating in the on-board storage
waiting for transmission and, therefore, also assumes that whatever data is ready for transmission can
be fully transmitted in the next pass. This means that, for example, the IoT/M2M packets that are
collected during a gap are of small enough size that all can be transmitted in the next pass. Future re-
search could extend on this model by adding a demand/data-generation model that relates for example
the data that is generated on-board the satellite is dependent on the location of the satellite such as is
done in [218] and [3]. For example, more data IoT/M2M is generated over populated areas or less EO
data is collected over uninteresting areas such as the oceans and polar regions.

8.8.2. Latency optimization
The latency metric of eq. (8.86) is used as a fourth objective in the design optimization (eq. (8.89))

and only the passes that are selected are considered in the latency. The new design problem and
equations are shown below:

Design vector 𝑥𝑥𝑥 = [𝑥1, 𝑥2, ..., 𝑥𝑁, 𝑃𝑡𝑥,1, 𝑃𝑡𝑥,2, ..., 𝑃𝑡𝑥,𝑁, 𝐵, 𝐺𝑇,0]𝑇 (8.87)

Objective functions 𝑓𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =max
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
𝑅𝑏,𝑖(𝑡) 𝑑𝑡 [𝑏𝑖𝑡𝑠] (8.88)

𝑓𝑙𝑎𝑡𝑒𝑛𝑐𝑦 =min
𝑥𝑥𝑥

max
𝑖

𝑥𝑖 ⋅ (𝑡′𝑏,𝑗 − 𝑡′𝑒,𝑖) 𝑗 = 𝑖 + 1 [𝑠] (8.89)

𝑓𝑒𝑛𝑒𝑟𝑔𝑦 =min
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝑅𝑏,𝑖(𝑡) > 0) ⋅

10
𝑃𝑡𝑥,𝑖−30

10

𝜂𝑀𝐴𝐸𝐸(𝑚𝑖, 𝐵)
𝑑𝑡 [𝐽] (8.90)

𝑓𝑝𝑜𝑖𝑛𝑡𝑖𝑛𝑔 =min
𝑥𝑥𝑥

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡𝑒,𝑖

𝑡𝑏,𝑖
(𝜃𝑖(𝑡) − 𝜃𝐻𝑃𝐵𝑊/2 > 0) 𝑑𝑡 [𝑠] (8.91)

Constraints 𝑡𝑒,𝑖 − 𝑡𝑏,𝑗 ≥ 0 𝑗 > 𝑖 (8.92)
�̇�(𝑡) ≤ �̇�𝑚𝑎𝑥 (8.93)
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�̇�(𝑡) ≤ �̇�𝑚𝑎𝑥 (8.94)
Bounds 𝑥𝑖 ∈ {0, 1} 𝑖 ∈ {1, ..., 𝑁} (8.95)

𝑃𝑡𝑥 ∈ ℝ ∶ 𝑃𝑡𝑥,𝑚𝑖𝑛 ≤ 𝑃𝑡𝑥 ≤ 𝑃𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑚] (8.96)
𝐺𝑡𝑥,0 ∈ ℝ ∶ 𝐺𝑡𝑥,𝑚𝑖𝑛 ≤ 𝐺𝑡𝑥,0 ≤ 𝐺𝑡𝑥,𝑚𝑎𝑥 [𝑑𝐵𝑖] (8.97)

Equations 𝜃𝐻𝑃𝐵𝑊 = √ 4𝜋
10𝐺𝑡𝑥,0/10 [𝑟𝑎𝑑] (8.98)

𝐺𝑡𝑥(𝜃) = {
𝐺𝑡𝑥,0 if 𝜃 ≤ 𝜃𝐻𝑃𝐵𝑊/2
0 otherwise

[𝑑𝐵𝑖] (8.99)

𝑆𝑁𝑅(𝑡) = 𝑃𝑡𝑥 + 𝐺𝑡𝑥 − 20 log10 𝑑(𝑡) − 20 log10 𝑓 (8.100)
+ 𝐺/𝑇 − 10 log10 𝑘 − 10 log10 𝐵 − 147.55 [𝑑𝐵]

𝑚𝑖 = maximum MODCOD within 𝑆𝑁𝑅𝑖(𝑡)

𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = {
1 if 𝐵 ≤ 100 𝑀𝐻𝑧
2 if 100 𝑀𝐻𝑧 ≤ 𝐵 ≤ 200 𝑀𝐻𝑧
3 if 200 𝑀𝐻𝑧 ≤ 𝐵 ≤ 300 𝑀𝐻𝑧

(8.101)

𝑅𝑠 = {
𝐵/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 1
(𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙)/(1 + 𝛼) if 𝑁𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = 2, 3

[𝑠𝑦𝑚𝑠/𝑠] (8.102)

𝑅𝑏,𝑖(𝑡) = {
𝑅𝑠 ⋅ 𝜂(𝑚𝑖, 𝐵) if 𝑆𝑁𝑅𝑖(𝑡) ≥ 𝑆𝑁𝑅𝑟𝑒𝑞(𝑚𝑖) + 3
0 otherwise

[𝑏𝑖𝑡/𝑠] (8.103)

𝑡′𝑏,𝑖 = first 𝑡 for which 𝑅𝑏,𝑖(𝑡) > 0 [𝑠] (8.104)
𝑡′𝑒,𝑖 = last 𝑡 for which 𝑅𝑏,𝑖(𝑡) > 0 [𝑠] (8.105)

8.8.3. Example evaluation
The latency optimization problem is ran with the same parameters as the previous example (see

table 8.6). The difference with the previous example is that the optimization problem now includes
four objectives; throughput, latency, energy consumption and antenna pointing. The problem is solved
using the NSGA-III algorithm with 13 reference directions (population size of 600) and a maximum of
5000 generations. A constraint is added that limits the maximum latency to 5700s, approximately one
orbit.

Results
Figure 8.19 shows the Pareto-optimal set of solutions plotted against two objectives in each graph.

Several solutions are again highlighted: in red the maximum throughput solution, and in green the
maximum throughput on the minimum pointing front. For these points, similar values are found as in
the previous example using the NSGA-III algorithm in fig. 8.17. The solutions marked in blue achieve
a throughput of around 1000 Gbit using the minimum energy (blue dot •), minimum latency (blue plus
+) or minimum pointing (blue cross x).

The three solutions marked in blue illustrate the trade-off’s to be made when targeting a throughput
of 1000 Gbit. The minimum energy solution for this throughput (•), has a relatively high latency of
3000 seconds. This latency can be more than halved when slightly more energy is spend to include
intermitted passes, obtaining theminimum latency solution for this throughput (+). In this particular case
it could therefore be desirable to spend slightly more energy. Similarly, the minimum pointing solution
for this throughput (x) would require almost as much energy as the maximum throughput solution (•) to
compensate for a low antenna gain, and would have a much worse latency of 5000 seconds as only
the most optimal (overhead) passes are used.

In general however, the minimum through maximum throughput can always be obtained for the
minimum latency (see the •, + and • in the throughput-latency plot in the top right of fig. 8.19). This
indicates that given enough energy is spent, throughput and latency are directly related. This makes
sense as both objectives are proportional to the contact time with the satellite. If the use-case requires
either high throughput, or low latency (as is with the EO or IoT/M2M use-cases formulated in chapter 5)
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Figure 8.19: Pareto optimal solutions for the four-objective latency optimization

it is computationally beneficial to remove one of the objectives and put a minimum/maximum constraint
on the other, limiting the multi-objective problem to a three-objective problem.

8.9. Parametric models
The following sub-sections provide the equations that are used to model power, size and mass of

the data-relay downlink. These models are based on performance data reported in literature presented
in chapter 3 of small satellite antennas and transmitters. As the number of available data-points from
literature is limited, these models lack the fidelity needed to accurately estimate the volume and mass,
especially for the miniaturization of small satellite hardware.. Future research may develop these mod-
els further. In this work these models are used to provide a first order method of limiting the optimization
design space by putting constraints on size, weight and power.

8.9.1. Power
So far the power consumption/energy model only considered the consumption of the power am-

plifier. When transmission bandwidths and data-rates increases the power consumed by the digital
baseband modulation becomes significant as higher clock speeds are required to perform the process-
ing. Using performance figures from literature provided in section 3.2.2 an estimation of the contribution
of the modulator is made. The modulator power consumption is assumed to be the remaining part of
the DC power consumption, assuming a power amplifier efficiency of 30%4. Figure 8.20a shows the
resulting modulator power consumption as function of the data rate for the transmitters in section 3.2.2.
The new resulting power consumption of the transmitter is calculated as followed:

𝑃𝐷𝐶 = 𝑃𝑀𝑂𝐷 + 𝑃𝑃𝐴 [𝑊] (8.106)
where

𝑃𝑀𝑂𝐷 = 0.015 ⋅
𝑅𝑠

1𝑀𝑏𝑝𝑠 + 14.967 [𝑊] (8.107)

4𝑃𝑚𝑜𝑑 = 𝑃𝑑𝑐 − 𝑃𝑟𝑓/𝜂 where 𝜂 = 30% based on the efficiencies for DVB-S2
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and

𝑃𝑃𝐴 =
1

𝜂𝑀𝐴𝐸𝐸(𝑚, 𝐵)
⋅ 10

𝑃𝑡𝑥−30
10 [𝑊] (8.108)

The energy objective function for the optimization is adjusted accordingly:

𝐸𝑛𝑒𝑟𝑔𝑦 = ∫
𝑡𝑒

𝑡𝑏
(𝑅𝑏(𝑡) > 0) ⋅ 𝑃𝐷𝐶 𝑑𝑡 [𝐽] (8.109)
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Figure 8.20: Estimate of modulator power consumption and transmitter mass

8.9.2. Size
The size of the data-relay downlink is estimated from two parts, a part for the transmitter and part

for the (stowed) antenna, based on the literature presented in chapter 3. The average volume to
RF transmit power ratio is taken from table 3.7 (inverse of column 6) to estimate the volume of the
transmitter. The inverse of the linear trend found in fig. 3.11 is taken to estimate antenna (stowed)
volume. The resulting volume is calculated in standardized 10 x 10 x 10 cm units [U]:

𝑉 = 𝑉𝑡𝑥 + 𝑉𝑎𝑛𝑡 [𝑈] (8.110)
where

𝑉𝑡𝑥 = 0.123 ⋅ 𝑃𝑡𝑥,𝑊 [𝑈] (8.111)
𝑉𝑎𝑛𝑡 = 0.239 ⋅ 𝐺𝑡𝑥,𝑑𝐵𝑖 − 5.990 [𝑈] (8.112)

8.9.3. Mass
The mass of the data-relay downlink is estimated from two parts, a part for the transmitter and part

for the (stowed) antenna, based on the literature presented in chapter 3. The volume of the transmitter
found from eq. (8.112) is used to estimate the transmitter mass based on the linear trend in fig. 8.20b.
The inverse of the linear trend found in fig. 3.11 is taken to estimate antenna mass. The resulting
equations for mass estimation are:

𝑚 = 𝑚𝑡𝑥 +𝑚𝑎𝑛𝑡 [𝑘𝑔] (8.113)
where
𝑚𝑡𝑥 = 1.058 ⋅ 𝑉𝑡𝑥 + 0.099 [𝑘𝑔] (8.114)
𝑚𝑎𝑛𝑡 = 0.646 ⋅ 𝐺𝑡𝑥,𝑑𝐵𝑖 − 18.658 [𝑘𝑔] (8.115)
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8.10. Operational models
The following sub-sections provide equations that are used to model operational performance of

the design solutions. These models can be used to assess the impact on the mission operations of
using a NGSO data-relay downlink.

8.10.1. Contact time
The contact time is defined as the overall time per orbit the small satellite is downlinking its data.

Contact time in combination with throughput is an indicator of how the satellite operates its downlink.
If a high contact time used to achieve a low throughput, this indicates that the satellite is spreading out
the downlinking of its data, using a low rate link and several contact opportunities. Vice-versa if a high
throughput is achieved with low contact time that means the satellite concentrates its downlinking in
only a few (good) contact opportunities. The average contact time per orbit can be calculated as:

𝑇𝑐𝑜𝑛𝑡𝑎𝑐𝑡 =
𝑇𝑜𝑟𝑏𝑖𝑡
𝑇𝑠𝑖𝑚

𝑁

∑
𝑖
𝑥𝑖 ⋅ ∫

𝑡′𝑒,𝑖

𝑡′𝑏,𝑖
(𝑅𝑏,𝑖(𝑡) > 0) 𝑑𝑡 [𝑠] (8.116)

where 𝑇𝑜𝑟𝑏𝑖𝑡 is the orbital period of the satellite and 𝑇𝑠𝑖𝑚 the simulation time.

8.10.2. Transmitting duty cycle
The transmitting duty cycle indicates the percentage of the orbit in which the transmitter is active and

consuming power. The transmitter can be one of the highest power consumers on the satellite. While
peaks in power consumption might be allowable, a continuous transmission might drain the batteries
on the satellite too much. The transmitting duty cycle can be calculated from the contact time as:

𝑑𝑡𝑥 =
𝑇𝑐𝑜𝑛𝑡𝑎𝑐𝑡
𝑇𝑜𝑟𝑏𝑖𝑡

⋅ 100% [%] (8.117)

8.10.3. Pointing duty cycle
Similar to the transmitting duty cycle, the pointing duty cycle indicates the percentage of the orbit in

which the antenna is to be pointed towards a target. If the satellite does not have an antenna steering
mechanism, either mechanical or electrical, body-pointing must be used to steer the antenna. If body-
pointing is used this might mean that no payload data can be collected while relaying-data, potentially
reducing mission return. The pointing duty cycle can be calculated from the pointing objective as:

𝑑𝑎𝑛𝑡 =
𝑃𝑜𝑖𝑛𝑡𝑖𝑛𝑔
𝑇𝑠𝑖𝑚

⋅ 100% [%] (8.118)

8.10.4. Average latency
Alternatively to the maximum latency the average latency can be used as a metric. A gap between

pass 𝑖 and following pass 𝑗 causes an average latency over these two passes of:

𝐿𝑎𝑡𝑒𝑛𝑐𝑦 =
1

𝑡′𝑒,𝑗 − 𝑡′𝑏,𝑖
∫
𝑡′𝑏,𝑗

𝑡′𝑒,𝑖
𝑡′𝑏,𝑗 − (𝑡′𝑏,𝑗 − 𝑡) 𝑑𝑡

= 1
𝑡′𝑒,𝑗 − 𝑡′𝑏,𝑖

∫
𝑡′𝑏,𝑗−𝑡′𝑒,𝑖

0
𝑡 𝑑𝑡 [𝑠] 𝑗 = 𝑖 + 1.

(8.119)

This metric accounts average latency across the gap instead of just taking the gap duration as the
latency metric. For example, given two passes with 𝑡′𝑒,𝑖 = 5𝑠 and 𝑡′𝑏,𝑗 = 13𝑠, data that is ready for
transmission at 𝑡 = 6𝑠 has a latency of 𝑡′𝑏,𝑗 − 𝑡 = 13 − 6 = 7 𝑠, data ready at 𝑡 = 10𝑠 has a latency of
𝑡′𝑏,𝑗 − 𝑡 = 13− 10 = 3 𝑠. Data that is ready for transmission during the first pass has a latency of 0 and
does not count towards the latency average.
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8.11. Optimization for many overlapping passes
So far the selection of which contact opportunities are used for relaying data has been based on

the method described in section 8.3. Here each contact opportunity is assigned a binary variable that
indicates if the contact opportunity is used or not. A constraint is used to invalidate any selection of
contact opportunities that overlaps. This method works well when considering scenarios in which only
one or two passes are overlapping at a time (like the example in fig. 8.3a). When one longer pass is
overlapping many shorter passes this method becomes problematic and results into only local optima
being found.

This problem is illustrated in fig. 8.21, showing the range over time for seven contact opportunities.
An overall longer pass 1. is overlapping with four shorter passes 2. to 5.. The current optimization has a
high likelihood to converge to the local optimum, where the shorter passes are used as it would require
all five binary variables to be in the correct state to not result into a constraint violation that invalidates
the whole solution. Once the solution is towards using some of the shorter passes, it is unlikely to
converge using the overlapping pass as each single bit-flip using pass 1. would result into a violation.
There would only be a small chance that all five variables flip to the global optimum and this chance
decreases with increasing number of overlapping passes.

(a) Without downselection there is a small likelihood that the optimiza-
tion will use the longer pass, as it requires five variables to be in the
correct state to not result into a constraint violation.
(𝑥𝑙𝑜𝑐𝑎𝑙 = [0, 1, 0, 1, 0, 1, 0] → 𝑥𝑔𝑙𝑜𝑏𝑎𝑙 = [1, 0, 0, 0, 0, 1, 0])

(b) When using downselection a single bit-flip would result into the
global optimal solution as following overlapping passes are ignored
instead of resulting into a constraint violation.
(𝑥𝑙𝑜𝑐𝑎𝑙 = [0, 1, 0, 1, 0, 1, 0] → 𝑥𝑔𝑙𝑜𝑏𝑎𝑙 = [1, 1, 0, 1, 0, 1, 0])

Figure 8.21: Pass downselection helps with converging to the global optimum by removing the overlapping constraint and only
selecting the contact opportunity that were not overlapping with previous selected contact opportunities

Pass downselection
Instead, a downselection algorithm is used in which there is no longer a constraint that would in-

validate any overlapping solution. The downselection algorithm starts by the first occurring selected
contact opportunity and ignores any following selected contact opportunity if it was overlapping with
the previous selected contact opportunity. In this case, as shown in fig. 8.21b, only one bit-flip is re-
quired to converge to the global optimum, regardless of howmany shorter passes were selected. Using
downselection, the optimization no longer prefers multiple shorter passes over a longer pass causing
initial constraint violation. Simultaneously, shorter overlapping passes are not fully excluded from the
optimization.

This downselection can be implemented using the information in the original overlap matrix 𝑂 de-
fined in eq. (8.6). Values in the 𝑂-matrix greater than zero indicate overlapping passes. The first column
of the 𝑂-matrix shows which passes are overlapping with the first pass, the second column those over-
lapping with the second pass, the third column with the third pass, and so forth. Each column can
therefore be converted into a binary mask that can be used to ignore selected contact opportunity if
they are overlapping with a previously selected contact opportunity. For example, in fig. 8.21b, the
mask for the first pass is 𝑚𝑎𝑠𝑘1 = [0, 1, 1, 1, 0, 0], for the sixth pass it is 𝑚𝑎𝑠𝑘6 = [0, 1, 1, 1, 0, 0]. Us-
ing binary logic the mask can be applied iteratively to the original pass selection vector until only the
non-overlapping passes remain. The algorithm for this downselection is shown in algorithm 4.
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Algorithm 4: Downselection of contact opportunities
Input: 𝑥𝑝𝑎𝑠𝑠 = [𝑥1, 𝑥2, ..., 𝑥𝑁𝑝𝑎𝑠𝑠 ], 𝑂
Output: 𝑥𝑝𝑎𝑠𝑠

1 for 𝑖 = 1; 𝑖 ≤ 𝑁𝑝𝑎𝑠𝑠; 𝑖 = 𝑖 + 1 do
2 if 𝑥𝑝𝑎𝑠𝑠[𝑖] == 1 then
3 𝑚𝑎𝑠𝑘 = 𝑂[∶, 𝑖] > 0
4 𝑥𝑝𝑎𝑠𝑠 = 𝑥𝑝𝑎𝑠𝑠 & ∼ 𝑚𝑎𝑠𝑘
5 end

6 end

7 return 𝑥𝑝𝑎𝑠𝑠

Figure 8.22 shows the difference for the maximum throughput solution in a scenario with many
overlapping passes in the Telesat case see chapter 9. As can be seen from fig. 8.22b, simply increas-

0 2000 4000 6000 8000 10000 12000 14000 16000
Time of flight [s]

600

800

1000

1200

1400

Ra
ng

e 
[k

m
]

(a) population size = 100, number of generations = 1600, no-downselection
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(b) population size = 400, number of generations = 1600, downselection
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(c) population size = 400, number of generations = 1600, downselection

Figure 8.22: Pass downselection helps with converging to the global optimum by removing the overlapping constraint and only
selecting the contact opportunity that were not overlapping with previous selected contact opportunities
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ing the population size does not yield a better result. Similarly, when the number of generations are
increased the solution does not improve as only a local maxima is reached, requiring violation of the
overlapping constraint to improve. When down selection is used instead the solution converges to the
global maxima for contact time as shown in fig. 8.22c.

Biased initialization
Even with downselection, the optimization takes a significant amount of time (i.e. tens of minutes) to

converge to the optimal contact opportunity selection for the given use-case. To improve this, biased ini-
tialization can be used. The biased initialization implemented in this work uses the contact optimization
from section 8.3 to find several initial contact opportunity selections. Prior to the data-relay downlink
optimization, a contact time optimization is ran using the NSGA-III algorithm. This pre-optimization
finds the maximum contact time for the minimum contact opportunities used. Figure 8.23 shows the
result of this pre-optimization on the Telesat case. The NSGA-III finds the selections that offer the
most potential for both use-cases. In the extremes it finds the single contact opportunity that results
in the maximum contact time, and the minimum combination of contact opportunities that results into
the maximum contact time, and all optimal choices in between. This initial set of selections is used as
the initial population with all other variables (power, bandwidth, antenna gain, etc.) maximized. The
optimization hereby spends more time finding i.e. right power levels than just running permutations of
contact opportunity selections.
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Figure 8.23: Pre-optimization for contact time. Each solution is used as an individual in the initial optimization for the data-relay
downlink optimization.

Selection, cross-over and mutation
So far the cross-over, mutation and selection processes (see fig. 8.1) were not discussed in this

chapter. For an optimization with many overlapping passes these become important to achieve a fast
convergence and global optima. A custom cross-over and tournament selection is used to achieve
satisfactory results when considering many overlapping passes.

The custom cross-over function is used to address the dependence between the pass selection vari-
ables (𝑥𝑝𝑎𝑠𝑠𝑥𝑝𝑎𝑠𝑠𝑥𝑝𝑎𝑠𝑠 = [𝑥1, 𝑥2, ..., 𝑥𝑁𝑝𝑎𝑠𝑠]𝑇) and the pass power setting variables (𝑃𝑡𝑥,𝑝𝑎𝑠𝑠𝑃𝑡𝑥,𝑝𝑎𝑠𝑠𝑃𝑡𝑥,𝑝𝑎𝑠𝑠 = [𝑃𝑡𝑥,1, 𝑃𝑡𝑥,2, ..., 𝑃𝑡𝑥,𝑁𝑝𝑎𝑠𝑠]𝑇).
A standard cross-over function would consider these variables from two selected parents and apply the
cross-over to create the children for the next generation. For the pass selection a half-uniform cross-
over (HUX) function is used. This cross-over will first determine what indices are different in the first
and the second parent. Then, it will take half of the difference to be selected from the other parent [203].
This cross-over works as intended when downselection is used. However, a cross-over on the power
selections should only consider the power settings of the parents for the passes that are used as only
these contributed to the fitness (throughput, latency, etc.) of the parent. To do so, the cross-over for the
pass selection and pass power selections are combined. First, a HUX is performed on the parents to
find the new pass selection for the children. Then for each selected pass in the children it is determined
whether parent 1, parent 2 or both parents used the pass in their solutions. If only one of the parents
used the pass, its power selection is used. If both parents used the pass, the average of the two power
selections are used. The mutation function then slightly alters the variables to create a better varia-
tion in the new individuals. By only considering the variables in the design vector of the parents that



8.12. Verification 139

contributed to the fitness value, a better convergence is obtained and the power variables converge
with the pass selection variables. Table 8.7 shows the different functions used for the variables in the
design vector. The antenna gain and bandwidth variables use simulated-binary cross-over (SBX) func-
tions and polynomial mutations both described in [219]. A one percent probability for mutations on all
variables was used.

Table 8.7: Cross-over and mutation operators

cross-over mutation
pass selection 𝑥𝑖 custom

HUX
binary bit-flip (𝑝 = 0.1%, 𝜂 = 3)

pass power 𝑃𝑡𝑥,𝑖 polynomial mutation (𝑝 = 10%, 𝜂 = 3)
antenna gain 𝐺𝑡𝑥 real SBX polynomial mutation (𝑝 = 1%, 𝜂 = 3)
bandwidth 𝐵 real SBX polynomial mutation (𝑝 = 1%, 𝜂 = 3)

To further improve convergence, the U-NSGA-III algorithm may be used. This algorithm is identi-
cal to NSGA-III but instead of randomly selecting parents for mating, it adds tournament pressure by
comparing parents by fitness and constraint violation [220]. This tournament pressure works well in
combination with the biased initialization described in the previous section. The initial population will
consist of individuals having increasing numbers of selected passes and all other variables maximized.
At the start of the optimization when optimizing for throughput, all individuals will obtain the maximum
throughput and energy consumption as all variables are maximized. All solutions will therefore likely
exceed the maximum energy constraint, however those individuals with less passes will consume less
energy and therefore be selected for mating, resulting the solution to converge to only using the mini-
mal ’best’ passes, while further optimizing the power, bandwidth and gain. Similarly, when optimizing
for latency, the individuals having a lot of passes selected will have the lowest latency and will in that
case be selected for mating, resulting the solution to converge to using a lot of passes to minimize the
latency.

8.12. Verification
Several steps were taking in order to verify the models developed in this chapter. The step-wise

approach was used that gradually increases the complexity of the optimization. After each additional
model an example optimization was used to proper test each models contribution individually. Where
possible, hand calculations were performed to verify the computations of the model, i.e. in section 8.4
for the link-budget calculations and section 8.5 for throughput and energy. More complex models such
as the MAEE model were taken from literature in which the predictions were compared with measure-
ments. The verification of the end results of the optimization will be performed in the next chapter,
where the output of the optimization is compared with state-of-the-art small satellite communication
technology.

8.13. Summary, discussion and recommendations
This chapter described the NGSO data-relay optimization framework that was developed to opti-

mize a data-relay communication system for using the contact opportunities with the NGSO (mega-)
constellations. The data-relay optimization framework takes a set of contact opportunities between a
satellite and a NGSO (mega-)constellation and optimizes which contact opportunities are used and the
design parameters of the data-relay downlink. These design parameters include the antenna gain and
transmission bandwidth. The optimization considers the link-budget for each inter-satellite pass of the
contact opportunity and adjusts the transmission power, modulation and coding for each inter-satellite
pass to obtain optimal performance for the data-relay downlink. The performance can be optimized
towards multiple objectives including throughput per orbit, latency, energy consumption per orbit and
time spent pointing the antenna.

The data-relay optimization framework uses the pymoo genetic algorithm multi-objective optimiza-
tion framework by J. Blank and K. Deb [203]. This work developed the models for evaluation of the
fitness functions. These models include inter-satellite visibility, link-budgets, multi-carrier aggregation,
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variable coding and modulation, modulation dependent energy consumption and maximum latency as
well as parametric models for size, weight and power, and operational models for transmission and
pointing duty cycles. Any combination of the four objectives, throughput, latency, energy and pointing,
may be used in the optimization. Using different optimization algorithms, the trade-offs between these
four objectives can be visualized. The four objectives can be translated to data-relay downlink size,
weight and power consumption by the use of the parametric models derived from the state-of-the-art
performance in literature.

The data-relay optimization framework is designed to handle scenarios considering over 900 contact
opportunities which can be expected in a LEO-to-LEO mega-constellation case. It includes biased
initialization to speed-up convergence by using a two objective pre-optimization for contact time and
number of contact opportunities used.

Discussion and recommendations
In its current state, the data-relay optimization framework provides an end-to-end framework to op-

timize the (top-level) design parameters of a data-relay downlink downlink. The framework captures
with good accuracy the important trade-offs for the components in the payload downlink system includ-
ing the modulator, power amplifier and antenna. Some of these models however may be improved
in further work. The power consumption estimate of the modulator based on the maximum data rate
from fig. 8.20a is based on a limited set of data and therefore is likely to be less accurate for different
bit-rates and data. Future work may extend upon the available data from literature to estimate modu-
lator power consumption, or increase the fidelity of this model by considering a lower-level model that
takes into account the clock-speeds required for the waveform5 and the performance of state-of-the-art
processors and field-programmable-gate arrays.

The next improvement that can be made is to include the power consumption of the up-converter.
For this component, the trade-off for linearity becomes of importance especially when considering multi-
carrier aggregated waveforms. The power amplifier efficiency model currently only considers the power
consumption in the final stage of the amplifier. Although it is able to capture different transistor technolo-
gies, this model is somewhat limited when considering Ka-band frequencies because of the reduced
gain of the transistor, multiple stages are required to create gain and boost the signal level from the
modulator, further reducing efficiency [221].

The antenna models can be made more accurate by including the frequency in estimating the size,
weight and gain of the antenna. As the wave-length decreases with increasing frequency, the size of
the antenna reduces for the same gain. The models currently used in this work ignore these physics
and effectively assume all antennas from the literature study are operating at the same frequency. This
assumption does not cover this benefit of moving towards Ka-band frequencies, and does not capture,
for instance, that a reflect array antenna on Ka-band would have higher gain than an identical sized
reflect array antenna on X-band.

5The clock-speed should be equal or greater than the complex baseband bandwidth following Nyquist theorem [27]
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Data-relay downlink optimization

In this chapter the optimizations for the design of an NGSO data-relay downlink for several baseline
small satellite missions are performed. Chapter 5 defined two use-cases that could benefit from a
NGSO data-relay downlink: an IoT/M2M small satellite mission and an EO small satellite mission.
Chapter 7 identified two promising target NGSO constellations for relaying the data from the small
satellites, the Telesat LEO mega-constellation and the O3b MEO constellation. All four combinations
of use-cases and targets are simulated and optimized in this chapter.

In section section 9.1 of this chapter the parameters and targets for the NGSO data-relay downlink
are defined based on the selected small satellite use-cases and NGSO targets. In section 9.2 and
section 9.3 the results are discussed for the Telesat constellation for the EO and IoT/M2M missions
respectively. In section 9.4 and section 9.5 the results are discussed for the O3b constellation for
the EO and IoT/M2M missions respectively. Section 9.6 briefly summarizes the verification approach
for the use-cases. This chapter will end with a summary and recommendations for future analysis in
section 9.7.

9.1. Optimization parameters and targets overview
In this section the definitions and requirements from the two use-cases defined in chapter 5 are

translated into parameters and targets for the data-relay downlink optimization. The optimization pa-
rameters define what configurations are considered during the optimization. Similar to the examples in
chapter 8, these parameters include the limits of the variables in the design vector. The optimization
targets are a translation of the requirements of the use-case to optimization objectives.

Table 9.1 shows the optimization parameters used for the two use-cases and two data-relay targets.
The carrier frequencies for the optimizations are chosen in the center of the user uplink bands of the
constellations, 20 GHz (Ku-band) for the Telesat constellation and 28.4 GHz (Ka-band) for the O3b
constellation. Transmission bandwidths from 100 kHz to 300 MHz may be used, where the 200 MHz
and 300 MHz are double and triple carrier-aggregated signals with channel bandwidths of 96 MHz.
The VCM protocol is assumed to be DVB-S2, similar to the current state-of-the art used by the Dove
and Corvus satellites with a roll-off factor of 0.35. For the power amplifier model a knee-voltage ratio
of 0.12 is used for a practical lower bound. For both constellations the transmit power setting up to 43
dBm (20 W) may be used. For the Telesat optimization an antenna gain of up to 43 dBi is allowed (up
to the lower range of parabolic mesh antennas). For the O3b constellation an antenna gain of up to
50 dBi is allowed (current state-of-the art with parabolic mesh antennas) to overcome the higher path
loss by the increase in distance to MEO. For the Telesat constellation the May 2020 configuration is
assumed, having 1671 satellites with an antenna gain-to-noise temperature of 13.2 dBK [166]. For the
O3b constellation the 2017 configuration is assumed, having 42 satellites with a antenna gain-to-noise
temperature of 7.0 dBK [183].

Each optimization considers a simulation period of three orbits of a single satellite. The data-relay
orbital simulator is used prior to the optimization to find the contact opportunities in each orbit with the
targetted NGSO constellations. The considered satellite orbits were discussed in chapter 5 with the
tabulated orbital parameters in table 5.1.

141
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Table 9.1: Parameters for the data-relay downlink optimizations

Symbol Value(s) Unit

Spectral

Carrier frequency 𝑓𝑐 20.0 28.4 GHz
Bandwidth settings 𝐵 [0.1, 0.5, 1, 2.5, 5, 10, 50, 100, 200, 300] MHz

Waveform

VCM protocol DVB-S2 see: [102]
[87], [88]Roll-off factor 𝛼 0.35

Communication system

PA knee-voltage ratio 𝑉𝑘/𝑉𝑠 0.12
Transmit power (per pass) 𝑃𝑡𝑥,𝑚𝑖𝑛 0 0 dBm

𝑃𝑡𝑥,𝑚𝑎𝑥 43 43 dBm
Antenna bore sight gain 𝐺𝑡𝑥0,𝑚𝑖𝑛 3 3 dBi

𝐺𝑡𝑥0,𝑚𝑎𝑥 43 50 dBi
Maximum channel bandwidth 𝐵𝑐ℎ𝑎𝑛𝑛𝑒𝑙 96 MHz

Receiving satellite system

Constellation
Telesat (LEO)
May 2020

O3b (MEO)
2017

Antenna gain-to-temperature ratio 𝐺/𝑇 13.2 7.0 dBK

Earth Observation mission
Table 9.2 shows the optimization targets and limits for the the data-relay downlink optimization for

the Earth Observation mission. The primary goal for the data-relay downlink for the Earth Observation
satellites is to maximize the throughput for the minimal energy usage, to downlink as much payload data
and maximize mission return. If possible it should also minimize the time spend pointing the antenna
system to the data-relay satellite to minimize the need of a antenna steering mechanism or body-
pointing of the satellite. The Earth Observation mission optimization has three objectives: maximizing
throughput, minimizing energy consumption and minimizing the amount of time pointing the antenna.
From the baseline mission definition in chapter 5 a throughput requirement of 120 GB was determined,
which is used directly as a target for the optimization. For the energy target an equivalent energy
consumption to the reference Dove satellite for a single pass with a polar ground station is assumed
(i.e. a duty cycle of 14.5% on the mission duration dissipating 50 W in the transmitter) which equates
to a energy consumption of 41.16 kJ per orbit. The pointing target is normalized to the percentage of
the orbit in which the satellite is pointing the antenna, for this optimization it is set to 0.0%.

Table 9.2: Optimization targets and limits for the data-relay downlink optimization for the Earth Observation mission

Symbol Value(s) Unit

Targets

Throughput per orbit 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 120.0 GB/orbit
Energy consumption per orbit 𝐸𝑡𝑎𝑟𝑔𝑒𝑡 41.16 kJ/orbit
Pointing target 𝑃𝑡𝑎𝑟𝑔𝑒𝑡 0.0%

Optimization limits

Throughput limits 𝑇𝑚𝑖𝑛 78.0 GB/orbit
𝑇𝑚𝑎𝑥 162.0 GB/orbit

Latency limit 𝐿𝑚𝑎𝑥 1.5 hours
Energy limit 𝐸𝑚𝑎𝑥 ∞ kJ/orbit
Pointing limit 𝑃𝑚𝑎𝑥 100%
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Limits are put on the throughput, latency and energy consumption to reduce the objective space of
the optimization. The limit for throughput are chosen to be ±35% that of the target values, this gives
a lower bound that matches the current highest performing throughput satellite system on the Dove
satellite of roughly 80 GB per orbit, while keeping a wide higher limit to show the potential of the data-
relay downlink. The latency has an upper limit of 1.5 hours as defined as the requirement in chapter 5.
For now, no limits on energy, pointing, size, weight and power are assumed to keep the optimization
under constrained allowing for better convergence.

IoT/M2M mission
Table 9.3 shows the optimization targets and limits for the the data-relay downlink optimization for

the IoT/M2M mission. This mission benefits from a lower latency allowing for a better quality of service
for the users of the service. The maximum latency experienced is therefore to be minimized using
minimal energy and pointing. The IoT/M2M mission has therefore three objectives, minimizing the
maximum latency experienced, minimizing energy consumption and minimizing the amount of time
pointing the antenna. From the baseline mission definition in chapter 5, a maximum latency of 60
seconds was determined as the requirement, used directly as a target for the optimization. For the
energy target an equivalent energy consumption to the reference Hiber satellite for a single pass with
a polar ground station is assumed (i.e. a duty cycle of 14.5% on the mission duration dissipating
20 W in the transmitter) which equates to a energy consumption of 16.82 kJ per orbit. The pointing
target is normalized to the percentage of the orbit in which the satellite is pointing the antenna, for this
optimization it is set to 0.0%. Only a minimum requirement is set on the throughput, of 2.5 GB/orbit as
defined in the chapter 5. The rest of the objectives, and size, weight and power are un constraint to
keep the optimization under constrained allowing for better convergence.

Table 9.3: Optimization targets and limits for the data-relay downlink optimization for the IoT/M2M mission

Symbol Value(s) Unit

Targets

Maximum latency experienced 𝐿𝑡𝑎𝑟𝑔𝑒𝑡 120.0 GB/orbit
Energy consumption per orbit 𝐸𝑡𝑎𝑟𝑔𝑒𝑡 41.16 kJ/orbit
Pointing target 𝑃𝑡𝑎𝑟𝑔𝑒𝑡 0.0%

Optimization limits

Throughput limits 𝑇𝑚𝑖𝑛 2.5 GB/orbit
𝑇𝑚𝑎𝑥 ∞ GB/orbit

Latency limit 𝐿𝑚𝑎𝑥 10 minutes
Energy limit 𝐸𝑚𝑎𝑥 ∞ kJ/orbit
Pointing limit 𝑃𝑚𝑎𝑥 100%

9.2. Telesat - Earth Observation mission
The optimization for the data-relay downlink on the EO mission using the Telesat constellation was

first run using the NSGA-III algorithm (𝑛𝑑𝑖𝑟𝑠 = 300, 𝑛𝑝𝑜𝑝 = 300, 𝑛𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 = 75, 𝑛𝑔𝑒𝑛 = 9000) across
three orbits. The grey points in Figure 9.1 show the solutions obtained against the three objectives
(latency, energy and pointing) using this algorithm. The targetted performance is marked as a red
cross (x), being a throughput of greater or equal to 120 GByte/orbit, an energy consumption of less
than 41 kJ/orbit and zero pointing. All solutions shown in fig. 9.5 have a maximum latency of 1.5 hours
or less.
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The NSGA-III algorithm shows a wide spread in the optimal solutions on the energy-throughput
graph (fig. 9.1-a) all with a pointing duty cycle of around 20% (fig. 9.1-b). Up to 150 GB/orbit may
be achieved using the targetted 41 kJ/orbit. The solutions shown in fig. 9.1 almost all use the highest
antenna gain setting of 43 dBi. Although this is achievable with a parabolic mesh reflector, it is desirable
to instead find a solution with a lower antenna gain that can be achieved with a reflect array or horn
antenna. The reason for the optimization to strongly favour high antenna gains is that the pointing
objective only provides limited means of pushing towards lower antenna gain solutions when only a
small number of contact opportunities that are used. In that case, the pointing duty cycle can easily be
lowered by using less and shorter passes and is less influenced by the number of passes used. In this
case it would make sense to change the pointing objective to a different objective, like size or mass to
force the optimization to consider lower antenna gain solutions.
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(c)

UNSGA-3 3000 generations
RNSGA-3 1000 generations
Target
(T=120 GB/orbit, L=0 s, E=41 kJ, P=0.00 %)
Selection
(T=120 GB/orbit, L=2982 s, E=38 kJ, P=17.90 %)

Figure 9.1: Optimization result for the EO use-case with the Telesat constellation

Instead, a second optimization is ran using the R-NSGA-III algorithm1, using the results of the first
optimization as the initial population. The optimization was run with a lower bound on the maximum
antenna gain of 36 dBi, within the capabilities of reflect array antennas. The orange solutions in fig. 9.1
show the results obtained with the R-NSGA-III algorithm (𝑛𝑝𝑜𝑝/𝑟𝑒𝑓 = 210, 𝑛𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 = 210, 𝑛𝑔𝑒𝑛 =
1000, 𝜇 = 0.15). The energy-throughput optimal front has now moved slightly to the right, as more
energy needs to be spend for a higher transmitter power. However, the new set of optimal solutions
still encompasses the target solution. A solution that meets the requirements was manually chosen
from the new set of solutions and is indicated with a blue plus (+).

Figure 9.2 shows the range graph, power and energy usage, and pointing angles during the three
orbits for this solution. Figure 9.2c shows that the selected solution uses an antenna gain of 36.0 dBi,
which is approximately that of the Ka-band reflect array antenna of the ISARA mission [133]. As this
solution lies close to the new energy-throughput Pareto front, it is unlikely that a solution with a horn
or lens antenna (up to 25 dBi) will achieve the required throughput within the energy requirement. The
range plot of fig. 9.2a shows that only contact opportunities with the lower constellation satellites are
used to minimize the required transmission power. An interesting set of passes is used. In the first and
second orbit two short passes of about 200 seconds are used to ensure the maximum latency of 1.5
hours is met, while in the third orbit a long duration pass of 40 minutes is used to transmit the bulk of
the data. Although short contact opportunities are used, the contact time obtained with the satellite in
the first two orbits is still similar to what can be obtained with a single ground station. However only
about 8 GB is transmitted in each 200 second pass. The way the throughput objective is set up results
into the average throughput per the simulation time to be 120 GB/orbit. It however does not guarantee
a 120 GB/orbit for each orbit in the simulated time. Depending on how and when data is generated on
the satellite, this could result into operational problems and some data to have a higher latency. This
could however be changed in a future update of the orbital simulator.
1The R-NSGA-III algorithm combines reference points from the R-NSGA-II algorithm with reference directions from the NSGA-3
algorithm [216]. It was found that for three objectives this algorithm gave better results by equally spreading points around a
reference point.
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(a) Range and selected contact opportunities
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(b) Power and energy consumption
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(c) Pointing angle from zenith

Figure 9.2: Range plot with the selected passes highlighted (top), power and energy (middle) and pointing angles (bottom) for
the selected solution in the EO case with the Telesat constellation.

The power and energy consumption graph of fig. 9.2b shows a peak transmitter power consumption
of 46.55 W, at this point the transmitter is providing a RF power of 37 dBm (5.01 W). A low transmission
duty cycle is used which is beneficial for charging the batteries before a transmission period. The
bandwidth used in the solution is 300.0 MHz with a maximum MODCOD of 32-APSK 9/10 FEC, giving
a maximum data-rate of 950.4 Mbit/s. The pointing angles in fig. 9.6c show that the antenna is pointed
up to 65 degrees from the zenith direction. Using the parametric models the estimated transmitter size
and mass is 0.62 U and 0.75 kg. As the antenna for the ISARA satellite would be the ideal candidate
for this mission, its volume of 0.72 U is assumed as the antenna stowed size. No mass numbers for
the ISARA antenna are available therefore a conservative estimate assumes the rest of the 2 kg in
the mass budget is used for the antenna, which is assumed to be adequate as the antenna is made
from fibre glass material and its mounting is shared with the solar panels [133]. This results in a overall
volume and mass of 1.34 U and 2 kg, slightly exceeding the volume budget, however this volume is
potentially dual used with the solar panels.
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9.3. Telesat - IoT/M2M mission
The optimization for the data-relay downlink on the IoT/M2M mission using the Telesat constellation

was run using the NSGA-III algorithm (𝑛𝑑𝑖𝑟𝑠 = 300, 𝑛𝑝𝑜𝑝 = 300, 𝑛𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 = 75, 𝑛𝑔𝑒𝑛 = 9000).
Figure 9.3 shows the solutions obtained against the three objectives (latency, energy and pointing) of
this optimization. The targetted performance is marked as a red cross (x), being a maximum latency
less or equal to 60 seconds, an energy consumption of less than 16.82 kJ/orbit and zero pointing. All
solutions shown in fig. 9.3 achieve a throughput of 2.5 GByte/orbit or more. A R-NSGA-II optimization
was also run which did not show significantly different results from the NSGA-III obtained solutions

The set of optimal solutions shows a minimum maximum latency of around 250 seconds (fig. 9.3-
a,b). This lower bound is due to non-continuous coverage in this orbit and this duration is equal to the
longest gap experienced. This minimum latency can be achieved from energy consumption of about
80 kJ/orbit and higher. Below that point the latency increases significantly as less contact opportunities
are used and more gaps appear in the coverage.
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(c)

UNSGA-3 9000 generations
Target
(T=2.5 GB/orbit, L=60 s, E=16 kJ, P=0.00 %)
No-pointing
(T=2.7 GB/orbit, L=255 s, E=103 kJ, P=0.00 %)
Compromise
(T=2.5 GB/orbit, L=285 s, E=90 kJ, P=10.88 %)

Figure 9.3: Optimization result for the IoT/M2M use-case with the Telesat constellation

The minimum latency can be achieved with a zero-pointing solution, marked by the green star (⋆).
This solution uses a low antenna gain of 3 dBi, which could be achieved with a single patch antenna
providing a hemispherical zenith coverage. This low antenna gain however means that a higher trans-
mit power is required and therefore the solution uses 103 kJ/orbit to obtain the required throughput. A
compromise would be the solution marked by the blue plus sign (+) using a 4.58 dBi antenna. This
solution achieves a similar latency with a pointing duty-cycle of 10.88% similar to a reference mission
with a single ground station, however using 90 kJ/orbit to obtain the required throughput.

Figure 9.4 shows the range graph, power and energy usage, and pointing angles during the three
orbits for this solution. The range graph fig. 9.4a shows that the longer passes are used where-ever
possible and the gaps in between are filled with shorter passes. The power and energy usage fig. 9.4b
shows a peak transmitter power consumption of 27.58 W, at this peak the transmitter is providing a RF
power of 36 dBm (4.00 W). On average, the power consumption is close to 20 W, which results in an
almost constant energy draw over time with a transmission duty cycle of 72.6%. The bandwidth used
in the solution is 5.0 MHz with a maximum MODCOD of 8-phase-shift keying (PSK) 8/10 FEC, giving a
maximum data-rate of 9.88 Mbit/s, similar to the Hiber satellite (achieving 8 Mbps [185]). The pointing
angles (bottom in fig. 9.4) show that the antenna is pointed up to 5 degrees from the zenith direction at
the beginning and ends of some passes.

The antenna gain of 4.81 dBi can be achieved with a patch antenna (array) similar to the design on
the Dove satellites (achieving 15 dBi on X-band [2]). The parametric models developed from literature
in chapter 8 and chapter 3 do not extend to these low antenna gains. Therefore an antenna volume
of 0.1 U and mass of 100 grams is assumed which is assumed to be representative considering the
Dove example. The mass and volume of the solution is dominated by that of the transmitter, which the
parametric models estimated at 0.98 U and 1.13 kg for this solution.
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(b) Power and energy consumption
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(c) Pointing angle from zenith

Figure 9.4: Range plot with the selected passes highlighted (top), power and energy (middle) and pointing angles (bottom) for
the selected solution in the IoT/M2M case with the Telesat constellation.

The solution from this design optimization meets the throughput, volume and mass requirements
for the IoT/M2M mission. Its latency is bound by the coverage of the constellation to a maximum of
about four minutes. The selected solution uses a low antenna gain to minimize pointing, resulting into
a pointing duty cycle similar to that of a single ground-station direct link. The solution however uses
a high transmission duty cycle to minimize latency and while achieving the targetted 2.5 GByte per
orbit it does so with almost six times the targetted energy consumption. A data-relay downlink with
the Telesat constellation therefore cannot provide a reduced latency while also providing an increase
in overall throughput. There is however potential to achieve the reduced latency if the throughput is
not increased. A first order estimate would predict a throughput in the same order of magnitude as the
reference mission, i.e. reducing the throughput by a factor of six to meet the energy requirement. This
could either be done by reducing the bandwidth or by reducing the power and using the lower order
MODCODs or a combination of both. This option should be evaluated with a new design optimization
using lower target values.
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9.4. O3b - Earth Observation mission
The optimization for the data-relay downlink on the EO mission using the O3b constellation was run

using the NSGA-III algorithm (𝑛𝑑𝑖𝑟𝑠 = 300, 𝑛𝑝𝑜𝑝 = 300, 𝑛𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 = 75, 𝑛𝑔𝑒𝑛 = 3000). Figure 9.5
shows the solutions obtained against the three objectives (throughput, energy and pointing) of this
optimization. The targetted performance is marked as a red cross (x), being a throughput of greater
or equal to 120 GByte/orbit, an energy consumption of less than 41 kJ/orbit and zero pointing. All
solutions shown in fig. 9.5 have a maximum latency of 1.5 hours or less.
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(c)

UNSGA-3 3000 generations
Target
(T=120 GB/orbit, L=0 s, E=41 kJ, P=0.00 %)
Selection
(T=121 GB/orbit, L=1848 s, E=104 kJ, P=68.63 %)

Figure 9.5: Optimization result for the IoT/M2M use-case with the Telesat constellation

The set of optimal solutions for throughput-energy (fig. 9.5-a) show that the targetted 120 GB/orbit
cannot be achieved for the allowable energy per orbit. The closest solution, marked with a blue plus (+),
achieves the targetted throughput using 104 kJ/orbit. The longer distances in this LEO-to-MEO data-
relay determines the throughput-energy Pareto front. A higher transmit power may be used, resulting
into a higher throughput but also higher energy consumption (moving up the Pareto front in fig. 9.5-a).
However, the throughput-energy front will not move further to the left unless the bandwidth is increased
(beyond 300 MHz) or a higher antenna gain is used (beyond 50 dBi). A 50 dBi antenna gain can
be achieved with the current state-of-the-art deployable parabolic mesh reflectors (see section 3.2.3).
Achieving a higher gain would require a larger area reflector which becomes increasingly difficult to
stow in a small volume and deploy. Therefore the better option would be to increase the transmission
bandwidth. As the theoretical maximum uplink bandwidth of the O3b constellation is limited to 300 MHz
(see section 4.3), the only option for doing so would be to utilize a dual polarization solution like in the
Dove satellite [2]. This effectively doubles the bandwidth and data-rate from what is achieved in fig. 9.5
but will at most half the energy consumption. It is therefore unlikely that the 120 GB/orbit will be met
within the energy requirement, but a throughput of 100 GB/orbit for the targetted energy consumption
would be possible.

The pointing duty cycle for the selected solution is 68.63%. This can be reduced to roughly 30%
(moving left in fig. 9.5-b) while maintaining the the same throughput at the cost of increased energy
(moving right in fig. 9.5-a and bottom-right in fig. 9.5-c). As shown in fig. 9.6c the satellite is pointing its
50.0 dBi antenna throughout the passes, resulting in an equal transmission duty cycle. The maximum
pointing angles are relatively high at 65° from zenith due to the large operating field-of-view of the O3b
mPOWER satellites. For this case reducing the pointing duty cycle does not result in a lower required
antenna gain. Instead, for the lower pointing solutions in fig. 9.5, different contact opportunities are
used that are shorter and require less pointing, but the high gain antenna is still required to close the
link.

As shown in fig. 9.6b, the peak power consumption of the transmitter is 41.41 W, at this peak the
transmitter is providing a RF power of 38 dBm (6.31 W). The used bandwidth is 300.0 MHz using a
maximum MODCOD of QPSK-8/9 FEC. From the parametric models the expected volume and mass
of the transmitter are 0.78 U and 0.92 kg. The parabolic mesh antennas outperform the trend that was
used to setup the volume and mass equations in the parametric models (see fig. 3.11). Therefore the
volume and mass of the KaTENna are used as a reference at 3 U and 2.5 kg. Resulting in an overall
volume and mass of 3.78 U and 3.42 kg, thereby not meeting the volume and mass requirements for
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this mission.
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(b) Power and energy consumption

0 2000 4000 6000 8000 10000 12000 14000 16000
Time of flight [s]

0

20

40

60

80

Po
in

tin
g 

fro
m

 ze
ni

th
 [d

eg
] Gtx, 0: 50.00 dBi, hpbw: 0.64°

(c) Pointing angle from zenith

Figure 9.6: Range plot with the selected passes highlighted (top), power and energy (middle) and pointing angles (bottom) for
the selected solution in the EO case with the O3b constellation.

9.5. O3b - IoT/M2M mission
The optimization for the data-relay downlink on the IoT/M2M mission using the O3b constellation

was run using the NSGA-III algorithm (𝑛𝑑𝑖𝑟𝑠 = 300, 𝑛𝑝𝑜𝑝 = 300, 𝑛𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 = 75, 𝑛𝑔𝑒𝑛 = 4500).
Figure 9.5 shows the solutions obtained against the three objectives (throughput, energy and pointing)
of this optimization. The targetted performance is marked as a red cross (x), being a maximum latency
less or equal to 60 seconds, an energy consumption of less than 16.82 kJ/orbit and zero pointing. All
solutions shown in fig. 9.7 achieve a throughput of 2.5 GByte/orbit or more. The set of optimal solutions
shows a lower bound on the maximum latency of around 540 seconds, or 9 minutes (fig. 9.7-a,b). This
lower bound is due to non-continuous coverage in the orbit and is equal to the longest gap experienced.
This minimum latency can be achieved from an energy consumption of about 70 kJ/orbit and higher.

The minimum energy minimum latency solution is highlighted in fig. 9.7 with a blue plus (+). This
solution uses a 50 dBi antenna, and like in the previous section, this would require a parabolic mesh
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(c)

U-NSGA-3 4500 generations
Target
(T=2.5 GB/orbit, L=60 s, E=16 kJ, P=0.00 %)
25 dBi antenna
(T=2.6 GB/orbit, L=592 s, E=271 kJ, P=76.06 %)
35 dBi antenna
(T=2.7 GB/orbit, L=537 s, E=169 kJ, P=77.15 %)
50 dBi antenna
(T=2.7 GB/orbit, L=537 s, E=70 kJ, P=77.30 %)

Figure 9.7: Optimization result for the IoT/M2M use-case with the O3b mPOWER constellation

reflector antenna having a large volume and mass footprint. Two additional solutions are highlighted.
A solution with a 35 dBi antenna marked with an green star (⋆) that is achievable with reflect-array
antennas, and a solution with a 25 dBi antenna marked with an orange triangle (▲) that is achievable
with horn antennas. Reducing the antenna gain results into a higher energy consumption and a higher
peak transmitter power dissipation of 65 W. The pointing duty cycle does not decrease with a lower
gain antenna with a wider beamwidth because to the large range from LEO-to-MEO.

Figure 9.8 shows the range graph, power and energy usage, and pointing angles during the three
orbits for this solution. There are two combinations of contact opportunities selections that result into
a low latency, this can be seen by the solutions lying on two discrete lines in fig. 9.7-b and fig. 9.7-c.
Figure 9.8a shows the selection using 11 passes for the minimum energy minimum latency solution.
If the contact opportunities could be used partially, the optimization would be able to achieve a zero
latency solution as the coverage by the O3b constellation is continuous, however with overlapping
passes. Figure 9.8b shows the power dissipation and energy consumption over time for the solution.
The maximum power dissipation is 18.39 W while providing a RF power of 30 dBm (1.00 W). The
minimum dissipation however is determined by the minimum dissipation in the modulator parametric
model from fig. 8.20a of 14.97 W. This shows that the solution is using all passes with a low-data rate
to minimize the transmission power required to close the link. The bandwidth used in the solution is
2.0 MHz, however it uses the maximum MODCOD in the DVB-S2 protocol of 32-APSK 9/10 FEC to
achieve the targetted throughput, giving a maximum data-rate of 6.59 Mbit/s. The resulting data-rates
and power consumptions are similar to that of the Hiber satellite (achieving 8 Mbps [185] at 20 W).

This example shows the importance of a low modulator power dissipation for IoT/M2M missions
using the data-relay downlink concept. As a high transmission duty cycle is used, to spread out the
throughput over the orbit the power consumption of the modulator becomes the driving parameter in
the energy consumption of the downlink. This results into the minimum energy minimum latency Pareto
front visible in fig. 9.7-a, that only can be reduced with a lower modulator power consumption. Similar
to the previous section the volume and mass of the KaTENna are used as a reference at 3 U and 2.5
kg. From the parametric models the expected volume and mass of the transmitter are 0.123 U and 0.23
kg. Resulting in an overall volume and mass of 3.12 U and 2.8 kg, thereby not meeting the volume and
mass requirements for this mission.
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(b) Power and energy consumption
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Figure 9.8: Range plot with the selected passes highlighted (top), power and energy (middle) and pointing angles (bottom) for
the selected solution in the IoT/M2M case with the O3b constellation.

9.6. Verification
Verification of the results presented in this chapter was done by comparing the performances pre-

dicted by the optimization and the resulting architectures with the current state-of-the-art in small satel-
lite communication technologies. The optimization targets and design limits were set to be represen-
tative to reference nano satellite missions, by doing all optimization results remain within the bounds
of what is currently possible while still showing the improvement that can be made with the data-relay
downlink. In addition, for each of the four cases evaluated in section 9.2 to section 9.5, the compo-
nents of the optimized design were compared with existing technologies from COTS components or
described in literature in terms of transmitter output power, data rate and antenna gain. It was found that
designs were either already existing, i.e. for the antennas, or already exist with close matching perfor-
mance, i.e. for the transmitters. This shows that the designs obtained with the data-relay optimization
framework are within the current capabilities of small satellites.
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9.7. Overview and recommendations
In this chapter four scenarios were analysed using the data-relay optimization framework, a EO

use-case and a IoT/M2M use case for two target constellations, the Telesat LEO constellation and the
O3b mPOWER MEO constellation. Each scenario was considered individually over a mission period
of three orbits. Table 9.4 shows a summary of the optimization results obtained for the EO use-case.
In this use-case the obtained throughput per orbit is of importance as with the increase in payload
performances comes a higher data generation. The mission return can be increased if more data can
be downlinked. The state-of-the-art reference mission for this use-case is the 3U Dove EO satellite by
Planet that currently has the highest performing downlink system on a small satellite [2]. This system
achieves 80 GB per orbit, consuming roughly 41 kJ during a single pass with a polar ground station
while dissipating a peak of 50 W in the transmitter. The data-relay optimization showed that the target
throughput of 120 GB/orbit is achievable with both constellations. For the Telesat constellation this
throughput can be achieved using the same energy consumption per orbit as the Dove satellites. The
optimization showed that higher throughputs up to 160 GB/orbit are obtainable within the current state-
of-the-art technologies. Because multiple contact opportunities per orbit may be used, the overall
latency may be reduced, achieving contact with the satellites every 50 minutes. The Telesat design
can use an antenna gain of 36 dBi and a total power dissipation 40 W to obtain the 120 GB/orbit. A
reflect array antenna like the Ka-band one of the ISARA mission [133] would be a perfect fit for this
mission. This Integrated Solar Array Reflect Array combines the surface area of the deployable solar
array with that of the reflect antenna array, allowing for a high gain antenna on a 3U nano-satellite.
By combining the structural design for both the occupied volume shared between the two, and if done
effectively the obtained design would meet all requirements that were set up to meet future needs of
EO small satellite constellations.

Table 9.4: EO use-case data-relay downlink design optimization summary

Requirement Telesat O3b Reference mission

Requirements/Compliance

Throughput per orbit ≥ 120 GB 120.0 GB 121.0 GB 80 GB
Maximum latency ≤ 1.5 h 50 m 30 m 1.39 h
Energy consumption per orbit ≤ 41 kJ 41 kJ 104 kJ 41 kJ

data-relay downlink specifications

Power ≤ 50 W 39.79 W 41.41 W 50 W
Volume fits 1U 1.34 U 3.78 U 1 U
Mass ≤ 2 kg 2 kg 3.42 kg 2 kg

Bandwidth 300 MHz 300 MHz 2x300 MHz (dual pol)
Highest DVB-S2 MODCOD 32-APSK 8/9 FEC QPSK 8/9 FEC 32-APSK 8/9 FEC
Antenna boresight gain 36 dBi 50 dBi 15 dBi
Transmit duty cycle 17.90% 68.63% 14.5%
Pointing limit 17.90% 68.63% 14.5%

The same use-case with the O3b mPOWER MEO constellation can achieve the required through-
put only for 2.5 times the energy consumption per orbit. It also requires a high gain antenna of 50 dBi,
which is achievable with state-of-the-art mesh parabolic reflect antenna however it significantly impacts
the volume (3.78 U) and mass (3.42 kg). This would not fit a 3U nano-satellite and would take up a
significant part of the volume and mass of a 6U nano-satellite. The LEO-to-MEO data-relay concept is
therefore unlikely to be beneficial for the EO use-case.

Table 9.5 shows a summary of the optimization results obtained for the IoT/M2M use-case. In
this use-case the maximum latency experienced for data collected from sensors on the ground is of
importance. The biggest contributor in this latency for the LEO-to-NGSO use-case is the time spend
waiting for the small satellite to come in view of a NGSO constellation satellite. This time can be
reduced by careful selection of the contact opportunities and the target maximum latency was set to
60 seconds. At the same time a higher throughput per orbit to the current state-of-the-art is desired
as the needs for IoT/M2M connectivity will grow. The reference satellite for this use-case is the Hiber
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satellite [54] achieving 400 MB/orbit and achieving contact every 1.4 hours. A throughput requirement
of 2.5 GB/orbit is set for the IoT/M2M use-case.

The Telesat constellation can achieve an upper limit on the maximum latency of 5 minutes. This
upper latency is determined by the gaps in the coverage of the Telesat constellation. The design lever-
ages a low-gain antenna to minimize the pointing required to less than 11% of the orbit, this however
comes at the cost of a slightly higher than targetted power dissipation and energy consumption. The
antenna used in the design has a gain of 4.81 dBi, which can be achieved with a patch antenna design
well fitting the volume and mass budget of the satellite. The design uses a low bandwidth of 5 MHz
with a moderate modulation and coding scheme to spread out the data transmission across the contact
opportunities, thereby using a high transmission duty cycle.

The design with the O3b constellation achieves a latency of an upper limit on the maximum latency
of 9 minutes. The O3b constellation provides a continuous coverage of the orbit, if the optimization
framework allowed for partial passes to be used the latency could be zero. The design with the O3b
constellation uses a high gain antenna of 47.35 dBi which increases the size (3.12 U) andmass footprint
(2.80 kg) of the solution, making it only applicable for 6U satellites or bigger. The design uses a low
transmission power and bandwidth to spread out the data transmission across the contact opportunities
however with the high-gain antenna the pointing duty cycle is 77.50% of the orbit.

Table 9.5: IoT/M2M use-case data-relay downlink design optimization summary

Requirement Telesat O3b Reference mission

Requirements/Compliance

Throughput per orbit ≥ 2.5 GB 2.5 GB 2.7 GB 400 MB
Maximum latency ≤ 60 s 285 s 537 s 1.39 h
Energy consumption per orbit ≤ 16 kJ 90 kJ 70 kJ 16.8 kJ

data-relay downlink specifications

Power ≤ 20 W 27.58 W 18.39 W 20 W
Volume fits 1U 0.98 U 3.12 U fits 1U
Mass ≤ 2 kg 1.13 kg 2.80 kg unknown

Bandwidth 5 MHz 2.0 MHz 8 MHz
Highest DVB-S2 MODCOD 8-PSK 9/10 FEC 32-APSK 9/10 FEC OQPSK
Antenna boresight gain 4.81 dBi 47.35 dBi unkown
Transmit duty cycle 72.6% 77.30% 14.5%
Pointing limit 10.88% 77.30% 14.5%

Recommendations
The data-relay optimization framework showed to produce useful system level designs for the data-

relay downlink for the four scenarios discussed. Besides providing an estimate for the communica-
tion system performance, size, mass and power, the framework can also estimate the constraints on
the small satellite platform to support such a data-relay downlink. The power and energy graphs of
figs. 9.2b, 9.4b, 9.6b and 9.8b can be used to size the power system of the satellite and similarly
figs. 9.2c, 9.4c, 9.6c and 9.8c provides the requirements on the attitude control system or antenna
steering mechanism if used. Vice-versa models for energy generation and consumption, or satellite
attitude control can be used to refine the results of the design optimization. As some of the designs
generated require a high transmission duty cycle, where the transmitter is on for most of the orbit.
This should be well matched with the power generated on the satellite. An energy model that deter-
mines the energy generation and storage over time can be combined with the optimization to include
an operational constraint to not deplete the batteries. If taken a step further the sizing of the solar pan-
els and batteries can be included in the optimization to create a satellite covering optimization model.
Refinements including satellite level design considerations are suggested for future work.

Several model improvements to underlying models of the data-relay optimization framework can be
made. First, a data generation over time model can be implemented. Such a model could for example
depend on the user demand, i.e. more over land/populated areas for the IoT/M2M missions, as is
done in the paper by Del Portillo et. al. [218]. Similarly for the EO missions some ground locations
could be more interesting than others, creating a varying amount of data from the payload over time.
Including such a model would allow for the sizing of the storage on board the satellite and provide a
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more accurate representation of latency in the system if all collected data cannot be downlinked in the
next contact opportunity. Defining such demand models is recommended for future work.

Another aspect that can be improved is the models used for the power dissipation of the modula-
tor. As seen by the IoT/M2M use-case with the O3b constellation, in a low-throughput scenario the
energy consumption is dominated by the modulator power consumption which currently has a 15 W
consumption minimum and therefore will never meet the target energy consumption per orbit when the
data transmission is spread out over the orbit. Refined power consumption models should be consid-
ered as well as low signal-to-noise-ratio modulation schemes such as those in the DVB-S2X standards,
especially to make the LEO-to-MEO concept feasible.

Several modifications are suggested for the operation of the optimization algorithm. The current
framework cannot make good use of the contact opportunities with long overlapping passes, causing
a non-continuous operation in for example the IoT/M2M use-case with the O3b constellation. Different
algorithms should be considered to allow for partial pass usage. In addition, it was found that the
pointing objective in some cases was not sufficient to show the trade-off for different antenna gain
solutions, often favouring the highest allowable antenna gain solution. This can be avoided by adding
an alternative objective that considers antenna mass or size. This would however require improvement
of those models with more data from literature or using an physics related model. A first option that
could be tried is the antenna aperture gain relation, i.e. described in Balanis [189, eq. 4-76].

Finally, a note should be made to bandwidth usage of the solutions. For NGSO operators, user
bandwidth is the primary billable resource and therefore using bandwidth would cost money. The return
link for the NGSO operator would only be used by ground users to upload data which is used to a lesser
extend than downloading through the forward link. However, small satellites using a full uplink user
bandwidth of several hundreds of megahertz will likely impact the mission costs.
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Conclusions and recommendations

Technological advancements and miniaturization of space hardware now allows small satellites,
having amass below 500 kg, to performmissions that used to only suite larger class satellites. However,
low downlink data rates are limiting the scientific and commercial return for small satellite missions.
As the payload capabilities and mission complexity of the small satellites increases, higher payload
downlink capability is required [1], [2] creating the need for higher performing downlink architectures.

This thesis investigated a novel downlink communication architecture for Earth orbiting small satel-
lites in which data is relayed throughNGSO (mega-)constellations. Companies such as Telesat, SpaceX,
OneWeb and O3b are building constellations aimed to provide broadband connectivity from space [3].
Some of their constellation proposals are called mega-constellations by the large number of satellites
used to provide global coverage. The satellites in these NGSO (mega-) constellations have their orbits,
field-of-views, spot beams and frequency re-use schemes optimized for ground coverage. This leaves
gaps in LEO where a small satellite is not in view of the constellation satellite. This results in interest-
ing challenges for the proposed LEO-to-NGSO data-relay downlink system, requiring consideration of
the orbital dynamics between the satellites as well as the the design trade-offs for the communication
system in order to evaluate the concept and estimate its performance. This work was performed in this
thesis, assessing the feasibility of the communication architecture. Two concept small satellite missions
were defined and a design optimization was performed on two target NGSO (mega-)constellations.

The source code of the data-relay orbital simulator and data-relay optimization framework that were
developed in this work are available on Github [26], [204]. Part of the work performed during this thesis
was presented at the 2019 International Astronautical Congress [222]. This paper is added to this
report in appendix A.

10.1. Thesis outcomes
Constellations of small satellites for Earth Observation (EO) and Internet-of-Things

(IoT)/Machine-to-Machine (M2M) communication will drive the need for high performance
downlink solutions from LEO

The first research question of this thesis was set-up to identify which small satellite missions would
benefit from the proposed NGSO data-relay downlink. A literature study into the small satellite market
showed a rapid increase in missions using constellations of small satellites for EO, RS and IoT/M2M.
In these categories, the EO missions are producing a significant amount of data in LEO up to 80 GByte
per orbit per satellite [2] with constellations growing beyond 100 satellites. Recent publications show
that the payload downlink systems on these small satellites are outperforming those on larger class
satellites by size, mass and throughput. It is expected that the need will grow for higher payload down-
link performance for EO and IoT/M2M satellites. The NGSO data-relay downlink investigated in this
work provides a solution to this need by offering a high contact time with the satellites allowing higher
throughput and lower latency.
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Higher altitude LEO mega-constellations or MEO constellations offer the best opportunities
for relaying data from small satellites in LEO.

The second research question of this thesis aimed to answer which NGSO (mega-)constellations would
be suitable for relaying data from small satellites in LEO. The satellites in NGSO (mega-) constellations
operate in LEO region (around 500 to 1500 km altitude) or MEO region (around 8000 to 14000 km). A
visibility and contact time analysis was performed for two typical small satellite orbits, a satellite in a 400
km, 51.6° inclined orbit and a satellite in a 500 km, 97.5° inclined orbit, for six LEO mega-constellations
and two MEO constellations. It was found that the higher altitude LEO mega-constellations, those with
orbital shells at 1500 km altitude, offered coverage with long duration inter-satellite passes. The LEO
mega-constellations with only lower orbital shells around 500 km altitude, offered some coverage at the
400 km altitude orbit, however with contact opportunities of only short durations making the data-relay
link impractical. The MEO constellations offered the longest contact opportunities reaching up to 50
minutes of continuous coverage.

From the eight analysed constellations, two were selected for further investigation. The Telesat
constellation in LEO was chosen because its satellites in 1015 km and 1325 km shells offer a good
coverage with long duration contact opportunities to relay data. The O3b mPOWER constellation was
chosen as the best MEO constellation. It provides an interesting trade-off for the data-relay system.
The constellation provides excellent coverage for small satellites in LEO, however its satellites being
at an altitude of 8062 km has consequences on the link budgets for communications.

Vectorized orbital simulation and multi-objective genetic algorithms allow for a design
optimization of a complex data-relay communication system through mega-constellations

while considering all important parameters.

The third research question was related to designing a framework that could analyse data-relay com-
munication links in a complex dynamic system and use optimization algorithms to optimize the design
of a data-relay downlink for a small satellite mission. This work showed that a vectorized and just-in-
time approach to orbital simulation of (mega-)constellations can be used to analyse the positions of
the satellites for a small time step, i.e. one second, over a long simulation period, i.e. 7 days. This
approach allows for an effective method of finding the line-of-sight satellite pairs for which an inter-
satellite link (or data-relay link) could be established. This capability on-itself allows for the ability to
perform quantitative analysis on the contact opportunities in a LEO-to-NGSO data-relay architecture
using metrics such as spatial coverage, visible satellites over time or contact and gap distributions.

However, to estimate the actual performance of a data-relay downlink additional aspects need to be
considered including communication link budgets and communication component models. Because of
the complex dynamics between the orbit of a LEO satellite and those of NGSO satellites, resulting in
a many contact opportunities to design the system around this becomes a excessive task to perform
manually. This tasks becomes even more excessive if the aim is to show different design trade-offs.
This work showed how a multi-objective genetic algorithm optimization can be used up to perform a
design optimization of a communications system for a small satellite. The optimization framework build
in this work considers all components of the small satellite payload downlink system including the mod-
ulator, modulation and coding scheme, power amplifier and the antenna. The optimization framework
is also able to show the requirements on other satellite subsystems to support a data-relay downlink
such as those on the power system and the attitude determination and control system.

A LEO-to-LEO data-relay downlink with mega-constellations can offer EO small satellite
missions increased throughput per orbit with an equal size, weight and power performance to

the current state-of-the-art.

The fourth research question was set up to find the performances and design characteristics of a NGSO
data-relay downlink for a small satellites. For the EO use-case it was found that an LEO-to-LEO data-
relay downlink with the Telesat constellation would offer a higher throughput per orbit. The current
state-of-the-art small satellite missions can achieve throughputs of roughly 80 GB per orbit using one
polar ground station [2]. The design optimization showed that with the Telesat constellation a throughput
of 120 GB per orbit can be achieved while using the amount of energy per orbit as the state-of-the-art.
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The design for this mission would use a DVB-S2 modulator with three carriers each of 96 MHz
bandwidth aggregated to an overall transmission bandwidth of 300 MHz. Using a 32-APSK modulation
with 9/10 FEC this would result into a maximum data-rate of 950.4 Mbit/s. The power amplifier of the
transmitter would provide a peak output power of 37 dB (5.01 W) resulting into an overall estimated
power dissipation for the transmitter of 46.55 W. The design uses a reflect array antenna providing a
gain of 36 dBi similar to the ISARA mission [133]. This reflect array can be combined with the (back
of) the deployable solar array. The overall solution would use a volume of roughly 1.34 U and have a
mass below 2 kg.

A LEO-to-LEO data-relay downlink with mega-constellations can offer IoT/M2M small satellite
missions increased in throughput per orbit and sub-5 minute latency with an similar size,

weight and power performance to the current state-of-the-art.

For the IoT/M2M use-case it was found that an LEO-to-LEO data-relay downlink with the Telesat
constellation would offer a lower latency and a six times higher throughput per orbit. Current IoT/M2M
small satellite missions use a store-and-forward scheme where the latency, defined as the moment
from which by sensors on the ground to the moment at which this data is available to the user, is pri-
marily determined by the revisit time and the number of ground stations. With one ground station the
upper bound on the latency would be one orbit, roughly 1.5 hours for a typical orbit of such a mission.
The design optimization showed that this latency can be reduced to 5 minutes with the proposed data-
relay downlink architecture. The optimization was also set up to reach a higher throughput than the
current state-of-the-art missions to allow for future growth in IoT/M2M connectivity. A throughput of 2.5
GB per orbit can be achieved however at the costs of a higher energy consumption per orbit.

The design for this mission would also use a DVB-S2 modulator using a transmission bandwidth of
5 MHz. Using a 8-PSK modulation with 9/10 FEC this would result into a maximum data-rate of 9.88
Mbit/s. The power amplifier of the transmitter would provide a peak output power of 36 dB (4.00 W)
resulting into an overall estimated power dissipation for the transmitter of 27.85. This power consump-
tion is similar to the transmitter used on the Hiber nano satellite [54], [185]. The increase in energy
consumption results from the higher transmission duty cycle of 72.6% to achieve a higher contact time
with the satellite and reduce the latency. The solution uses a low gain antenna of 4.58 dBi to mini-
mize the need for pointing to the data-relay satellites, achieving a pointing duty cycle of only 10.88 %,
whereas a single ground station per orbit would result into 14.5 %.

10.2. Recommendations
Incorporate recent work on mega-constellation propagation

Simulating the orbital dynamics of large constellations is an active topic of research. During this
project work by Juan Luis Cano Rodríguez under the OpenSatCom initiative [201] benchmarked several
implementations of the Simplified General Perturbations 4 (SGP4) propagator for cases like many-
satellites-many-dates using parallel multi-core processing. The SGP4 model allows for the use of
two-line element sets and these implementations would be an interesting alternative to the vectorized
implementation of this work. Using these implementations is recommended for future work potentially
as a replacement for the vectorized orbital propagator as an SGP4 propagator would allow for a more
accurate representation of the satellite orbits.

Investigate into on demand models and constraints
In its current state the data-relay optimization framework does not make any assumptions on how

and when data is generated on-board of the small satellite. Depending on themission the payloadsmay
generate more data over land or highly populated area resulting into a non-constant rate of generation.
Specific data downlink demand models should be investigated to create a model that predicts payload
data generation over time. Such a model could for example depend on the user demand, i.e. more
over land/populated areas for the IoT/M2M missions, as is done in the paper by Del Portillo et. al.
[218] and incorporating them into a design optimization as is done in the works of C. Jilla [70], [223],
[224]. Similarly for the EO missions some ground locations could be more interesting than others.
Including such a model would allow for the sizing of the storage on board the satellite and provide a
more accurate representation of latency in the system if all collected data cannot be downlinked in the
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next contact opportunity. Expanding the data-relay optimization framework with such demand models
is recommended for future work.

Expand on operational models and constraints
Besides providing an estimate for the communication system performance, size, mass and power,

the data-relay optimization framework can also estimate the constraints on the small satellite platform
to support a data-relay downlink in terms of power generation and attitude control. Future work can
expand this further and effectively step out of the communications (sub-)system boundary and include
the design considerations of the power sub-system and attitude control and determination sub-system
into the optimization. This would for example allow for determination of the required energy generation
and storage over time depending on the satellite orbit and provide a means to solar panel and bat-
tery sizing on the small satellite. Similarly, together with the refined demand models of the previous
paragraph, the satellite operations can be optimized to maximize mission return.

Refine component parametric models
In its current state the data-relay optimization framework provides an end-to-end framework to op-

timize the (top-level) design parameters of a data-relay downlink downlink. However, some of these
models may be improved in further work. The model used to estimate the power consumption of the
modulator based on performance from literature should be revised as in its current state it dominates
the power consumption for low data-rate high contact time optimization. Similarly the model used to
estimate the size of the antenna, also based on performance from literature, does not well capture par-
ticularly low or high gain designs. It does also not capture advantages in size reduction when moving
to higher frequencies. For both components, a physics related model should be sought allowing for
a better estimate on size, weight and power consumptions over a broader range allowing for better
capturing of trade-offs in the optimization.

Further analyse in low-rate/low-SNR modulation schemes
An area that can currently not be well explored with the data-relay optimization framework is us-

ing low data-rate communication links however with a high contact time, i.e. continuous throughout the
orbit. Several limitations in the current framework made this difficult. Asmentioned in the previous para-
graph, the model used for modulator power consumption becomes dominating for low rate solutions.
Therefore creating a high contact time using a high number of contact opportunities and spreading out
the transmission will not meet a low enough energy consumption. In addition to this change, different
modulation schemes should be considered, such as the very low signal-to-noise schemes in the DVB-
S2X standard. As well as using partial contact opportunity to utilize the continuous coverage provided
by MEO constellations. Doing so might show that a LEO-to-MEO data-relay would be feasible with-
out spending a lot of energy to close the link for the larger distance. Refining the models to show the
trade-offs in such a solution and re-analysing the LEO-to-MEO data-relay is therefore recommended
for future work.

VLEO orbits, bi-directional links and spectrum costs
Finally there are several details and use-cases that could be explored in future work. It was shown

that the LEO mega-constellations having only shells around 500 km would not provide sufficient cover-
age for typical small satellites in LEO. However, with the gaining interest in VLEO missions the concept
with these constellations would become possible as it was shown that there would be some coverage
from these constellations around 400 km altitude.

This work only considered the communication system as a uni-directional data-relay downlink. It
is likely that some bi-directionality is required to perform the link negotiation with the NGSO satellites.
Future work could explore how such a link would look like while remaining compatible with the NGSO
constellations.

Lastly, this work did not consider and spectral or bandwidth costs, rights and/or interference from
other users. Future work should consider these aspects in collaboration with one of the current NGSO
operators to explore the economical feasibility of the concept.
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coverage The percentage of time or per orbit in which communication is available with a ground station
or satellite. 9

cross-over The process of mating two or more parents into new individuals for the next generation
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individual A sample in the design or objective space, characterized by a design vector, that survived
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Keplerian orbit Two-body orbits that follow elliptical paths around the sun. The path of these orbits
are described by the orbit equation eq. (6.9). 58, 59

link parameter The system level parameters such as range, location and velocity during an (inter-
)satellite pass. 7

mean anomaly An auxillary angle that is monotonically increasing to the time-of-fligth and proportional
to the orbital period. 59, 60, 163

mean motion The average angular speed of a body in orbit. 60
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objective function A function that is used to evaluate the fitness of an individual’s scoring against one
or multiple objectives. 107

Pareto front A front of optimal solutions showing the optima towards all objectives. 107
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107
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semi-major axis One of the classical orbital elements equal to half the length of the longest axis of an
elliptica orbit. 58, 163
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solution space The space spanned by all possible solutions in the optimization. 107

survival The process of selecting the best fit individuals that survive to the next generation 107

true anomaly One of the classical orbital elements describing the angle between the orbital position
in the perifocal frame and the apsis line. This quantity is key in describing the orbital position (and
velocity) as function of time. 58–60, 62, 64, 159, 163
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PAPR Peak to Average Power Ratio 117
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RF radio frequency 1–3, 21, 52, 109, 111, 117, 122, 145, 146, 148, 150
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RS Remote Sensing v, 155

SBX simulated-binary cross-over 139

SDR software defined radio 21

SF satellite fixed 52, 72
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TDRSS Tracking and Data Relay Satellite System 31

TRL technology readiness level 21, 25, 27
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Sign Description Unit Ref.
𝐵 bandwidth Hz
𝐸 eccentric anomaly 𝑟𝑎𝑑 [192, p. 159]
𝐺/𝑇 gain-to-noise temperature dBK
𝑀𝑒 mean anomaly 𝑟𝑎𝑑 [192, p. 157-158]
𝑇𝑜𝑟𝑏𝑖𝑡 Orbital period 𝑠
𝑇𝑠𝑖𝑚 Simulation period 𝑠
𝑇𝑠𝑦𝑠 system temperature K
Ω right ascension of the ascending node 𝑟𝑎𝑑 [192, p. 209]
𝜇 gravitational parameter 𝑚3𝑠−2 [192, p. 93]
𝜔 argument of perigee 𝑟𝑎𝑑 [192, p. 209]
𝜃 true anomaly 𝑟𝑎𝑑 [192, p. 79]
𝑎 semi-major axis 𝑟𝑎𝑑 [192, eq. 271]
𝑒 eccentricity of the orbit [195, p. 84]
ℎ angular momentum 𝑘𝑔/𝑚2/𝑠−1 [192, p. 93]
𝑖 inclination 𝑟𝑎𝑑 [192, p. 209]
𝑝 Parameter of the orbit/semi-latus rectum 𝑟𝑎𝑑 [192, eq. 2.53]
GHz Gigahertz
MHz Megahertz

163



This page intentionally left blank.



A
Dissipation of a power amplifier

Given a PA output stage looking like fig. A.1 The power dissipated in the transistor is the product of

RF 
matching
network

Figure A.1: Simplified output stage of a power amplifier

the current through the transistor 𝑖(𝑡) and the voltage across the transistor 𝑣(𝑡):

𝑃𝐷(𝑡) = 𝑖(𝑡) ⋅ 𝑣(𝑡) (A.1)

= 1
𝑍𝑙𝑜𝑎𝑑

(𝑉𝑠 − 𝑣(𝑡)) 𝑣(𝑡) (A.2)

Now assuming 𝑣(𝑡) is a modulated sinusoidal with slow1 time-varying amplitude 𝐴 and phase 𝜙, biased
around point 𝛽:

𝑣(𝑡) = 𝐴 sin(2𝜋𝑓𝑐𝑡 + 𝜙) + 𝛽 (A.3)

𝑃𝐷(𝑡) =
1

𝑍𝑙𝑜𝑎𝑑
(𝐴 sin(2𝜋𝑓𝑐𝑡 + 𝜙) + 𝛽) (𝑉𝑠 − (𝐴 sin(2𝜋𝑓𝑐𝑡 + 𝜙) + 𝛽) (A.4)

= 1
𝑍𝑙𝑜𝑎𝑑

(𝑉𝑠 (𝐴 sin(2𝜋𝑓𝑐𝑡 + 𝜙) + 𝛽) − (𝐴 sin(2𝜋𝑓𝑐𝑡 + 𝜙) + 𝛽)
2) (A.5)

1Slow with respect to the period of the carrier frequency.
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166 A. Dissipation of a power amplifier

Then over a single period, the power dissipation is only dependent on the amplitude 𝐴 and the bias
point 𝛽:

𝑃𝐷(𝐴, 𝛽) =
1

𝑍𝑙𝑜𝑎𝑑
1
2𝜋 ∫

2𝜋

0
𝑉𝑠 (𝐴 sin(𝑥 + 𝜙) + 𝛽) − (𝐴 sin(𝑥 + 𝜙) + 𝛽)

2 𝑑𝑥 (A.6)

= 1
𝑍𝑙𝑜𝑎𝑑

1
2𝜋 (𝜋(2𝛽(𝑉𝑠 − 𝛽) − 𝐴

2)) (A.7)

= 1
𝑍𝑙𝑜𝑎𝑑

1
2𝜋 (2𝜋(𝛽(𝑉𝑠 − 𝛽) −

𝐴2
2 )) (A.8)

= 1
𝑍𝑙𝑜𝑎𝑑

(𝛽(𝑉𝑠 − 𝛽) −
𝐴2
2 ) (A.9)

Now taking the bias-point to be half-way between the transistors knee voltage and supply voltage and
defining 𝛾 = 𝛽/𝑉𝑠:

𝛽 = 𝑉𝑘 +
1
2(𝑉𝑠 − 𝑉𝑘) =

1
2(𝑉𝑠 + 𝑉𝑘) (A.10)

𝛾 = 𝛽
𝑉𝑠
= 1
2 (1 +

𝑉𝑘
𝑉𝑠
) (A.11)

𝑃𝐷(𝐴, 𝛾) =
1

𝑍𝑙𝑜𝑎𝑑
(𝛾 ⋅ 𝑉𝑠 (𝛾 ⋅ 𝑉𝑠 − 𝑉𝑠) −

𝐴2
2 ) (A.12)

= 1
𝑍𝑙𝑜𝑎𝑑

(𝛾 ⋅ 𝑉2𝑠 (𝛾 − 1) −
𝐴2
2 ) (A.13)

= 𝑉2𝑠
𝑍𝑙𝑜𝑎𝑑

(𝛾(𝛾 − 1) − 𝐴2
2𝑉2𝑠

) (A.14)

To avoid clipping the amplitude should stay below 𝐴 ≤ 0.5(𝑉𝑠 − 𝑉𝑘). Defining a normalized instanta-
neous amplitude 𝑎 = 𝐴/𝑉𝑠 gives the power dissipation profile:

𝑎 = 𝐴
𝑉𝑠

𝑎𝑚𝑎𝑥 =
1
2(𝑉𝑠 − 𝑉𝑘) = 1 − 𝛾 (A.15)

𝑃𝐷(𝑎, 𝛾) =
𝑉2𝑠
𝑍𝑙𝑜𝑎𝑑

(𝛾(𝛾 − 1) − 𝑎
2

2 ) 0 ≤ 𝑎 ≤ 1 − 𝛾 (A.16)

Finally, the proportionality constant 𝐾𝑃𝐴 is defined by the specific load line and supply voltage used to
obtain the result in [210, eq. 3] and eq. (8.33):

𝐾𝑃𝐴 =
𝑉2𝑠
𝑍𝑙𝑜𝑎𝑑

(A.17)

𝑃𝐷(𝑎, 𝛾) = 𝐾𝑃𝐴 (𝛾(𝛾 − 1) −
𝑎2
2 ) 0 ≤ 𝑎 ≤ 1 − 𝛾 (A.18)
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Abstract 

 

Nano-satellite IoT/M2M missions are gaining popularity in recent time. Various companies have launched their 

pilot missions last year in 2018 and all these companies intend to place a constellation in (V)LEO that can communicate 

with low power sensors on the ground (sometimes remote locations) and relay it back to the end-user who is monitoring 

these sensors. This paper discusses two possible architectures of using nano-satellites for low latency IoT/M2M, by 

presenting information such as, number of satellites needed, number of orbital planes needed and communication 

strategy. The first proposed architecture will comprise of a self-sustaining network of nano-satellites that communicate 

with low power, low data-rate sensors on the ground and relay the data to rest of the nano-satellites in the network 

using inter-satellite links, which is downlinked by a nano-satellite that is in the view of a ground station that is 

connected to IMT. The second proposed architecture will use nano-satellites to communicate with low power, low 

data-rate sensors on the ground and relay it to satellites that intend to provide internet from space (Mega-constellation). 

The internet constellations considered in this study for the second architecture are: Telesat’s constellation, SpaceX’s 

Starlink, OneWeb’s constellation, Astrome’s SpaceNet constellation and Audacy’s constellation. Using both these 

architectures, it can be seen that the latency can be reduced considerably. 

Keywords: IoT, latency, nano-satellite, inter-satellite link, (mega-)constellation 

 

Acronyms/Abbreviations 

DSA Delay Sensitive Application 

DTA Delay Tolerant Application 

FoV Field of View 

GEO Geostationary Orbit 

IMT International Mobile Telecommunication 

IOMT Internet of Military Things 

IoRT Internet of Remote Things 

IoT Internet of Things 

ISL Inter-Satellite Link 

LEO Low Earth Orbit 

M2M Machine to Machine 

MEO Medium Earth Orbit 

NGSO Non Geo Stationary Orbit 

RF Radio Frequency 

SSO Sun Synchronous Orbits 

UTCG Universal Time Coordinated in Gregorian 

format 

VLEO Very Low Earth Orbit 

 

1. Introduction 

1.1 Motivation 

Nano-satellite missions aimed at providing 

connectivity for Internet of Things (IoT)/Machine-to-

Machine (M2M) applications are gaining popularity. 

Companies such as Hiber, Fleet, Lacuna Space and 

Kepler are planning to put constellations of nano-

satellites into Low Earth Orbit (LEO) or Very Low Earth 

Orbit (VLEO) that can connect with sensors world-wide 

[1-4]. The nano-satellites in these missions collect data 

from remote locations on Earth that do not have other 

means of connectivity and forward it to ground stations 

connected to the internet. 

With the capabilities of nano-satellites increasing the 

communication architectures for these satellites also 

increases in complexity. Nano-satellite technology exist 

that allows the nano-satellites to downlink their data at 

gigabit speeds at high frequencies where more bandwidth 

is available [5]. Some of the nano-satellite constellations 
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are planning to use Inter-Satellite Links (ISLs) to create 

a network in between the satellites of the constellation. 

For example the nano-satellites in the constellation of 

Kepler will be using Radio Frequency (RF) ISLs at Ka-

band frequencies [4]. Also hardware for optical 

communication is being developed at this moment [6]. 

At the same time another revolution in satellite-based 

connectivity is going on with the rise of the Non-

Geostationary Orbit (NGSO) satellite constellations that 

aim to provide global broadband connectivity from space. 

The networks created by the constellations of Telesat, 

SpaceX and OneWeb (also called “mega-constellations” 

because of their number of satellites) could achieve a 

high total system throughput [7]. This throughput is an 

order of magnitude higher than what can currently be 

achieved with the highest data rate communication 

systems for nano-satellites.  

However, these constellations are focussed on 

providing broadband connectivity involving high data 

rates at high frequencies and require the user to have 

parabolic dishes of around half a meter or some 

equivalently phased array antenna system [8, 9]. These 

requirements are less appropriate for IoT/M2M 

applications. Where there is a focus on low power, low 

data rate and low frequency. An option could be to let the 

nano-satellites communicate with the IoT/M2M 

applications and relay the data through large NGSO 

satellite constellations.  

This paper discusses two communication 

architectures for IoT/M2M nano-satellite missions. The 

first architecture considers a self-sustaining network of 

nano-satellites that communicate with low power, low 

data-rate sensors on the ground. After receiving the data, 

the nano-satellites will relay the data to rest of the nano-

satellites in the constellation using ISLs. The data will be 

eventually downlinked by a nano-satellite that is in view 

of an International Mobile Telecommunication (IMT) 

connected ground station. In the second architecture the 

nano-satellites instead relay their data to a higher NGSO 

constellation that intends to provide global broadband 

connectivity from space.  

1.2 Paper objectives 

The main objective of this paper is to perform a first 

order comparison between two communication 

architectures for nano-satellites in IoT/M2M mission 

from a latency perspective; one architecture using a self-

sustaining network of nano-satellites, the other using 

higher NGSO satellites to relay data. Later studies, for 

which this study forms the basis, will investigate the 

requirements for the RF communication systems in each 

of the architectures and estimate their total throughput. 

This paper will also introduce a purpose build NGSO 

data relay simulator that is used to find a first order 

estimation of the availability of a data relay between a 

nano-satellite and a higher orbit NGSO constellation. 

1.3 Paper structure 

This paper is structured as followed: Section 2 will 

give a description of the two IoT/M2M communication 

architectures, IoT/M2M use-cases and protocols and will 

discuss the NGSO satellite constellations that are 

considered to use as a data relay; Section 3 describes the 

models used to compute and compare the latency of the 

two communication architectures; Section 4 will present 

the results of the latency analysis of the two architectures. 

Section 5 will compare the two architectures; and Section 

6 will present the conclusions. 

2. IoT/M2M mission architecture overview 

This section gives a description of the two proposed 

architectures, it will present some IoT/M2M applications 

and communication protocols and it will give a 

description of the NGSO constellations that were 

considered for the data relay architecture.  

2.1 Description of architectures 

In this work two architectures for nano-satellite 

IoT/M2M mission are considered; a self-sustaining 

constellation of nano-satellites and a constellation of 

nano-satellites that uses higher NGSO constellations to 

relay data. 

Fig. 1 shows an illustration of the self-sustaining 

nano-satellite constellation architecture. In this 

architecture the nano-satellites in (V)LEO communicate 

with the low data-rate IoT/M2M users on the ground 

using common IoT/M2M communication standards. The 

constellation is self-sustaining because of the network the 

satellites create using ISLs. This self-sustaining network 

allows the satellites to relay the received data to the rest 

of the nano-satellites in the network. The data is 

eventually downlinked by a nano-satellite that is in view 

of a ground station connected to IMT. 

 
Fig. 1. Illustration of a self-sustaining nano-satellite 

IoT/M2M constellation [10]. 

Fig. 2 shows an illustration of the nano-satellites 

constellation that uses higher NGSO data relays. Like the 

first architecture the nano-satellites in (V)LEO also 

communicate with the IoT/M2M users on the ground. 

However, instead of having a network with ISLs the 

nano-satellites can individually relay the data through 
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NGSO constellations. In this architecture the nano-

satellite constellation can take advantage of the large 

throughput that NGSO constellations offer. After 

relaying the data routing and downlinking the data is 

taken care of by the NGSO constellation.  

The Velox-II satellite has already demonstrated this 

type of relay to a geostationary orbit (GEO) data relay 

satellite [11, 12]. In addition, the Commcube 1 satellite 

will attempt to communicate with the GlobalStar 

constellation [13]. 

 

Fig. 2. Illustration of a nano-satellite IoT/M2M 

constellation using NGSO constellations to relay data 

[10]. 

2.2 Use cases and latency requirements 

This section provides an overview of IoT/M2M use-

cases based on literature in [14-18] and their latency 

requirements. The IoT applications can be broadly 

classified into delay tolerant applications (DTA) and 

delay sensitive applications (DSA). The DSA use-cases 

typically have a latency requirement in the order of few 

milliseconds to seconds [16]. These applications include 

smart homes applications, Internet of Military Things 

(IOMT), Internet of Remote Things (IORT) in smart 

grids. The DTA use-cases tolerate larger latency and can 

be categorized as high and moderately high latency 

applications which are in the order of few minutes to 

hours.  

The energy/smart grid use case is described in [16] 

with a detailed analysis on the latency requirements. 

With the advancements in automation of the power grids 

aspects such as timely communication of monitoring 

information, controlling and transmission of emergency 

alarms becomes crucial. The data traffic types for this 

use-case are; network monitoring (packets of 32 bytes), 

network alarms (packets of 60 bytes), control commands 

(packets of 60 bytes) and coordination traffic (packets of 

1000 bytes). Among these types the network alarm 

packets have the lowest latency requirements, in the 

order of less than 1 second. Coordination traffic is less 

stringent with a latency requirement of 90 seconds. For 

use-cases such as geological disaster monitoring and 

weather forecasting, the latency requirement is moderate 

in the order of seconds and considered “Moderately low 

latency”. IoT through satellites can play a very crucial 

role in e-health care and elderly assistance especially in 

remote locations. The latency requirement for this use-

case can be low when emergency alerts need to be sent 

from user terminal to an emergency room but may still 

be larger than 1 second. IoMT is another use-case where 

secure and reliable near real-time communication could 

be an significant advantage [18]. 

The DTA use-cases do not have a very stringent 

requirement on latency. One such use-case is logistics, 

transportation and asset tracking. The frequency of data 

collection from the user terminals for this use-case can be 

in the order of hours. The main advantage of using 

satellite based IoT for such an application is the larger 

coverage and access to remote locations for example 

oceans when tracking ships. Another use-case where 

satellites can play a key role is smart agriculture/farming.  

Table 1 Overview of IoT/M2M use cases and their latency requirements. 

 Service sector Location Devices Requirement Ref. 

D
S

A
 

Energy/Smart grid Power generation (distributed over large 

geographical areas), sub-stations, smart 
metering.  

Solar panels, windmills, 

Distribution centers and 
substations, power meters 

Near real-time [16] 

Geologic disaster 

forecasting and weather 
monitoring  

Disaster prone areas (earthquake, volcano), 

coastal areas, river beds, large forest covers. 

Distributed electro-mechanical, 

Temperature monitoring.  

Moderately low 

latency  

[15] 

Healthcare and elderly 

assistance 

Homes located in urban and remote 

locations, Hospitals, Elderly homes. 

Electro-medical sensors Moderately low 

latency 

[14, 17] 

Internet of Military 

Things (IOMT) 

Logistics, weapon support, environment 

monitoring, ISR and C2. 

Radars, imaging sensors, Sonars, 

RFID 

Near real-time [18] 

D
T

A
 

Logistics and 

transportation 

Maritime, Aeronautical, Airports, harbors. Vessels, cargo and passenger 

aircrafts, terrestrial 

communication infrastructure.  

Moderately high 

latency  

[14] 

Smart 

farming/agriculture 

Large cattle farming areas spread into 

remote locations, Large agricultural areas  

Cattle tracking and health 

monitoring, soil moisture 

monitoring.  

High latency  

Environment 

monitoring  

Large forest areas, Mountains Tracking wild animals and 

endangered species 

High latency [14] 
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In the case of agriculture, various types of sensors 

could be deployed over a large land area to monitor the 

health of the crop and moisture content to improve the 

yield. Similarly, in the case of farming, cattle tracking, 

and monitoring could be challenging when spread over 

very large area, in such cases satellite based IoT can help 

with the advantage of large coverage. Since this type 

“monitoring and tracking” type of data is not expected to 

change with-in a short period of time, the latency 

requirement for this application is assumed to be in the 

order of thrice to four times a day (6 to 8 hours). A similar 

use-case with a similar latency requirement is tracking 

wild and endangered species in large forest areas. 

Table 2 summarizes the latency requirement 

classifications and their corresponding data type that is 

communicated through the user terminal. It can be 

inferred that emergency and protection related service 

information need low latency/near-real time 

requirements, controlling and monitoring needs 

moderately low latency, monitoring information from 

fast moving objects need moderately high latency and 

tracking information from slow moving objects can have 

high latency.   

Table 2. Overview IoT/M2M communication protocols 

 Data delivery duration  Data types 

DSA 

Near real time < 1 s - Emergency services 

- Protection 

Moderately low 
latency 

1 to 90 s - Controlling 
- Monitoring 

DTA 

Moderately high 

latency 

< 1 h - Monitoring & tracking 

(fast moving objects) 

High latency 6 to 8 h  - Monitoring & tracking  

(slow moving objects) 

2.3 IoT/M2M communication standards 

Looking at existing IoT standards is fundamental to 

better define the final constellation performances, both in 

terms of latency and throughput. First it is important to 

define which current IoT standard would lead to the best 

performances on a ground to space link. It is important to 

note that implementing an IoT network in space aims 

mainly at a global coverage and this could be complex 

given that most services operate on country-specific 

bands and sometimes protocols (mainly driven by pre-

existing spectrum allocations). 

As shown in Table 3, five main IoT standard have 

been analysed [19]: the most important characteristics for 

our analysis are the communication band, the data 

throughput, transmission latency (seen as the time 

required to transmit the smallest information unit) and 

eventual characteristics that would make the standard 

difficult to implement in a space-based receiver. 

LoRa is a very popular standard for IoT devices 

employing a chirp spread spectrum modulation: this 

makes the signal quite insensitive to narrow-band 

interferers and provides high de-spreading gains, 

allowing a low-power implementation. LoRa is based on 

an open network definition, allowing independent 

suppliers to implement it. This also allowed the 

successful demonstration of space reception of ground 

nodes [20], making it one of the prominent choices for 

the constellation described in this paper.  

SigFox [21], on the contrary, is based on a closed 

network infrastructure and, so far, saw no in-space 

demonstration. SigFox also shows a very narrow-band 

implementation that could suffer from interference when 

received from space (due to the much wider number of 

nodes that can be received from space). 

NB-IoT and LTE-M [22] have been implemented to 

coexist with 4th generation cellular networks, making 

them very suited for high bandwidth applications (still 

with respect to small sensors) but hard to implement on a 

space receiver (mainly due to the modulation selection 

and the round-trip-time constraints, typical in cellular 

phones. 

Iridium Edge requires a special mention as it is the 

only protocol designed for space applications but, being 

used already in a LEO constellation, would not fit the 

constellation being targeted in this article. 

 

2.4 Overview of NSGO constellations 

For the second architecture the NGSO constellations 

considered in this work are: Telesat’s LEO constellation, 

SpaceX’s Starlink LEO constellation, OneWeb’s LEO 

constellation, Astrome’s SpaceNet constellation and 

Audacy’s MEO relay constellation. Some of these NGSO 

constellations are considered “mega-constellations” due 

to their large number of satellites. Table 4 shows an 

overview of these NGSO constellations.

Table 3. Overview IoT/M2M communication protocols 

Protocol Frequency Bandwidth Protocol Latency Mode Bitrate Notes 

LoRa(WAN) 433 MHz,  

868 MHz,  

915 MHz 

125 kHz,  

250 kHz,  

500 kHz 

0.1 – 3 s Half-duplex 0.25 - 11 kbps Demonstrated Ground to LEO with 125 

kHz bandwidth 

NB-IOT 617 – 2200 MHz 180 kHz 10 ms Half-duplex 62 kbps  

Sigfox 868 MHz 

902 MHz 

600 Hz 330 ms Half-duplex 600 bps Closed standard, low power and narrow 

band 

LTE-M  1.4 MHz 100 ms Half-duplex < 1 Mbps LTE compatible, designed for cellular 
networks  

Iridium Edge 1621 MHz - - Half-duplex 2400 bps Designed for space applications 
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For analysing the latency of the data relay 

architecture of interest are the number of satellites, their 

orbital parameters and their fields of view (FoVs). In a 

later study that will focus on the design of the RF system 

on the nano-satellite the user frequency bands, user 

bandwidth and user beam types are of interest.  

The next sections will shortly describe the properties 

of each of the NGSO constellations based on their FCC 

filings and published materials. An extensive discussion 

of the orbital configurations and beam patterns of 

Telesat’s, OneWeb’s and SpaceX’s constellations can 

also be found in [7]. 

2.4.1 Telesat LEO constellation 

In November 2016 Telesat Canada filed its first 

application for a LEO constellation of 117 satellites 

operating in Ku/Ka-band [23]. In March 2017 Telesat has 

requested approval for a seperate LEO constellation 

operating in V-band [24]. 

This study considers Telesat’s initial LEO 

constellation as defined in [23]. The 117 satellites in this 

constellation are placed in 11 orbital planes. Of these 

orbital planes six are circuit polar orbits at 1000 km, 

99.5° inclination with each 12 satellites per plane and five 

are circular inclined orbits at 1200 km, 37.4° inclination 

with each 9 satellites per plane. Fig. 3 shows Telesats 

LEO constellation inside the NGSO relay simulator. The 

figure also shows a nano-satellite in a 500 km polar orbit 

with an ISL to one of the Telesat satellites as reference. 

 
Fig. 3. Telesat LEO constellation inside the NGSO relay 

simulator together with a nano-satellite. The figure 

shows Telesat’s polar orbits (blue) and inclined orbits 

(red), and the nano-satellite orbit (cyan) around Earth 

Each of Telesat’s satellites will serve users that can 

see the satellite down to an elevation angle of  10° [23]. 

This gives a FoV of ±58.34° for the 1000 km orbits and 

±55.43°  for the 1248 km orbits. Users will initiate 

communication with the satellite through the satellites 

fixed wide-area beam. After the initiation the satellite 

will provide the communication with the user with its 

shapeable and steerable user-beams of which there are at 

least 16 available on each satellite. 

The user uplink band is 17.8 – 20.2 GHz (Ka-band) 

with a theoretical maximum bandwidth of 500 MHz. The 

user downlink band is 27.5 – 30 GHz with a theoretical 

maximum bandwidth of 850 MHz. The constellation uses 

optical ISLs that allows any two adjacent satellites to 

communicate regardless of their orbital planes. This 

allows a satellite to forward its data to a satellite that is in 

view of an internet connected ground station. 

2.4.2 SpaceX Starlink LEO constellation 

In November 2016 SpaceX filed its first application 

for a LEO constellation of 4425 satellites [25]. In March 

2017 SpaceX has requested approval for a VLEO 

extension to this constellation with an additional 7518 

satellites [26]. In November 2018 SpaceX requested to 

modify the altitude of the satellites in the lowest shell of 

satellites in the original constellation of 4425 satellites to 

550 km [27] and change the number of planes and 

satellites per plane in this lower shell in later in August 

2019 [28]. 

This study considers the LEO part of the constellation 

of SpaceX as defined in [28]. The 4409 satellites in this 

constellation are placed in five (spherical) orbital shells. 

The first shell at 550 km altitude has 72 planes at 53.0° 

inclination with each 22 satellites per plane.  

The second shell at 1110 km altitude has 32 planes at 

53.8° inclination with each 50 satellites per plane. The 

third shell at 1130 km has 8 planes at 74.0° inclination 

with each 50 satellites per plane. The fourth shell at 1275 

km has 5 planes at 81.0° inclination with each 75 

satellites per plane. The fifth and final shell in the LEO 

constellation at 1325 km altitude has 6 planes at 70.0° 

inclination with each 75 satellites per plane. Fig. 4 shows 

SpaceX’s LEO constellation inside the NGSO relay 

simulator. The figure also shows a nano-satellite in a 500 

km polar orbit with an ISL to one of the SpaceX’s 

satellites as reference. 

 
Fig. 4. SpaceX Starlink LEO constellation inside the 

NGSO relay simulator together with a nano-satellite. 

The figure shows Starlink’s 550 km orbits (blue), 1100 

km orbits (orange), 1130 km orbits (green) and 1325 km 

orbits (red), and the nano-satellite orbit (cyan) around 

Earth 
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After full deployment of the constellation each 

satellite will serve users that can see the satellite down to 

an elevation angle of 40° [25]. This gives an FoV of 

±44.85° for the 550 km altitude satellites (also specified 

in [27]),  ±44.85° for the 550 km altitude satellites, 

±40.72° for the 1110 km altitude satellites, ±40.59° for 

the 1130 km altitude satellites, ±39.67° for the 1275 km 

altitude satellites and ±39.67° for the 1325 km altitude 

satellites. The SpaceX satellites use steerable and 

shapeable user beams of which there are at least 8 

available on each satellite [25]. 

The user uplink band is 12.75 – 14.5 GHz with a 

theoretical maximum bandwidth of 500 MHz. The user 

downlink band is 27.5 – 30 GHz with a theoretical 

maximum bandwidth of 1 GHz. The SpaceX satellites 

will use optical inter-satellite links between the satellites 

in the constellation [25]. 

2.4.3 OneWeb LEO constellation 

In April 2016 OneWeb filed its first application for a 

LEO constellation of 720 satellites [8]. In March 2017 

OneWeb filed an application for a V-band extension to 

the constellation with 1280 satellites in MEO when fully 

deployed [29]. In March 2018 OneWeb requested to 

double the number of planes in the initial LEO 

constellation to 36 and the number of satellites per plane 

to 55 increasing the total amount of satellites to 1980 [30]. 

However in an December 2018 interview OneWeb’s 

founder said the company is scaling back the LEO 

constellation to around 600 satellites [31]. 

This study considers OneWeb’s initial LEO 

constellation of 720 satellites as defined in [8] because of 

the intent of the company to scale back the constellation. 

This constellation would have 18 polar orbital planes at 

an altitude of 1200 km and an inclination of 87.9° with 

40 satellites per plane [28]. Fig. 5 shows OneWeb’s 

initial LEO constellation inside the NGSO relay 

simulator. The figure also shows a nano-satellite in a 500 

km polar orbit with an ISL to one of the OneWeb’s 

satellites as reference. 

 
Fig. 5. OneWeb’s initial LEO constellation inside the 

NGSO relay simulator together with a nano-satellite. 

The figure shows OneWeb’s orbits (blue), and a nano-

satellite orbit (cyan) around Earth. 

Each of OneWeb’s satellites will serve users that can 

see the satellite down to an elevation angle of 55° [28]. 

This gives the 1200 km altitude satellites an FoV of ± 

40.14°. The 16 user beams of OneWeb’s satellites are 

however fixed and elliptical, therefore a circular FoV is 

a simple approximation of the actual FoV.  

The user uplink band is 14.0 – 14.5 GHz with a 

bandwidth of 125 MHz. The user downlink band is 10.7 

– 12.7 GHz with a bandwidth of 250 MHz. The OneWeb 

satellites do not have an inter-satellite link and should 

therefore always be in line of sight of a ground station. 

2.4.4 Astrome SpaceNet 

Astrome’s has not filed FCC filings for its 

constellations yet. However they released two papers 

related to their constellation design in June 2019 [9] and 

July 2019 [32].  

 
Fig. 6. Astrome SpaceNet constellation inside the 

NGSO relay simulator together with a nano-satellite. 

The figure shows SpaceNet’s orbits (blue), and a nano-

satellite orbit (cyan) around Earth. 

Astrome’s SpaceNet constellation is designed to 

provide coverage between ±38° latitude with 198 

satellites from LEO [32]. The constellation has 11 orbital 

planes at an altitude of 1530 km and an inclination of 30° 

with each 18 satellites per plane [9]. Fig. 5 shows 

Astrome’s LEO constellation inside the NGSO relay 

simulator. The figure also shows a nano-satellite in a 500 

km polar orbit with an ISL to one of the Astrome’s 

satellites as reference. 

Each of Astrome’s satellites has a FoV of ±37° and 

uses digital beam forming to create multiple steerable 

spot beams [9].  

The user uplink band is 81.0 – 86.0 GHz and the user 

downlink band is 71.0 – 76.0 GHz. Each satellite will 

have six RF inter-satellite links at 66.0 – 71.0 GHz to 

communicate with all neighbouring satellites [9].  

2.4.5 Audacy MEO constellation 

In December 2016 Audacy filed its application for a 

MEO constellation of 3 satellites [33]. Audacy’s 

constellation is the only one considered in this work that 

is not aimed at providing connectivity on earth from 
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space. Instead their MEO constellation is specifically 

designed as a data relay constellation for spacecraft in 

LEO.  

The constellation consist of three satellites with at 

13900 km at 25° inclination spaced 120° apart [33].  Fig. 

7 shows Audacy’s MEO constellation inside the NGSO 

relay simulator. The figure also shows a nano-satellite in 

a 500 km polar orbit with an ISL to one of the Audacy’s 

satellites as reference. 

 

 
Fig. 7. Audacy’s data relay MEO constellation inside 

the NGSO relay simulator together with a nano-satellite. 

The figure shows Audacy’s orbits (blue), and a nano-

satellite orbit (cyan) around Earth. 

The relay satellites have a split FoV with an inner ring 

and an outer ring that are filled with spot beams. The 

inner ring is nadir pointing while the outer ring surrounds 

the earth up to 1500 km. The gaps in between the two 

beams of one relay satellite is filled with that of the other 

two [33]. Estimated from the figures in the FCC filing the 

FoV of the inner ring is approximately ±16.55° and the 

outer ring is from approximately 18.29° to 21.22°. 

The relay satellites operate in K-band and V-band, the 

user uplink and downlink bands are 22.95 – 33.00 GHz 

with a maximal bandwidth of 600 MHz. The relay 

satellites also have dedicated spot beams for advanced 

users in a 10000 km field of view. The uplink and 

downlink bands are 22.55 – 32.8 GHz with a maximal 

bandwidth of 500 MHz for a single user. The relay 

satellites have RF inter-satellite links in the V-Band to 

forward data if one of the satellites cannot establish a 

connection to a ground station  [33]. 

2.4.6 NGSO constellation discussion 

The constellations of Telesat, SpaceX, OneWeb and 

Astrome all aim to provide broadband connectivity on the 

surface of the earth from space. The constellations of 

Telesat SpaceX and OneWeb aim to do so globally but 

with a vastly different number of satellites, orbital 

configurations and beam types as can be seen in Table 4. 

SpaceX having the largest number of satellites also has 

the overall highest number of satellites in line of sight 

from earth as was shown by [7]. 

These first four constellations are however optimized 

to provide ground coverage. Of the considered 

constellations for this work all except Audacy’s aims to 

provide broadband connectivity on the surface of the 

earth from space. Fig. 8 shows a comparison of the FoVs 

of the satellites in each of the constellations projected on 

earth. Because of the limited FoVs of the satellites this 

means that at higher altitudes gaps in the coverage may 

exist. 

 
Fig. 8. Overlay of FoVs of NGSO satellites of Telesat 

LEO (blue), SpaceX Starlink (red), OneWeb LEO 

(orange), Astrome SpaceNet (purple) and Audacy 

(green). Dashed lines are the FoVs of the lowest altitude 

satellites in the constellation. 

3. Methodology and model description 

This section describes the methodology that was used 

to estimate the latency performance of IoT/M2M 

missions of the two communication architecture concepts. 

Fig. 9 and Fig. 10 show the models developed (grey-

shaded rounded boxes) and the inputs (white boxes) and 

outputs (text) for the self-sustaining nano-satellite 

constellation architecture and the NGSO constellation 

relay architecture respectively. The dashed models are 

planned for future research. 

Several elements contribute to the overall latency of 

the communication architecture. The latency considered 

in this paper is defined as the time between an IoT/M2M 

application having generated data and the time it took for 

the nano-satellite constellation to have forwarded this 

data to an IMT connected ground station. 

The analysis of this paper is starts with a basic model 

for the nano-satellite constellation design that uses polar 

orbits. The number of satellites and number of planes in 

this constellation is chosen in such a way that the revisit 

time 𝑡𝑟𝑒𝑣𝑖𝑠𝑖𝑡 , the time it takes for a location on earth to 

come in the FoV of the constellation is zero. In other 

words, it is optimized that every location on earth has can 

see at least one nano-satellite within a minimum 

elevation. 
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Table 4. Information of considered NGSO constellations for data relay 

Constellation Altitude 𝒊 Number of: User bands & (User bandwidth) User beam 

Type 

FoV 

   Planes Sats/Plane Sats  Uplink Downlink  

Telesat LEO 
1000 km 

1248 km 

99.5° 

37.4° 

6 

5 

12 

9 
117 

17.8 – 20.2 GHz  

(≤ 500 MHz) 

27.5 – 30 GHz 

(≤ 850 MHz) 

Steerable & 
shapeable spot 

beams 

± 58.34° 

± 55.43° 

SpaceX Starlink LEO 

550 km 
1110 km 

1130 km 

1275 km 
1325 km 

53.0°  
53.8° 

74.0° 

81.0° 
70.0° 

72 
32 

8 

5 
6 

22 
50 

50 

75 
75 

4409 
12.75 – 14.5 GHz 
(≤ 500 MHz) 

10.7 – 12.7 GHz 
(≤ 1 GHz) 

Steerable & 

shapeable spot 

beams 

± 44.85° 
± 40.72° 

± 40.59° 

± 39.67° 
± 39.36° 

OneWeb LEO (2016) 1200 km 87.9° 18 40 720 
10.7 – 12.7 GHz 

(250 MHz) 

14.0 – 14.5 GHz 

(250 MHz) 

Fixed elliptical 

beams 
± 40.14° 

Astrome Spacenet 1530 km 30.0° 11 18 198 
81.0 – 86.0 GHz 

(< 500 MHz) 

71.0 – 76.0 GHz 

(< 500 MHz) 

Digital beam-

forming spot 
beams 

± 37.00° 

Audacy 13900 km 25.0° 3 1 3 
22.95 – 33.0 GHz 

(<= 600 MHz) 

22.95 – 33.0 GHz 

(<= 600 MHz) 
Spot beams 

1)±21.22° 

 

1) There is a gap in the FoV of the relay satellites of Audacy between 16.55° and 18.29° 

The user uplink model considers the time it takes to 

uplink the data, 𝑡𝑢𝑝𝑙𝑖𝑛𝑘, from the IoT/M2M application to 

the nano-satellite. This paper provides some examples for 

this latency using the protocols presented in section 2.3  

For the first architecture, using the self-sustaining 

network between the nano-satellites, the rest of the 

latency is determined by the routing through the network, 

𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 . This number is determined by the routing 

strategy in the network, the propagation and processing 

time from satellite to satellite and the time it takes to 

downlink the data 𝑡𝑝𝑟𝑜𝑝,𝑑𝑙. 

For the second architecture, using higher NGSO 

constellations for data relay, there is an additional 

element that causes latency. Namely the time it takes for 

the nano-satellite to come within FoV of the NGSO 

satellite. To find this delay time 𝑡𝑑𝑒𝑙𝑎𝑦 , the orbital 

dynamics between the nano-satellite and the higher 

NGSO constellation are simulated. From this simulation 

the availability of a data relay between the nano-satellite 

and an NGSO satellite is extracted. The final delay for 

this architecture is determined by the routing speed of the 

NGSO constellation. For this latency advertised numbers 

of the NGSO constellations are taken. 

The following sections describe each of the models in 

detail. Section 3.1 describes the orbit design of the nano-

satellite constellations to provide the connectivity for the 

IoT/M2M applications. Section 3.2 describes the model 

used for the user uplink. For the first architecture, section 

3.3 describes the routing strategy. For the second 

architecture, section 3.4 describes the orbital mechanics 

simulator, section 3.5 the relay availability model and 

section 3.6 the relay routing model. A summary of how 

the contributing delays add to the overall latency of the 

two architectures is provided in section 3.6. 
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segment design

User uplink model

ISL routing 
optimization 

Inter satellite link 
model

Demand models

IoT/M2M application
information

Latency for self-sustaining IoT/M2M 
nano-satellite constellation

ISL communication 
system optimization

ISL communication 
system requirements

rev is itt forward downlinkt t+uplinkt

ISLt

Inter satellite link 
budget analysis

 

Fig. 9. Block diagram of the methodology employed to 

estimate IoT/M2M missions using the self-sustaining 

constellation of nano-satellites communication 

architecture 

Orbital dynamics

NGSO constellation 
orbital information

IoT/M2M latency 
analysis

Orbit designUser uplink model

Demand models

IoT/M2M application
information

Relay availability 
analysis

ISL communication 
system optimization

ISL communication 
system requirements

NGSO constellation 
latency specification

Inter satellite link 
budget analysis

uplinkt delayt

routing downlinkt t+

rev is itt

Latency for IoT/M2M nano-satellite 
constellation with NGSO relay  

Fig. 10. Block diagram of the methodology employed to 

estimate IoT/M2M missions using a NGSO 

constellation relay concept.
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3.1 Constellation design 

The purpose of this paper is not to design the most 

optimal constellation for a specific use-case or cater to a 

specific region on Earth. Therefore, a simple 

constellation that can provide continuous global coverage 

using satellites in polar orbits is considered.  

The purpose of this calculation is to find out the 

various possibilities in number of satellites needed per 

orbital plane and number of orbital planes for various 

combination of minimum elevation angle El and 

constellation altitude. All the calculations are done for 

single satellite coverage, when for a given El there is at-

least one satellite always visible.  

The total number of satellites N needed for 

continuous global coverage in a polar orbit depends on 

the altitude of the constellation H and the coverage angle 

of the payload on the satellite. The half power beam-

width of payload coverage is given by α. The 

corresponding half power earth centred cone is given by 

ψ. The total number of satellites is given by N = n*m, 

where n is the number of orbital planes and m is the 

number of satellites per orbital plane. To calculate the 

total number of satellites the needed for continuous 

global coverage with at-least one satellite in coverage, N 

must satisfy the following relation [34]: 

𝑁 ≅
4 ∗ cos(𝜆)

1 − cos(𝜓)
 (1) 

where: 

𝜓 = arccos (
𝑅𝑒

𝑅𝑒 + 𝐻
∗ 𝑐𝑜𝑠(𝐸𝑙)) − 𝐸𝑙 (2) 

where λ is the coverage latitude. For global coverage 

λ is 0 degrees. In order to determine the number of 

satellites needed per orbital plane (m) and the number of 

orbital planes (n), based on [34] the relation between m 

and n must satisfy: 

1.3𝑛 < 𝑚 ∗ cos(𝜆) < 2.2𝑛 (3) 

 

 
Fig. 11. Diagram of parameter definitions. 

Based on the above equations, a plot of the number of 

satellites needed to form a constellation that can provide 

continuous global coverage is shown in the left graph of 

Fig. 12. In order to determine m and n using Equ. (3), m 

is chosen as 2n and the different combinations are shown 

in the middle graph of Fig. 12. Another parameter that is 

important with respect to the payload design is the half 

beam-width angle of the FoV α. The right graph of Fig. 

12 shows the relation between α, H and El. 

All these calculations correspond to a single satellite 

coverage, for three satellites coverage (at-least three 

satellites are within the coverage of a user terminal) the 

total number of satellites is given by: 

𝑁 ≅
11 ∗ cos(𝜆)

1 − cos(𝜓)
 (4) 

which must satisfy:  

1.4𝑛 < 𝑚 ∗ cos(𝜆) < 2.4𝑛 (5) 

In applications such as IoMT where reliability of a 

link between user-terminal and satellite is important 

multi-satellite coverage is preferred, which would result 

into a larger number of satellites. 

 

   
Fig. 12. Graphs showing properties of nano-satellite constellation for different altitudes 
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3.2 User uplink model 

For this paper the user uplink model is kept simple. 

Three elements contribute to the 𝑡𝑢𝑝𝑙𝑖𝑛𝑘 time; the time it 

takes to transfer a packet 𝑡𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 , the set-up and 

overhead latency added by the protocol 𝑡𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙 and the 

propagation delay from the ground to the nano-satellite 

𝑡𝑝𝑟𝑜𝑝,𝑢𝑙. This gives the following equation: 

𝑡𝑢𝑝𝑙𝑖𝑛𝑘 = 𝑡𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙 + 𝑡𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 + 𝑡𝑝𝑟𝑜𝑝,𝑢𝑙 (6) 

The protocol and transfer speeds for several packet 

sizes are shown in Fig. 13. For the propagation delay the 

slant range is calculated for different minimum 

elevation angles. The propagation delay is therefore: 

𝑡𝑝𝑟𝑜𝑝,𝑢𝑙 =
𝑑𝑠𝑙𝑎𝑛𝑡

𝑐
 (7) 

Fig. 14 shows the slant ranges at several elevation 

angles for different nano-satellite altitudes. Also plotted 

is the propagation delay assuming propagation with the 

speed of light. As can be seen the propagation delay is in 

the order of a few milliseconds. Comparing this to Fig. 

13 the propagation delay quickly gets two orders of 

magnitude smaller than the protocol and transfer time. It 

is therefore expected that the larger contributors to the 

latency will be the protocol latency and the latency of the 

nano-satellite network, either self-sustaining or using 

NGSO relays.   

3.3 Self-sustaining network routing 

For the self-sustaining network of nano-satellites the 

𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 duration is defined as: 

𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 = 𝛾
𝑁𝑠

𝑁𝐺
(𝑡𝐼𝑆𝐿 + 𝑡𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔) + 𝑡𝑝𝑟𝑜𝑝,𝑑𝑙 (8) 

In Equ. (8)  the 𝑡𝐼𝑆𝐿 duration is the time it takes for a 

single nano-satellite to forward its data to a neighbouring 

satellite in the same plane over the ISL. The 𝑡𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 

duration is the time required for on board processing on 

the nano-satellite for each ISL transmission and is based 

on [16] to be 3 ms. The total routing time depends on the 

number of nano-satellites in the chain 𝑁𝑆 and the number 

of ground stations that have line of sight with the chain 

of nano-satellites 𝑁𝐺 . It is assumed that at-least one 

satellite in any orbital plane can be seen by a ground 

station, this is possible if the ground stations are located 

near the poles and 𝑁𝐺 = 1. The influence of the routing 

strategy is defined by the factor γ. For a bi-directional 

routing γ=½, for uni-directional routing γ=1. This work 

only considers ISL within an orbital plane and not 

between orbital planes.  The 𝑡𝑑𝑜𝑤𝑛𝑙𝑖𝑛𝑘  for a self-

sustaining architecture is considered for a worst-case sc 

scenario i.e, when the satellite is at its lowest elevation 

limit of 10 degrees, this corresponds to the longest 

propagation delay. 

 
Fig. 13. Transfer speeds for different IoT protocols 

 
Fig. 14. Slat range (solid, left axis) and propagation 

delay (dashed, right axis) 

3.4 Relay orbital dynamics 

A purpose build tool was made to simulate the 

availability of the NGSO constellation data relay. The 

NGSO relay simulator is made in Python using the 

Poliastro Python package [35] for astrodynamics 

computation and the Mayavi library [36] for 

visualisation. The simulator is optimized for simulating a 

large amount of satellites simultaneously to find the lines 

of sight and pass durations while maintaining a 

reasonable accuracy. It uses two-body propagation and 

the Markley algorithm of solving Keplers equation [37].  

The orbital mechanics of the simulator was validated 

by comparing a simple scenario in the free version of  

Analytical Graphics Incorporated Systems Toolkit®  11 

using its two body propagator.  Fig. 15 shows a side by 

side comparison of the simple scenario inside the two 

simulators. This scenario contains two satellites in 

circular orbits around Earth having orbital elements as 

defined in Table 5. 

To compare the two simulators the (inter-satellite) 

pass duration (the time in which there was a line of sight 

between the two satellites) between the two satellites are 

analysed. The higher orbit satellite has a constrained 
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nadir pointing field of view that is varied in each of the 

cases. The lower orbit satellite has an unconstrained field 

of view. The analysis period is two hours starting at 1 

September 2019 10:00:00.000 UTCG and the step size 

was set to 1 second. 

  
Fig. 15. Side by side comparison of a simple scenario 

with AGI's Systems Toolkit® 11 (left) and the purpose 

build simulator (right) 

Table 6 shows the pass durations of the first pass 

encountered in the scenario. The pass duration found in 

the NGSO relay simulator corresponds to that in STK for 

all the cases. However, the adaptive step size 

computation in STK results to a much greater accuracy 

than is achieved with the fixed 1 second step size of the 

NGSO relay simulator. 

Table 5. Orbital elements of the two satellites in the 

validation scenario 

 Satellite 1 Satellite 2 

ℎ𝑎  500 1500 

𝑒  1 1 

𝑖  45° 60° 

Ω   0° 45° 

ν  15° 0° 

Epoch J2000 J2000 

Table 6. Contact durations of the first pass of the two 

satellites in the validation scenario 

FOV STK Simulator NGSO relay simulator 

± 60°  1218.986 s 1218 s 

± 45°  463.702 s 462 s 

± 30°  246.317 s 246 s 
± 15°  100.317 s 99 s 

 

For this paper a step size of 1 second is considered 

acceptable and accurate enough. With this step size the 

NGSO relay simulator can find the pass durations with 

an accuracy of ±2s. The minimum duration for a usable 

inter-satellite pass will be determined by the overhead in 

setup and connection time of the communication protocol 

used by the NGSO constellations. This number is 

unknown for the considered NGSO constellations 

however it is assumed that it will be in the order of 

seconds and not milliseconds. Without knowing the exact 

duration of the setup times, simulating with a smaller step 

sizes is not considered useful at this time. 

3.5 Relay availability model 

After the nano-satellite received the data from the 

IoT/M2M user it needs to wait until it gets in FoV of the 

higher orbit NGSO satellite to be able to forward this data. 

This duration is a contributor to the latency of the 

architecture that depends on the relative motion of the 

nano-satellite and the NGSO satellites. The Telesat, 

SpaceX, OneWeb and Astrome constellations are 

optimized for coverage on ground in their orbits, FoVs 

and (steerable) user beams. Therefore, the coverage in 

(V)LEO could be significantly lower for these 

constellations.  

The NGSO relay simulator extracts the (inter-satellite) 

pass information while simulating the orbital dynamics. 

This information contains the positions of the two nodes 

during the pass, the start and stop time of the pass and its 

total duration. Based on this information the gap duration, 

the time in between two passes, can also be calculated. 

This gap duration, or more specifically its distribution, 

will contribute as a delay to the overall latency of this 

architecture. 

The inter-satellite passes are simulated between a 

nano-satellite in a 500 km polar orbit and each of the 

NGSO constellations. Table 5 shows the orbital elements 

of this nano-satellite. It is assumed that the distributions 

of the passes are similar among the rest of the nano-

satellites inside the IoT/M2M constellation. It is assumed 

that once the nano-satellite enters the FoV of the NGSO 

constellation satellite it can relay its data. The exact 

location of the spotbeams are therefore not considered. It 

could however be that not the entire FoV of the NGSO 

constellation satellite is covered by the spotbeams 

especially when the satellite uses shape able and or 

steerable spot beams. 

Table 7. Orbital parameters of the single nano-satellite 

in polar orbit that is used as a reference for the 

IoT/M2M nano-satellite constellation. 

 Nano-satellite orbital parameters 

ℎ𝑎  500 km 

e 1 

i 90° 
Ω 0°, 45°, 90° or 135° 

ν  0° 

T 5677 s 

Epoch J2000 

 

The NGSO relay simulator does not take any 

perturbations into account. Therefore, the effect of a 

perturbation such as the J2 perturbation that causes the 

right ascension Ω to over time at a constant rate is not 

modelled. This effect is also used to create Sun 

Synchronous Orbits (SSO) such as the ones used for the 

Kepler IoT constellation [4]. To compensate for this 

inaccuracy of the simulator the cases are repeated for 

varying values of the right ascension Ω. 
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3.6 Relay routing model 

Round trip time numbers reported by the NGSO 

constellation companies or other studies are used to 

estimate the latency caused by routing through their 

satellite networks and downlinking the data to a ground 

station. Table 8 shows an overview of the latencies of the 

satellite networks. The analysis in [38] is by far the most 

realistic in as it takes into account the routing between 

the satellites when connecting two different places on 

earth. Whereas the other numbers only take the round-

trip time from earth to the satellite and back.  

 

Table 8. Round trip time numbers for the considered 

NGSO constellations 

Constellation Round trip time Ref. 

Telesat LEO 18 - 40 ms [39] 

SpaceX Starlink 50 - 75 ms [38] 
OneWeb LEO 32 ms [40] 

Astrome SpaceNet 10 ms [32] 

Audacy < 1000 ms [33] 

3.7 Overall architecture latency 

The overall latency of the architectures can be defined 

as followed: 

𝑡𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑡𝑟𝑒𝑣𝑖𝑠𝑖𝑡 + 𝑡𝑢𝑝𝑙𝑖𝑛𝑘 + 𝑡𝑑𝑒𝑙𝑎𝑦 + 𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 (1) 

In Equ. (1) the 𝑡𝑟𝑒𝑣𝑖𝑠𝑖𝑡 duration is defined as the time 

it takes for an IoT/M2M constellation nano-satellite to 

come within view of the IoT/M2M user. As shown in 

section 3.1 this number can be reduced to zero if the 

nano-satellite constellation uses enough satellites in polar 

orbits. The 𝑡𝑢𝑝𝑙𝑖𝑛𝑘 duration is defined as the total time it 

takes for an IoT/M2M user to uplink its data to the nano-

satellite. Section 3.2 showed that this number is mainly 

dependent on the data rate of the link and the protocol 

latency and not on the propagation delay. The 𝑡𝑑𝑒𝑙𝑎𝑦 

duration is the time it takes before the nano-satellite can 

forward the data through the network. For the self-

sustaining network this number is zero if the ISLs are 

always on. For the NGSO constellation data relay this 

duration is the time it takes for the nano-satellite to come 

is the time it takes for the nano-satellite to come within 

the field of a NGSO satellite. Finally, the 𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 is the 

rest of the time it takes for the data to travel through the 

network to an internet connected ground station. For the 

self-sustaining network of nano-satellites this number 

depends on the altitude of the constellation and the 

number of satellites as explained in section 3.3. For the 

NGSO constellation data relay the latency reported by the 

constellations were taken as explained in section 3.6. 

4. Results 

This section will present the results for the latency 

analysis of the architecture using the self-staining 

network of nano-satellites and the architecture that uses 

higher NGSO constellations to relay data. 

4.1 Self-sustaining network 

Based on the formulas discussed in section 3.1 to 3.3 

the routing time 𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 is calculated for the self-

sustaining network of nano-satellites. This data is 

tabulated in Table 9.  

 

Table 9. Routing delay for self-sustaining network of 

nano-satellites 

El H 

[km] 
𝑡𝑝𝑟𝑜𝑝,𝑢𝑙 

[ms] 

N m n 𝑡𝐼𝑆𝐿  

[ms]  
𝛾𝑁𝑠𝑁𝐺

−1𝑡ℎ𝑜𝑝   

[ms] 

𝑡𝑝𝑟𝑜𝑝,𝑑𝑙  

[ms] 

𝑡𝑟𝑜𝑢𝑡𝑒   

[ms] 

1
0
° 

350  4.35  210  21 10 6.73  101.49  4.35  105.83  

400  4.80  190 19 10 7.43  99.18  4.80  103.98  

450  5.23  162 18 9 8.11  97.45  5.23  102.68  

500  5.65  128 16 8 8.75  96.12  5.65  101.77  

550  6.05  120 15 8 9.38  95.10  6.05  101.15  

2
0
° 

350  2.92  528 33 16 4.31  119.31  4.35  123.66  

400  3.28  433 29 15 4.84  114.71  4.80  119.51  

450  3.63  351 27 13 5.37  111.23  5.23  116.46  

500  3.98  288 24 12 5.87  108.52  5.65  114.17  

550  4.31  253 23 11 6.37  106.38  6.05  112.43  

3
0
° 

350  2.17  1152 48 24 2.96  141.78  4.35  146.13  

400  2.46  882 42 21 3.35  134.36  4.80  139.15  

450  2.75  722 38 19 3.74  128.68  5.23  133.92  

500  3.03  595 35 17 4.13  124.24  5.65  129.89  

550  3.31  512 32 16 4.50  120.68  6.05  126.74  

The switching/processing delay considered in the 

calculations is 3 mS, this is based on the assumption 

made in [16], this delay is protocol and data rate 

dependent and can vary for a different application. The 

calculations show that 𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔  delay can vary between 

100 mS to 150 mS for different altitudes H and El 

considered. In the table, the lower elevation limit for 

user-terminal to the nanosatellite is considered for 10, 20 

and 30 degrees El, with the increase of lower Elevation 

limit, it can be seen that larger number of satellites are 

needed to provide continuous global coverage. In the 

table, various altitudes are considered between 350 to 

550 km which also has an influence on the total number 

of satellites needed for continuous global coverage. The 

𝑡𝐼𝑆𝐿  is calculated based on the line-of-sight distance 

between the nanosatellites in the same orbital plane.  

𝑡𝑓𝑜𝑟𝑤𝑎𝑟𝑑,𝑟𝑖𝑛𝑔 depends on the worst-case number of hops 

needed before data propagates to the satellite closest to 

the ground station and 𝑡𝑑𝑜𝑤𝑛𝑙𝑖𝑛𝑘  is calculated based on 

the line-of-sight distance between the nanosatellite at an 

elevation angle of 10 degrees (minimum elevation limit 

for nanosatellite to ground station) and the ground station. 

𝑡𝑟𝑜𝑢𝑡𝑖𝑛𝑔 is the sum of 𝑡𝑓𝑜𝑟𝑤𝑎𝑟𝑑,𝑟𝑖𝑛𝑔and 𝑡𝑑𝑜𝑤𝑛𝑙𝑖𝑛𝑘 .  

4.2 NGSO data relay 

Using the NGSO relay simulator the relay availability 

for a nano-satellite in a 500 km polar orbit to each of the 

NGSO constellations was analysed. For each of the 
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constellations four different cases are simulated varying 

the right ascension Ω of the nano-satellite to compensate 

for perturbation effects not being taken into account in 

the simulator. All cases were simulated over 7 days 

starting at 1 September 2019 10:00:00.000 UTCG.  

Fig. 16 and Fig. 17 show histograms of the pass and 

gap durations respectively for each of the five 

constellations. The histograms for the pass durations 

show each individual pass with a NGSO satellite. It is 

possible that at a particular moment the nano-satellite is 

able to communicate with multiple satellites in the NGSO 

constellation. The histograms for the gap durations are 

created by computing the time in which the nano-satellite 

was not in the FoV of any of the NGSO satellites in the 

constellation.  

All histograms are fitted with a normal distribution to 

indicate the mean and variation of the pass and gap 

durations. As can be seen in Table 10 these do not vary 

significantly between the different cases for the right 

ascension Ω of the nano-satellite, except for the scenario 

of a relay to OneWeb’s LEO constellation. The polar 

orbits of OneWeb make the pass and gap durations 

strongly dependent on whether or not the orbital plane of 

the nano-satellite lines up with one of the polar orbits in 

the constellation. In the right ascension Ω = 0° case the 

plane lined up and more than double the number of passes 

are registered and the average gap duration decreased. 

However, the additional passes are of short duration and 

therefore lower the mean of the overall distribution. 

Table 10. Tabulated results of NGSO relay 

availability analysis 
𝛀 𝑵𝒑𝒂𝒔𝒔𝒆𝒔 𝝁𝒑𝒂𝒔𝒔 𝝈𝒑𝒂𝒔𝒔 𝑵𝒈𝒂𝒑𝒔 𝝁𝒈𝒂𝒑 𝝈𝒈𝒂𝒑 

Telesat LEO 

0° 1155 132 s 132 s 902 526 s 492 s 

45° 837 162 s 98 s 710 668 s 480 s 

90° 801 180 s 129 s 627 770 s 530 s 
135° 948 148 s 112 s 770 612 s 527 s 

SpaceX Starlink LEO 

0° 36574 132 s 145 s 1649 26 s 32 s 

45° 38692 116 s 85 s 1133 24 s 28 s 
90° 36343 119 s 91 s 1351  29 s 40 s 

135° 36020 125 s 116 s 1238 25 s 31 s 

OneWeb LEO 

0° 14996 158 s 272 s 2087 72 s 169 s 
45° 6826 345 s 359 s 226 266 s 196 s 

90° 6046 381 s 382 s 235 345 s 316 s 

135° 7007 331 s 372 s 238 259 s 214 s 

Astrome SpaceNet 

0° 2915 187 s 66 s 725 518 s 736 s 

45° 2930 185 s 64 s 741 504 s 735 s 
90° 2961 182 s 62 s 611 605 s 778 s 

135° 3027 179 s 63 s 702 532 s 753 s 

Audacy 

0° 331 1251 s 981 s 331 215 s 176 s 
45° 757 1180 s 643 s 325 225 s 186 s 

90° 705 1280 s 997 s 356 184 s 112 s 

135° 676 1326 s 1096 s 328 206 s 138 s 

The pass duration with the constellation of Astrome 

has the lowest variation. This is because the constellation 

has only set of orbits providing coverage between ±38° 

latitude. This also results into the gap distribution having 

two peaks. 

Fig. 16. Distributions of pass durations for a relay with a) Telesat LEO constellation, b) SpaceX Starlink 

constellation, c) OneWeb LEO constellation, d) Astrome SpaceNet constellation and e) Audacy constellation. Note: 

the duration range for Audacy’s histogram is larger than the other

a) Telesat b) SpaceX Starlink c) OneWeb 

   
d) Astrome SpaceNet e) Audacy  
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a) Telesat b) SpaceX Starlink c) OneWeb 

   
d) Astrome SpaceNet e) Audacy  

  

 

Fig. 17. Distributions of gap durations for a relay with a) Telesat LEO constellation, b) SpaceX Starlink 

constellation, c) OneWeb LEO constellation, d) Astrome SpaceNet constellation and e) Audacy constellation. Note: 

the duration range for SpaceX’s historgram is smaller than the others.

One with a long duration for the part in which the 

nano-satellite is traveling beyond ±38° latitude and one 

with a short for the part in which the nano-satellite is 

traveling within the ±38° latitude and passing between 

the satellites. 

Even though the Audacy MEO constellation is 

designed for coverage in LEO the simulations show that 

the coverage is not continuous. These gaps are caused 

due to the line of sight intersecting the surface of the 

earth. At higher orbits it is possible that the coverage is 

continuously provided by the three satellites. 

Fig. 18 shows just the normalized distributions of the 

pass durations respectively. A relay with the Audacy 

constellation provides the longest pass durations, on 

average about 20 minutes. 

The disadvantage is however the longer inter-satellite 

distance which requires a higher transmission power. The 

other constellations all provide a pass duration on 

average of about 2 to 4 minutes with SpaceX and 

Astrome having the lowest variance. It should be noted 

that the OneWeb constellation provides on average in this 

configuration 3 minutes of contact time, however as can 

be seen Fig. 16-c there are also significantly longer pass 

durations of about 20 minutes when the planes align and 

the nano-satellite can catch up with a satellite of OneWeb. 

Fig. 19 shows just the normalized distributions of the 

gap durations. A relay with SpaceX would provide the 

lowest gap durations and therefore also the lowest 

average latency caused by the nano-satellite having to 

wait to come in view of the higher orbit NGSO satellite. 

OneWeb provides the second lowest gap duration on 

average and Audacy the third, caused by the line of sight 

intersecting the surface of the earth. Telesat and Astrome 

provide the longest gap duration on average due to the 

orbits being spaced out, in the case of Telesat, or 

concentrated around one region of the earth, in the case 

of Astrome. 

A different metric to evaluate the latency of the 

NGSO data relay concept is to look at the total gap time 

over the whole simulation period. 

 
Fig. 18. Normalize pass distributions for a nano-satellite 

(500 km, i = 90°, Ω = 45°) to higher orbit NGSO 

constellations. 
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Fig. 20 shows the total time the satellite is in darkness; 

the time where there is no relay available. Similar 

conclusions can be taken as to when just looking at the 

gap distributions. SpaceX and Audacy provide the most 

coverage, and Telesat and Astrome the least. 

 
Fig. 19. Normalize gap distributions for a nano-satellite 

(500 km, i = 90°, Ω = 45°) to higher orbit NGSO 

constellations. 

 

 
Fig. 20. Total darkness duration for a nano-satellite (500 

km, i = 90°, Ω = 45°) relay to higher orbit NGSO 

constellations during a 7-day period. 

5. Discussion 

Fig. 21 shows how each of the durations add up to the 

overall architecture latency in an example worse-case 

scenario. In this scenario a packet of 1024 bytes is 

uplinked to the nano-satellite using the LoRa protocol 

with a 3 second protocol latency. This results into an 

uplink latency of about 4 seconds. For the self-sustaining 

network of nano-satellites the constellation is selected to 

be at 500 km altitude with a user minimum elevation 

angle of 10°. This results into a routing latency of about 

102 ms. For the architecture using the NGSO data relays 

the average gap duration and average routing delay is 

taken as the worse-case number. 

For the self-sustaining network of nano-satellites the 

biggest contributor is the time to uplink the data to the 

satellite. Because the network from ISLs is always on the 

data can be immediately routed further. There is a 

disadvantage however with having a network of ISL that 

is always turned on. In this case the duty cycle of the 

communication system is much higher than what is 

common for a nano-satellite. This requires a higher 

power budget on the satellite to be dedicated to 

maintaining these ISLs.  

For the NGSO constellation data relay architecture 

the biggest contributor is the gap duration. Depending on 

when the data arrives at the nano-satellite there is a 

chance it can immediately relay this data, with a 

probability varying by the used relay constellation as 

seen in Fig. 20, or it has to wait up till several minutes 

before the relay becomes available, as shown in Fig. 19. 

In the NGSO constellation data relay architecture the 

actual latency will therefore depend on at which point in 

the orbit of the nano-satellite the IoT/M2M data is 

received. Then at that moment the position of the nano-

satellite with respect to the NGSO constellation should 

be considered. A possible analysis could be done on the 

average latency for an IoT/M2M application using this 

architecture depending on the latitude of its position. 

 
Fig. 21. Main contributing elements to overall latency in 

the architectures. For the relay architectures the mean 

gap duration and mean routing latencies are shown. 

Some additional assumptions were taken for this 

architecture that might influence actual latency. First, the 

setup time required to setup the nano-satellite to NGSO 

constellation date relay could be in the order of seconds. 

Therefore, some of the inter-satellite passes can be 

immediately discarded because there is too little time to 

setup the link and start communicating. Second, the 

whole FoV of the NGSO constellation satellites might 

not be continuously filled with spotbeams and the 

spotbeams might be moving around. This could further 

reduce the effective communication time. In addition, 

frequency reuse schemes are used from spotbeam to 
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spotbeam which depending on the protocol used might 

introduce some overhead in handovers. Finally, there 

were no limitations put on the communication system of 

the nano-satellite. The performance of this architecture 

will eventually come down to the capabilities of the 

communication hardware on the nano-satellite. If the 

hardware on the nano-satellite can work in a wide FoV 

and can handle fast switching between spotbeams it can 

utilize most of the inter-satellite passes. Exploring the 

technical capabilities of the nano-satellite hardware is 

part of the roadmap of the authors of this paper. 

6. Conclusions  

In this paper two communication architectures for 

IoT/M2M nano-satellite missions are presented. The first 

architecture uses a self-sustaining network of nano-

satellites. In this architecture the achievable latency can 

be in the order of seconds depending on the data rate of 

the IoT/M2M protocol. The latency through the network 

alone is always in the order of hundred milliseconds if 

the ISLs are kept turned on. For the communication 

system of this architecture this means a high duty cycle 

is required for a low latency. The second architecture 

uses planned NGSO constellations for data relay. A first 

order analysis showed that this architecture could achieve 

a latency down to several minutes which would be low 

enough for some IoT/M2M applications. The capabilities 

of the communication system of the nano-satellite to 

communicate in short inter-satellite pass durations will 

primarily determine the performance of this architecture.  
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