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Constructing Limited-Revisable 
and Stable CPPIs for Small 
Domains

Farley Ishaak1,2, Pim Ouwehand2  
and Hilde Remoy1

Abstract
Constructing price indices for commercial real estate (CPPIs) is challenging due to heterogeneous 
and limited observations. Common price index methods often result in volatile index series. 
Attempts to reduce volatility often lead to frequent revisions of the entire index series and a loss 
of methodological index properties. When it comes to CPPIs in official statistics, both volatility 
and frequent revisions are undesirable. Revisions could compromise the confidence of users if 
indicators are allowed to change indefinitely, while instable indices insufficiently reflect structural 
underlying developments. In this study, a combination of hedonic imputation, multilateral 
calculations, time series analysis, and window splicing is introduced. The result is a method that 
produces stable and limited-revisable indices with the ability to detect turning points in an early 
stage. Commercial real estate transactions in the Netherlands are used to empirically test the 
method. The resulting CPPIs appear suitable for monitoring financial stability and, therefore, 
seem appropriate for the use in official statistics.

Keywords
hedonic imputation, multilateral price index, state space models, Commercial Property Price Index

1.  Introduction

In the construction of real estate price indices, hedonic regression methods are quite 
common and widely used. In fact, these are highly recommended methods for the com-
pilation of official residential property price indices (Eurostat 2013b). In case of com-
mercial real estate, however, hedonic regression does not always lead to the desired 
results regarding official statistics. This is because, opposed to residential real estate, two 
specific complications typically occur: a limited number of observations (small domains) 
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and heterogeneity of real estate transactions/objects that are observed (Eurostat 2017). 
Heterogeneity is usually reduced by stratifying observations into more homogeneous 
groups. This solution, however, further decreases the number of observations and thus 
makes it even more problematic to create a reliable index. A small number of observa-
tions often causes hedonic models to inadequately capture relations and thus results in an 
inaccurate index. This can be resolved by pooling the data of all periods in a hedonic 
time dummy model (Eurostat 2013b). The side effect, however, is that this method 
involves backward revision. After all, once a period is added, the pool of data changes 
and thus the model outcomes change for all periods in the data pool. These constant revi-
sions are undesirable from a user’s point of view. The rolling time dummy method (RTD) 
(De Haan 2015; Hill et al. 2022; O’Hanlon 2011; Shimizu et al. 2010) partly resolves this 
issue by pooling the data in a specified time window. In this method, the data and the 
outcomes of periods outside of the window remain unchanged. This method, however 
(like most other methods), was primarily constructed for residential property. An appli-
cation to commercial property still often results in a volatile index, because of the small 
number of observations and high degree of heterogeneity in real estate (an application of 
the RTD method and a presentation of the corresponding issues is provided in Section 4). 
In practice, the shortcoming of current methods becomes apparent from the limited num-
ber of countries that have succeeded in publishing commercial property price indices 
(CPPIs). In October 2009, the Financial Stability Board and International Monetary 
Fund expressed the need for CPPIs. Eurostat, in response boosted the development of 
CPPIs in EU member states (FSB and IMF 2022). In a progress report from Eurostat in 
December 2021, it was mapped that—twelve years later—only four of twenty-four 
member states had succeeded in publishing a CPPI (European Commission 2021). In 
addition, published CPPIs have drawbacks. For example, the Netherlands, who is one of 
the four, publishes a volatile index alongside a smooth trend line (CBS 2022). So even 
though this counts as a publication, the Netherlands has not succeeded in calculating a 
single reliable CPPI. The reason for this, is that small numbers of transactions and het-
erogeneous markets are considered as main challenges.

Existing price index methods, thus, do not seem to meet the desired properties of 
official statistics when it comes to commercial real estate. The aim of this study is to 
develop a method that does. In official statistics, a few practical properties often make 
the difference (in addition to methodological properties) for the successful adoption of 
an index by the users. Therefore, in this study the desired properties are split up into 
methodological and practical properties.

The methodological properties are formed by index axioms or tests as mentioned by 
Balk (1995, 2012). An example is the identity test, which states that if the prices of 
period A are equal to the prices of the same products of period B, then the index figures 
of both periods should be equal. Another example is the time reversal test, which states 
that if you would reverse the calculation from “period A relative to period B” to “B rela-
tive to A,” the outcomes should be exact opposites of each other. A third example is the 
circularity test, which states that the multiplication of a price index between period A and 
B with a price index between period B and C, should be equal to a direct price index 
calculation between period A and C. There are many other axioms and tests for index 
methods. A motivation on the choice of tests for this study is provided in Subsection 2.1. 
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An important note here is that no single index formula meets all axioms (De Haan and 
Van der Grient 2008; Wald 1937). Therefore, in choosing/developing an index, fulfilling 
methodological axioms is a matter of drop one. As each axiom has its own advantages, 
certain axioms should be valued higher than others in order to choose an index method. 
Although it is a matter of choice, testing the performance of an index on the axioms 
provides useful information on the quality and behavior of the index. An elaboration of 
the desired methodological properties and the advantages and disadvantages is provided 
in Section 2.

A first desired practical property is a price index that does not suffer from volatility, 
except volatility caused by market fluctuations. If the volatility in an index is not a mar-
ket reflection but an intrinsic part of the index, it could indicate a flaw in the method. 
Aside from the methodological deficiency, a volatile index is also undesirable from a 
publication stance. A price index should provide users with information about the under-
lying evolution of the market. Volatility prevents users from making such an assessment, 
unless, of course, the market is truly very volatile. A second desired practical property is 
that the index is only subject to revision to a limited extent. Some hedonic methods, for 
instance the time dummy model, lead to revisions of previously estimated indices each 
time a period is added at the most recent end of the series (even though the data itself 
from the older periods is unchanged). This is a major disadvantage from a publication 
perspective. It makes the initial estimation less reliable in the eyes of the user. Most sta-
tistics published by National Statistical Institutes (NSIs), therefore, are only revised up 
to a certain point. A third desired practical property is that the index should enable an 
early detection of turning points. Although a price index can be seen as a report of devel-
opments that occurred in the past, it is often used as a monitoring tool to assess where the 
developments are heading in the near future. Even though a price index should not con-
tain predictions itself, it should not lag or over extensively smooth real developments 
either. This would prevent an early detection of turning points.

The main question of this study is: how can we construct a price index for small, 
heterogeneous domains that balances the most desired practical and methodological 
properties? The most important practical properties are a limited backward revision, 
minimal index volatility caused by model deficiencies and an early detection of turn-
ing points. The commonly most important methodological properties are the identity 
test, the time reversal test and the circularity test. The motivation for choosing these 
tests is elucidated in Section 2. A price index that balances above properties will be of 
use in monitoring financial stability and will, therefore, be suitable for the use in offi-
cial statistics. An attempt to construct such an index for commercial real estate has not 
been made before and realizing it will aid statisticians in constructing publishable 
CPPIs or will at least provide some handles to rethink which properties should be 
desired for official CPPIs.

2.  Background

In this section, some background is provided on the practical and methodological proper-
ties. Through a brief literature review, explanations are provided on how its performance 
on these properties is crucial for the success of a CPPI.
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2.1. Desired Methodological Properties

From a methodological perspective, many possible properties for official statistics can be 
imposed. In index theory literature, these criteria are referred to as axioms or tests. In 
general, the axioms/tests describe scenarios that feel logical. It was Laspeyres (1871, as 
referenced in Diewert 2007) that first spoke of an identity test for assessing an index. The 
identity test states that, if the prices in period A and B are equal, the price index figure 
between period A and B should be equal too (as in there is no price development between 
the two periods). The consequence of an index meeting the identity test is that there is an 
immediate response to the data. This is an advantage if the data is an accurate reflection 
of the market. In the presence of transaction noise (discussed in Subsection 2.2), meeting 
the identity test may actually be a disadvantage.

After the identity test, Westergaard (1890, as referenced in Diewert 2020) followed 
by proposing a circular (or transitivity) test. In this test, the results between three 
periods should be consistent: multiplying the index between A and B with the index 
between B and C should be equal to the direct index between A and C. The conse-
quence of an index meeting the circularity test is that the index does not depend on 
one or a few base periods. Especially in small domains, this may prove to be a useful 
index property as there is a chance that first period (likely the base period) does not 
contain the best data. Even in Paasche like indices, where the base period alters from 
reporting period to reporting period, the index figures are still based on one base 
period at a time. In small domains, this will lead to the use of at least some base peri-
ods based on small samples.

After the circular test, it was Pierson (1896) who proposed an additional time reversal 
test, stating that the price index of period A relative to B should be the opposite of the 
price index of period B relative to A. In other words, reversing the periods in the data 
should not change the relation between the two periods. The consequence of an index 
meeting the time reversal test is that again the index does not rely on one base. Whether 
A serves as base or B, the outcome is the same in time reversible indices.

Fisher (1922, as referenced in Diewert 2007) bundled these tests (Fisher’s system of 
tests) and added a few other tests. In the years after, many authors followed by propos-
ing new tests. Eichhorn (1976) made a distinction between axioms and tests. Axioms 
are claimed to be self-evident and tests are more debatable. In his review on “axiomatic 
price index theory,” Balk (1995) listed six axioms and four tests. Diewert (2007) sur-
passed that and reported twenty-one tests (without making a distinction with axioms). 
An important note regarding these tests is that they cannot be met simultaneously. 
Wald (1937) proved this with just the older tests of Fisher’s system of tests. For exam-
ple, index cannot simultaneously satisfy the identity test, the circularity test, and the 
product test (a test which considers quantities in an index) (Balk 1995). To exemplify, 
the three most famous index variations are Laspeyres, Paasche, and Fisher. In Table 1, 
the properties of the three hedonic index methods are presented, showing that these 
variations do not pass all tests.

Fisher’s system of tests are mostly included in regulations for official statistics (e.g., 
Eurostat 2022; ILO et al. 2020). In this paper we, therefore, focus on the identity test, the 
time reversal test, and the circular test.
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2.2. Desired Practical Properties

Looking beyond methodological properties has not always been common. In the last 
decade, attention for the practical side, however, grew. In its “Quality Framework and 
Guidelines for OECD Statistical Activities,” the OECD stated that “Quality is defined as 
‘fitness for use’ in terms of user needs” (OECD 2012, 7). It is also the first principle in 
the UN’s “Fundamental Principals of Official Statistics” that “official statistics should 
meet the test of practical utility” (UN 2014, 2). For successfully compiling official statis-
tics, it is, therefore, recommended to also consider practical components.

The first practical property, we denote in this study, is a stable index. If price devel-
opments go up for 10% in one period and go down by 20% in the next period, it is 
difficult for users to assess how the market is evolving. The aim for index construction 
is, however, not to remove market volatility, but only to remove volatility that is intrin-
sic to the index method or non-existing volatility. The more existing volatility is 
removed, the more it leans toward smoothing. Over the years, this trade-off has been 
discussed in various studies. Silver (2016) warns for the effects of adding stability 
trough smoothing. He states that there is a loss of credibility if apparent volatility is not 
mirrored in the index. Schwann (1998) also mentions disadvantages of forcing stabil-
ity and acknowledges there is a trade-off: smoothing in essence is undesirable, because 
it will deviate from the true (to be estimated) index. On the other hand it enhances 
accuracy (an elaboration on this is provided in Subsection 3.3). Both authors seem to 
refer to real market volatility and not volatility that is intrinsic to the method. On the 
other hand, smoothing has at least two advantages: making the underlying trend visible 
and averaging inaccurate estimates. Regarding the latter, Francke (2010) explains how 
index modeling can lead to volatility. If regression models are used, the estimated 
regression coefficient is sensitive to transaction noise. In broad pricing context, noise 
refers to information that misrepresents the underlying trend. This is caused by the 
coincidental distribution of observed prices across periods. As a consequence, observed 
transaction prices differ from its true (and to be estimated) market prices and thus, bas-
ing an index on only observed prices can lead to inaccurate estimates. Regarding 
trends, from the perspective of official statistics, in the CPI manual it is stated that for 
some purposes, “measuring core inflation is desirable from an economic stance” and 
“central banks use measures of the general trend of inflation when setting monetary 
policy” (ILO et al. 2020, 329). In CPIs, core inflation is commonly captured by exclud-
ing prices of items that are deemed volatile. In other words, these are items that are 
susceptible to short-term shocks (ILO et al. 2020, 30). Measuring core inflation, in that 

Table 1.  Index Test Results for Laspeyres, Paasche, and Fisher.

Laspeyres Paasche Fisher

Identity Yes Yes Yes
Time reversibility No No Yes
Circularity No No No

Source: Adapted from De Haan and Van der Grient (2008, 14).
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sense, aligns with the goals of our study. Given that banks will be main users of CPPIs, 
this argues for the use of an indicator that captures the trend, but not the volatility. 
From these perspectives, estimating true market prices is favorable, but it should be 
done with cautiousness not to remove useful market information.

The second practical property is to create an index that is not overly subject to revi-
sion. To be clear, we are not talking about revisions due to mistakes, but revision that are 
inherent to the index method. Index methods that suffer from this issue are, for example, 
hedonic time dummy and repeat sales. Every time a new period is added, the model has 
to be re-estimated and it leads to changes to the entire—previously estimated—index 
series. In its guideline on revision policy for Principal Economic Indicators (PEEIs: indi-
cators which are essential for monitoring, such as real estate prices), Eurostat (2013a, 5) 
states that “revisions are something of a double-edged sword.” The estimation is 
improved, but if it results in “a different assessment of the state of the economy,” it can 
“damage the credibility of the statistical data.” In addition, from a user’s perspective, 
“too many revisions create uncertainty” (Eurostat 2013a, 7). Silver (2016, 20), however, 
states that a “problem” with the revision “should not be overstated” as there are many 
real estate price indices in the Unites Stated that suffer from continuous revision and it is 
without any complaints of users. Clapham et  al. (2006), on the other hand, state that 
“index stability” (in terms of limited revisions) is often overlooked in index construction. 
Given the wide use of real estate indices, limiting revisions is highly relevant. Deng and 
Quigley (2008) provide further explanation: the initial estimations of real estate price 
indices are mostly used. If a month later the initial estimation is revised, people don’t pay 
much attention to the revision as the focus is on the price development of the most recent 
period. Revisions, therefore, are mostly informational. Moreover, if revisions tend to be 
large, the usefulness of the index becomes compromised. Therefore EU member states 
are by legislation bound to only one preliminary period for the House Price Index (HPI) 
(European Union 2023). Given that development of HPIs is more advanced than CPPIs, 
CPPIs can be expected to have the same restrictions in the future. From these perspec-
tives, it can be concluded that limited revision of an index is favorable, but there should 
be awareness not to give in on accurateness.

The third property is the ability of detecting turning points in an early stage. An early 
detection of turning points has the particular interest of users involved in management in 
the real estate economy. In the use of CPPIs, “the focus of much of the analysis .  .  . is on 
trends and turning points. In this context users need regular and timely data . .  . for the 
detection and identification of economic relationships” (Eurostat 2017, 27). A turning 
point is, in this study, defined as a “structural” change in the price development from posi-
tive to negative or the other way around. The term “structural” closely relates to the first 
property of a stable index. In a volatile index, changes from positive to negative occur 
often. Structural changes are, therefore, hard to detect in an unstable index. Some cau-
tiousness is, however, appropriate in making indices more stable by smoothing. Eurostat 
(2017, 120) notes “late detection or turning points due to systematic smoothing of the 
index” as a potential issue. The type of smoothing that is referred to is, however, caused 
by using valuations as data source rather than smoothing as a method. Hill and Steurer 
(2020) and Francke (2010) then again, notice that certain index models (namely Repeat 
Sales models) can also cause lags, which prevents an early detection of turning points.
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3.  Methodology

There are several possible approaches in constructing a price index for small, heteroge-
neous domains that meet the most desired practical and methodological properties. In 
this study, we propose a four-step procedure. We base each of these steps on existing 
techniques, which we alter for our present purpose. In sequential order, these steps are 
(1) hedonic imputations, (2) multilateral imputations, (3) time series re-estimated impu-
tations, and (4) window splicing. This is the first study that combines above techniques 
to construct a price index. An overview of the steps and summary of the effects is pro-
vided in Figure 1. Each step is discussed in detail in Subsections below.

3.1. Step 1: Hedonic Imputations

The aim for a Commercial Property Price Index (CPPI) is a constant quality price index. 
In other words, the purpose is to measure pure price changes of real estate and not 
changes in quality. Therefore, a comparison of sold real estate between periods should be 
adjusted for changes in quality between the periods. For the measurement of non-durable 
goods, this is less of an issue as the exact same product can be purchased in succeeding 
periods. For real estate this is problematic, because every real estate object is unique and, 
in every period, a different selection of real estate is sold. As a first step, hedonic regres-
sion is introduced in this procedure to adjust for the quality changes between periods. 

Figure 1.  HMTS procedure.
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Hedonic regression is in essence a breakdown of complex good (such as real estate) into 
its components. These are, for example, size, location, building age, and so on. The com-
position of a hedonic model is actually a very important, but different topic. The hedonic 
model should contain important and statistically significant attributes of real estate prices 
and the assumptions for hedonic modeling should be tested. Miyakawa et al. (2024), for 
one, show the diversity of attributes that could be taken into account for explaining com-
mercial transaction prices. Once the model is adequately formed, one can proceed to the 
next step.

The value or sale price can be expressed as an additive function of these characteris-
tics. Linear regression (OLS: Ordinary Least Squares) is used to an averaged value addi-
tion for all components. These averages are then used to calculate model prices or 
imputed prices for each observation. A common logarithmic-linear model, based on 
Eurostat (2013b, 50), which is used to calculate the averaged value additions �� �  per 
period, is:
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method. In both methods, the regression is run for each period, and the model prices are 
estimated (or imputed) with the retrieved intercept and coefficients. The difference 
between the two is the base period. In Laspeyres indices, the characteristics of the first 
period are kept constant. In Paasche indices, the characteristics of the reporting period 
are kept constant. The index formulae of both are presented below.
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The added terms, compared to Equation (1), are:

I t
L
0,  = Laspeyres HDI price index number between period 0  and t ;
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As can be seen, the variations between Laspeyres and Paasche are caused by variating in 

base periods. In Laspeyres, the characteristics, xk0 , are kept constant in both the numera-

tor and the denominator at period 0. This results in price imputations, pt ( )0 , with base 

period 0. In words, the mix of sold real estate in period 0 is tracked through time. Its 

prices are imputed in the next periods as if they were sold in another period. These impu-

tations are made by using the regression coefficients, β t
k

, which are obtained by 
Ordinary Least regression (OLS). In the case of Paasche, Equation (3) this is turned 
around and the mix of sold real estate in period t  is tracked through time. A schematic 
overview of all imputations of four sequential periods (0 < 1 < 2 < 3), required for a 
Laspeyres and a Paasche index, is provided in the table below.

Note that the Laspeyres index uses only imputations in one row, indicating that there 
is only one imputation for each period. This is in contrast to the Paasche index that uses 
imputations in multiple rows, because each addition of a period creates a new version of 

the imputed price in period 0 ( )p 0 . In this study, Equations (2) (Laspeyres) and (3) 
(Paasche) are not performed to construct the HMTS index. Only the element of imputed 

prices is used. In Table 2, these are presented as the values for p .

3.2. Step 2: Multilateral Imputations

Table 2 shows a common characteristic in both the Laspeyres and the Paasche index: 
there is a large dependency on the imputations in period 0. In the Laspeyres index, period 
0 is used as base period and in the Paasche index, the imputations of period 0 are recal-
culated in each reporting period. Especially when using small datasets, the use of one 
base period can be perceived as a deficiency as is the case with Laspeyres and Paasche 
indices. In Laspeyres, the selection of transacted real estate in period 0 is tracked through 
time in the entire index series. If the data is limited, the possibility grows that this selec-
tion does not resemble the stock of real estate or the sold real estate in other periods. In 
Paasche, the selection of real estate in period t is tracked, but in every calculation, it uses 
regression results of period 0. If the data is limited, the possibility grows these regression 
results lack accuracy. A common way to mediate between Laspeyres and Paasche is to 
calculate a Fisher index, which is the geometric mean of the Laspeyres and Paasche 
index. As the Fisher index is composed from the Laspeyres and Paasche index, it also 
inherits the mentioned deficiencies. In all three indices, the choice of base period is 
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arbitrary. To fix this dependency on one or a few base periods, we propose a multilateral 
approach, which is achieved by filling the blanks in Table 2 as illustrated in Table 3. By 
completing the matrix, every reporting period is calculated with every possible base 
period. This results in multiple series and all of these cover the complete time span, 
hence the term “multilateral.”

This approach is inspired by the multilateral GEKS (Gini 1931; Eltetö and Köves 
1964; Szulc 1964 as referenced in De Haan and Van der Grient 2011) method as described 
by Willenborg (2017, 2018). In his study, Willenborg explains the GEKS method as 
completing a matrix with index figures based on all possible base periods. By taking the 
geometric mean of all possibilities for each reporting period, circularity is realized (Table 
1 shows that Laspeyres, Paasche, and Fisher do not pass the circularity test). A direct 
price development between period 0 and 2 equals a multiplication between direct indices 
between period 0 and 1 and period 1 and 2. The formula for retrieving each imputation 
is provided in Equation (4).
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Opposed to Equations (2) and (3), the base periods are flexible as it can have any value 
between 0 and t. Calculating one single imputation for period t is achieved by taking the 
geometric mean of all variations with different base periods, illustrated in Equation (5).
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In this study, Equations (5) and (6) are not performed at this stage for the final index. The 
imputations resulting from Equation (4) are used in the next step.

Table 2.  Matrix with Laspeyres and Paasche Imputations.

Reporting period Used to calculate

  0 1 2 3

Base period 0 ˆ
( )p0 0

ˆ
( )p1 0

ˆ
( )p2 0

ˆ
( )p3 0 Laspeyres IL0 3�� �

1 ˆ
( )p0 1

ˆ
( )p11 Paasche IP0 1,� �

2 ˆ
( )p0 2

ˆ
( )p2 2 Paasche IP0 2,� �

3 ˆ
( )p0 3

ˆ
( )p3 3 Paasche IP0 3,� �
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3.3. Step 3: Time Series Re-Estimated Imputations

The result of Equation (6) is a circular index that does not heavily rely on one base 
period. However, the individual imputations in step 1 may still lack accuracy and thus a 
resulting index still shows volatile developments. This is especially the case if hedonic 
regression is performed on small datasets with a high degree of heterogeneity. Time 
series analysis, and in particular state space modeling is used in this step to improve the 
price imputations in terms of accuracy, reliability, and validity. A few notes on the latter 
concepts seem appropriate at this point and Babbie (2014, 140–3) provides definitions 
that we will use to describe how time series re-estimations will enhance the index.

Accuracy often refers to the proximity of a measurement to the true value. As we are 
aiming for trend like behavior of the price developments, moving away from volatility 
seems to add accuracy. This is not to be confused with precision. Precision reflects the 
closeness of multiple observations to each other. For example, estimating a man as 
“thirty-six years old” is more precise than “in his thirties.” If the man is in fact thirty-nine 
years old, the latter estimation is, however, the only accurate one. In our case, the intro-
duction of time series re-estimations adds accuracy, but hands in on precision.

Reliability refers to whether a technique, applied repeatedly to the same observation, 
yields the same result. The re-estimation reduces volatility and, therefore, also variance 
in outcome. This leads to more similar results when simulations are run with in-sample 
variations. This analysis is further described in Subsection 4.2 (Figure 5—confidence 
intervals).

Validity refers to the extent to which a measure reflects the real meaning of the con-
cept. The concept we are aiming to measure is price developments in the real estate 
market. Again here, volatility prevents us from capturing the real underlying market 
developments. Due to low numbers and heterogeneity, a volatile index rather captures 
momentarily developments of incidental transactions.

In time series analysis, all values in the series are assumed to be related, that is, there 
is a correlation between adjacent periods. State space models make a general distinction 
between observed and unobserved variables. The former is model input and the latter is 
model output. A simple state space model (in this case a random walk plus noise model) 
is represented in Equations (7) and (8) (Commandeur and Koopman 2007, 9).

Table 3.  Matrix with Multilateral Imputations.

Reporting period

  0 1 2 3

Base period 0 ˆ
( )p0 0

ˆ
( )p1 0

ˆ
( )p2 0

ˆ
( )p3 0

1 ˆ
( )p0 1

ˆ
( )p11 ˆ *( )p2 1

ˆ *( )p3 1

2 ˆ
( )p0 2

ˆ *( )p1 2
ˆ

( )p2 2
ˆ *( )p3 2

3 ˆ
( )p0 3

ˆ *( )p1 3 ˆ *( )p2 3
ˆ

( )p3 3

*Added compared to the Laspeyres or Paasche calculation as presented in Table 2.
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y NIDt t t t� � � �� � � ��, ~ ,0 2 	 (7)

� � � � ��t t t t NID� � �1
20, ~ ( , ) 	 (8)

The terms in this formula are:

yt  = the observed value in period t;

mt  = the unobserved level in period t;

� t t� theobservation disturbance in period ;

�t t� the leveldisturbancein period ;

NID() indication that thedisturbance termsarenormallyand indepenndentlydistributed.

Equation (7) is called the measurement or observation equation. It separates the observed 
series yt  into a signal �t� �  and a noise component. The essence of above model is that 
the signal is described by a series of unobserved states mt that evolve through time. This 
is done by the second Equation (8), called the transition equation. It describes how the 
unobserved state mt depends on the previous value of mt. The amount of change between 
consecutive values of mt is determined by a series of random shocks ξt .

We are interested in the unobserved states and are able to estimate these with help of 
the observed series. In our case, the observed states yt  refer to the estimated average 
hedonic price levels, resulting from Equation (5). Following Equation (7), we assume the 
series of observed price levels yt  contain noise or observation disturbances. The state 
space assumption is that we cannot observe the true states (unobserved levels) directly 
and these should be estimated.

Regarding reducing volatility, these state space methods as described by Commandeur 
and Koopman (2007) and Durbin and Koopman (2012), show great potential, because 
the unobserved levels tend to be smoother than the observed levels. With the assumption 
that there is correlation within the time series, the estimated unobserved levels are most 
likely also more accurate estimates of the price developments. Francke and de Vos 
(2000), Francke (2010), Rambaldi and Fletcher (2014), and Hill et al. (2021) already 
proved that integration of hedonics and state space methods can result in stable estimates 
of growth rates.

After Equation (8), there are many different models to choose from. In our study, 
many models were tested and the best model was chosen by looking at the most suitable 
fit. The model showed, among which, the lowest AIC (presented in Appendix 2). The 
model of choice is a local linear trend model. In this model, another term, the slope com-
ponent, is introduced to further improve the estimation of the trend. In general, the addi-
tion of a slope is more suitable for long term and changing trends. Furthermore, the 
model sets a hyperparameter of the level component equal to zero, while the slope com-
ponent remains stochastic. This model is also known as a smooth trend model, and since 
the slope disturbances affect the level component indirectly, generally yield a smoother 
estimate of the level component. Equations (9) to (11) represent this model applied to the 
price imputations resulting from step 2.
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The added terms in this formula are:

pt b


( )  = the imputed price of reporting period t  with base period b  (observed 
values);

mt b( )  = the unobserved level in period t for the series with base period b ;

v tt b( ) ( )= theslopecomponent in period deterministic for theseriesswith baseperiod b;

� t b t( ) � theslope disturbance in period for the series with baase period b.

In Equation (9), the observed values yt  are replaced by the imputed prices pt b


( )  retrieved 
from the previous step. Opposed to Equation (8), the estimation of m t b( ) is now expanded 
with slope vt b( )  in Equation (10). Slope vt b( )  depends in its turn on the previous estima-
tion of vt b( ) . The model can be estimated by applying a two-step procedure. First, the 
hyperparameters, that is, the variances of the error terms, are estimated via a Maximum 
Likelihood procedure. Then the Kalman filter (Kalman 1960) is applied to estimate the 
state variables (level and slope). The Kalman filter is a recursive algorithm that first 
applies a forward pass to the time series, from t = 1 to t = T, and at each step updates the 
estimates of the state variables. This is called filtering. The estimates at time t are thus 
only based on information up to that period. Then a backward pass is applied from t = T 
to t = 1, in which the filtered estimates are updated using all available information. This 
is called smoothing. In our case we are interested in these smoothed estimates, since this 
is the added value of step 3 (capturing the trend). Once the model is estimated, the re-
estimated imputations can be derived as follows.

p pt b t b t b t b
�� � � �
( ) ( ) ( ) ( )� � �� � 	 (12)

The term pt b
��
( )  represents the re-estimated price imputation in period t with base period 

b. A schematic overview of all re-estimated price levels of four sequential periods 
(0 < 1 < 2 < 3) with the same number of base periods is provided in Table 4.

From these re-estimated imputations, an index can be constructed according to 
Equations (5) and (6). In this study, Equations (5) and (6) are not performed at this stage 
for the final index. The imputations resulting from Equation (12) are used in the final 
step.

3.4. Step 4: Window Splice

At this point in the procedure, the method is expected to provide more stable indices. 
However, the other practical property of limited revisions is not met. The previous steps 
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of multilateral calculations and time series re-estimations both cause revisions once a 
period is added.

For multilateral calculations the mechanism is as follows: once a reporting period is 
added, a series is added with another base period. This is demonstrated in Table 3: adding 
a column (reporting period) also means adding a row (series with upgraded base period). 
Calculating the geometric mean of all possibilities for period 0, now includes one extra 
figure (with base period t). This occurs in all periods and therefore the figures of all peri-
ods are revised.

For the time series re-estimations, the mechanism is as follows: once a reporting 
period is added, the calculation of the previous period is adjusted as each unobserved 
value is calculated with information of the preceding and succeeding period. This occurs 
in all periods and therefore the figures of all periods are revised.

A rolling window approach or window splicing is introduced in this study to avoid 
revision of the entire series every time a reporting period is added. As shown by Shimizu 
et al. (2010), Ivancic et al. (2011), Krsinich (2016), Chessa (2021), Bentley (2022), and 
Diewert and Fox (2022), splicing is well known in index construction, especially in com-
bination with multilateral methods. Hill et al. (2022) report that the technique is also 
widely used in official statistics (at least in the form of a rolling time dummy method). 
The main idea of window splicing is to keep a limited number of periods provisional 
instead of the entire time series. To bypass the revisions caused by the multilateral calcu-
lations, the final averaged index number is not based on all possibilities of an imputed 
price, but on a selection.

This selection is performed in a two-step procedure. First, to bypass the revisions 
caused by the multilateral time series re-estimation, the series for each base period will 
not endlessly be updated. An example to illustrate this: a window is determined at three 
periods. In other words, once period t  is calculated for the first time it is provisional. In 
this period and the next two periods, the figure for period t  is subject to revision. In 
period t +1 , the series with base period t  is extended with reporting period t +1 . In 
period t + 2 , the series with base period t  is extended again with reporting period t + 2 . 
In both calculations, the figure for period t  is revised. This will be the last time, since 
the series with base period t  is fixed from that point on. An illustration of this update 
scheme is provided in Table 5.

Table 4.  Matrix with Re-Estimated Multilateral Imputations.

Reporting period

  0 1 2 3

Base period 0 ˆ
( )p0 0

 ˆ
( )p1 0

 ˆ
( )p2 0

 ˆ
( )p3 0



1 ˆ
( )p0 1

 ˆ
( )p11
 ˆ

( )p2 1

 ˆ
( )p3 1



2 ˆ
( )p0 2

 ˆ
( )p1 2

 ˆ
( )p2 2

 ˆ
( )p3 2



3 ˆ
( )p0 3

 ˆ
( )p1 3
 ˆ

( )p2 3

 ˆ
( )p3 3


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Second, the above imputations are transformed into index figures. This is achieved by 
dividing the imputation of the reporting period by the imputation of the first period as 
shown in Equation (17). At this point, a transformation into indices is necessary, because 
in the next step—Equation (18)—, the multilateral series, all with different base periods, 
are merged into final index figures. The imputations, presented in Table 5, are compara-
ble over time within its own series using its own base period. The imputations are not 
comparable over time across different base period series. A transformation into index 
figures makes the series comparable and ready for the final step.

I
p

p
t b

t b

b

0

0

, ( )
( )

( )

=
��

��
	 (17)

After the index transformation, the windows are created. The final index is the geometric 
average of a window of index mutations. For example, if the window length is three peri-
ods, the index figure of reporting period t (I t0, ) is the geometric average of the indices with 
base period t − 2  until base period t : I t t0 2, ( )− , I t t0 1, ( )− , and I t t0, ( ) . The formula to con-
struct the price index according to the proposed method multilateral hedonic imputation 
with time series re-estimation and window length w , is provided in equation (18).

I I t w w Tt
MHIT w

b t w

T

t b

w

0 1 0

1
1, ( ) , ( )

/
, , , ,�

� � �
� �� � � � �with 	 (18)

Above formula is not applied to the first set of windows as this would imply that first 
windows would be based on fewer periods then the window length. For example, fol-
lowing Equation (18) for reporting period 0, would result in a window from period −2 
to 0. Since there are no negative periods, period 0 remains and the window would 
include just one period. To solve this, the first windows (t w� �� �1 ) are calculated 
with altered Equation (19).

Table 5.  Matrix with Update Scheme of Re-Estimated Multilateral Imputations.

Reporting period

  0 1 2 3 4 5

Base period
0 ˆ

( )p0 0

 ˆ
( )p1 0

 ˆ *( )p2 0



1 ˆ
( )p0 1

 ˆ
( )p11
 ˆ

( )p2 1

 ˆ
( )p3 1



2 ˆ
( )p0 2

 ˆ
( )p1 2

 ˆ
( )p2 2

 ˆ
( )p3 2

 ˆ
( )p4 2



3 ˆ
( )p0 3

 ˆ
( )p1 3
 ˆ

( )p2 3

 ˆ
( )p3 3

 ˆ
( )p4 3

 ˆ
( )p5 3



4 ˆ
( )p0 4

 ˆ
( )p1 4

 ˆ
( )p2 4

 ˆ
( )p3 4

 ˆ
( )p4 4

 ˆ
( )p5 4



5 ˆ
( )p0 5

 ˆ
( )p1 5

 ˆ
( )p2 5

 ˆ
( )p3 5

 ˆ
( )p4 5

 ˆ
( )p5 5



*In practice, the initial time series are much longer than three periods. Above scheme is implemented in 
practice with around twenty starting periods.
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Table 6 illustrates a window splice of three periods and the calculation of the final index. 
The resulting index is from now on referred to as the HMTS method (Hedonic Multilateral 
Time series Splice). At this point, the choice of a three period window splice is purely for 
illustration purposes. The choice of window length is rather important in the index con-
struction. Bentley (2022), for one, acknowledges this and notices that there are no crite-
ria set in official statistics to determine a window length (other than that is should yield 
reasonable results). He also lists arguments in favor of a shorter or longer window. The 
most important one, in case of the HMTS, is that greater transitivity goes along with a 
longer window. On the other hand, a shorter window minimizes the number of revisions. 
Hill et al. (2022) point out that a longer window generally increases the robustness of the 
index, while a shorter window increases the current market relevance. They also present 
a method to determine the optimal length of a window. Another way to look for an opti-
mal window length—and specifically applied to the HMTS—is presented in section 4.2.

4.  Data and Empirical Findings

The analyses in this section are presented and assessed by the practical and methodologi-
cal properties in below paragraphs. We will present results for our four-step approach, 
and for each of these steps compare the outcomes to results from the standard approach 
where only the first step is applied, that is, a hedonic imputation method such as Laspeyres 
or Paasche index is computed. First, a description of the data is provided.

4.1. Data: Office Building Transactions in the Netherlands

To test the index procedure, data on commercial real estate in the Netherlands is used. 
The data consists of transactions that are reported on a quarterly basis and span the years 
of 2008 until 2022. As the focus of this study is on small domains, we selected the 

Table 6.  Index Matrix with a Three-Period Window Splice.

Reporting period

  0 1 2 3 4 5

Base period 0 I0 0 0, ( ) I0 1 0, ( ) I0 2 0, ( )

1 I0 0 1, ( ) I0 11, ( ) I0 2 1, ( ) I0 3 1, ( ) Equation (18)

2 I0 0 2, ( ) I0 1 2, ( ) I0 2 2, ( ) I0 3 2, ( ) I0 4 2, ( )

3 I0 3 3, ( ) I0 4 3, ( ) I0 5 3, ( )

4 Equation (19) I0 4 4, ( ) I0 5 4, ( )

5 I0 5 5, ( )

Final index IHMTS w
0 0

3
,

( )= IHMTS w
0 1

3
,

( )= IHMTS w
0 2

3
,

( )= IHMTS w
0 3

3
,

( )= IHMTS w
0 4

3
,

( )= IHMTS w
0 5

3
,

( )=
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subgroup of office buildings—containing limited numbers of observations—to run the 
calculations. The number of observations ranges from approximately 150 to 1,100 per 
quarter. These data are also used by Statistics Netherlands to calculate the published 
CPPIs and have already been cleaned. The cleaning process comprises of correcting data 
errors, excluding false observations and transforming portfolio sales into useable trans-
actions (CBS 2022). The hedonic variables—as used by Statistics Netherlands for a 
Fisher Hedonic Double Imputation (HDI) method—were used as input for the hedonic 
model in step 1. The regression model and its results are enclosed in Appendix 1. The 
time series analyses results are enclosed in Appendix 2.

The HMTS method relies on a solid hedonic model. Running hedonic diagnostic tests 
prior to implementing the HMTS method is, therefore, required. Analyses show, how-
ever, that the HMTS method performs well even with the most basic hedonic variables: 
floor area, location, and building age. The results of an index with these variables resem-
bles an index with many additional variables.

4.2. Results Step 1 to 4

The HMTS index with three preliminary periods (four period window splice) is pre-
sented in Figure 2. The stepwise results (from H to HMTS) show that the index cor-
rects for quality changes, detaches from one base period, adds stability and is has a 
limited revision.

Figure 2.  From median index to HMTS index.
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4.3. Assessment of Practical Properties

To assess the HMTS index on revisions and the ability to detect turning points, the years 
around 2015 are more closely analyzed. Both the Fisher HDI and HMTS detect a down-
ward peak in 2015 Q2 (lowest point) and a first rise in 2015 Q3. The latter period is, 
therefore, marked as a turning point. Figure 3 shows the results of a simulation between 
2014 and 2016. The index is calculated with three preliminary periods. Each index point, 
therefore, has four estimations:

- 	  The first estimation is made in the corresponding calculation period;
- 	  The second estimation is made once the calculation period is one period ahead;
- 	  The third estimation is made once the calculation period is two periods ahead;
- 	  The final estimation is made once the calculation period is three periods ahead.

In this turbulent period, including a turning point, the first estimations are on average 
0.82 index point off from the final estimation. As expected, the revision decreases at the 
second (0.29) and third (0.03) estimation. Given that, the index figures are only subject 
to a very slight revision after the third estimation, two or three preliminary periods seem 
to be appropriate in the HMTS index construction.

Although the turning point is in the second quarter of 2015 and the index should show 
an increase, the first two estimations of the HMTS index indicate a downward develop-
ment. The third estimation is corrected upwards, indicating a turning point. After the 
revisions the index gets more accurate and above simulation shows that the desired accu-
racy lags two periods. Even though the HMTS index does not indicate the turning point 
immediately, the turning was expected after looking at the mutations. Figure 4 shows the 
changes compared to the same quarter of the previous year for the HMTS index and the 

Figure 3.  Revisions and turning point detection.



398	 Journal of Official Statistics 40(3)

Fisher HDI index. Because of the trend-like development of the HMTS index, a clear 
development toward a turning point can be distinguished. The Fisher index, on the other 
hand, shows a distorted development.

To assess the HMTS index on its reliability, stability, and robustness, confidence 
intervals were calculated. The interval was calculated according to the bootstrap method 
as described by Efron and Tibshirani (1994) and executed by Johnson (2001) and 
Willenborg and Scholtus (2018). In essence, the intervals are obtained by simulating 
variations, using the variability in the data. The index series are calculated five hundred 
times and, in each calculation, the original input is altered by sampling with replacement 
until the original sample size is reached. Calculating the variance of the five hundred 
index series allows us to construct confidence interval as presented in Figure 5. It shows 
that the HMTS has an improved reliability compared to a Fisher HDI.

The robustness of the index is also tested by running calculations on a randomly 
selected subset of the data with fifty observations per quarter. The result, presented in 
Figure 6, shows that the index is somewhat less stable than the original one (yet not 
extremely) and in certain years the trend is slightly different. For comparison purposes, 
the Fisher index is also calculated with the same reduced dataset. It shows that reducing 
observations, causes more peaks, which indicates the presence of transaction noise.

Yet, another way to get an idea of the robustness of the index is to calculate the share of 
each observation in the index mutation. This type of calculation is often used in official 
statistics to detect suspicious observations, which should be (manually) checked. The 
approach to calculate the shares is similar to the bootstrap simulation: the index is calcu-
lated as many times as there are observations, and each iteration observations are alter-
nately excluded. This way, the effect of each observation becomes visible by comparing the 
alternative index to the original index. Calculations performed on the Fisher HDI and the 
HMTS shows that the range at which observations affect the index decreases with approxi-
mately 50%. In the Fisher HDI, the observation’s share in the index ranges from −0.67 to 

Figure 4.  Changes compared to the previous year (%).
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0.27 index point. On average, the absolute share of individual observations in the index is 
0.06 index point. In the HMTS, shares range from −0.4 to 0.2 index point. On average, the 
absolute share of individual observations in the index is 0.03 index point.

4.4. Assessment of Methodological Properties

The identity test states that once the prices of period t return to the state of period 0, the 
index should also return to 100. Due to the multilateral approach, the re-estimations, and 

Figure 6.  Simulation with fifty observations.

Figure 5.  Confidence intervals (95%).
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window splicing, the identity test does not hold anymore in its strict form. That is, if the 
prices in the data return to the state of period 0, the index does not (necessarily) return to 
100. Only in the scenario where all multilateral re-estimations return to the state of period 
0, the index does return to 100. This resembles the multiperiod identity test as described 
by Diewert (2020). In most cases, however, even though the observed prices of both 
periods are the same, the transaction noise in period 0 will likely differ from the noise in 
period t. This is because the noise is determined with help of the adjacent periods. Since 
the adjacent periods differ, so will the noise. Figure 7 shows an empirical test: the prices 
from period 2020 Q1 and onward are set to the state of 2008 Q1. As illustrated, the Fisher 
index returns immediately to 100. The HMTS index returns very slowly to the original 
state. The question here is whether the development of the Fisher index is realistic. The 
prices of period 2020 Q1 indicate that the prices suddenly peak, but the re-estimations 
method uses information from other periods as well. The HMTS index, therefore, indi-
cates that a sudden increase is not realistic, but if the prices keep indicating this level, the 
index eventually returns to the same level. The size of lag depends on the size of the 
development. Below example could be considered extreme. To conclude, the HTMS 
does not meet the identity test. This sacrifice is made to gain stability. The risk is that 
responds with a lag to extreme price changes.

The time reversal test states that the price index of period A relative to B should be the 
opposite of the price index of period B relative to A. Since the prices are re-estimated 
with help of the entire series, time reversibility can’t be proven mathematically. Figure 8, 
therefore, shows an empirical test. A version of the index is calculated where all periods 
are reversed. The resulting index is then reversed again and the figures are compared to 
the original index. The figure shows that the indices without splice resemble the original 

Figure 7.  The identity test.
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index. In numbers, the indices are fully alike up to seven decimals for the entire index 
series. Adding the splice, violates the time reversibility. This was expected as the splices 
of the time reversed index, are shifted and contain (slightly) different information. The 
consequence is that the HMTS index is not fully independent of a base period. It does 
rely on the events to occur in one chronological order (and luckily, they do). In terms of 
index properties, this is a disadvantage, but like the identity test, this is a sacrifice that is 
likely worth it (given all benefits discussed Subsection 2.2).

The circular test states that the results between three periods should be consistent: 
multiplying the index between A and B with the index between B and C should be equal 
to the direct index between A and C. Circularity is introduced in the multilateral 

Figure 8.  The time reversal test: reference year 2015.

Figure 9.  Circularity test: reference year 2015.



402	 Journal of Official Statistics 40(3)

imputations step, but after the re-estimation and the window splice, the index loses this 
characteristic. Figure 9 shows an empirical test: indices are calculated with different 
starting points: 2008, 2009, 2010, and 2011. If circular, the indices should exactly over-
lap. The figure shows, however, that the indices do not overlap and thus the index is not 
circular. However, it also shows that the effect of using different base periods is minimal. 
This indicates that a certain level of circularity is retained. The indices differ the most at 
the start of the series. This is because the HMTS uses information of adjacent periods. As 
the series start in later periods, information is missing. Soon after the start of the series, 
the index levels and developments are quite similar.

4.5. Reference Comparisons

The Rolling Time Dummy (RTD) method (De Haan 2015; Hill et al. 2022) is one of 
the most serious alternatives when it comes to small domains and heterogeneous mar-
kets. The multiperiod regression increases the sample size (thus lowering the effect of 
small domains with heterogeneous markets) and the rolling window prevents contin-
ues revisions. Figure 10 shows the HMTS index alongside the RTD index and the 
Fisher HDI index. The RTD is calculated with a window length of three periods and 
a movement splice as described by De Haan (2015). The RTD index still shows vola-
tility similar to the Fisher HDI index. In addition, the RTD shows drift, caused by 
“weak” periods in 2013. The Fisher index has no drift (by definition) and, therefore, 
illustrates the impact of the RTD’s drift. The RTD was also calculated with increased 

Figure 10.  HMTS, Fisher HDI, and Three-Window Rolling Time Dummy (RTD).
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window lengths. Each window-increase caused the index to be closer to the Fisher 
index. This proves the sensitivity of the RTD to drift. The HMTS index is stable and 
shows no sensitivity to drift.

As time series re-estimation is introduced in step 3 of the method, there may be a con-
cern for delay in the HMTS index. By looking at Figure 10, there is no solid way to tell if 
the HMTS lags the Fisher index. A test for Granger causality as used by Shimizu et al. 
(2010) is also performed in this study to investigate lead-lag relationships. The tests were 
run pairwise on the HMTS and a hedonic double imputation index with the first period as 
base period (step 1), a multilateral hedonic double imputation index (step 2) and Fisher 
hedonic double imputation index. Both a possible lead and lag role for the HMTS was 
tested. With p-values of respectively 1.371 × 10−4, 5.827 × 10−4, and 1.657 × 10−06, a lag 
role of the HMTS is in all cases significant. However, with p-values of respectively 
3.154 × 10−13, 5.127 × 10−16, and 1.678 × 10−12, this shows that there is no clear lag of the 
HMTS. If any, the HMTS leads the other indices, most likely due to minimal volatility: a 
Fisher peak is, for example, a rise followed by a drop. If there was a downward trend 
before, the HMTS probably shows a drop twice and thus leads the Fisher index.

5.  Conclusion

The HMTS index shows several practical advantages. There is an option to reduce and 
lengthen the number of provisional periods. Furthermore, stability is introduced without 
losing market information like a timely detection of turning points. It also reduces the 
reliance on the base period. This can be beneficial in case of insecurities about data 
quality or representativeness. Regarding CRE, this is often the case. The methodologi-
cal index tests on the other hand, are not strictly (mathematically) met by the HMTS 
method. Analyses show, however, that the time reversal test is approximately (numeri-
cally) met in practice without splice. The splice creates a loss of time reversibility. This 
property of the HMTS shows that a sequential order of time is important. It is, however, 
good to see that right before slicing, time reversibility is mostly retained. The circular 
test is not fully met in practice, but analyses show that a large amount of circularity is 
retained in the index construction. Independence of one base period is especially impor-
tant in small domains and the result in the circularity test shows the effectiveness of the 
HMTS in this regard. The identity test is not mathematically nor numerically met. 
Certainly, in cases of small domains with heterogeneous observations, the identity prop-
erty may not be the index characteristic to primarily aim for. As shown in the analyses, 
identity-proof indices directly reflect changes in prices, regardless of the trend. If an 
index level is at 150 and the prices indicate a drop by 50%, an index that meets the 
identity test returns to 100 immediately. This is exactly what makes an index volatile. 
The assumption in the HMTS method is that the observations are subject to transaction 
noise. The lower the transaction numbers and higher the degree of heterogeneity, the 
safer this assumption seems to be. All in all, the methodological properties are not math-
ematically met, but in cases of small domains and heterogeneous markets (such as in 
commercial real estate) it may be worthwhile to loosen the desirability of these proper-
ties and balance it with practical properties.
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The HMTS index is constructed with the desired properties of statistical agencies in 
mind. As the results seem adequate and the index outperforms the alternatives at some 
critical points, the HMTS index may aid statistical agencies in constructing reliable 
CPPIs. Complexity of the method and many hours of required coding can be considered 
disadvantages of the method. The code in R programming language is, therefore, avail-
able at request from the authors.

The HMTS could be applied beyond commercial real estate. A next best applica-
tion would be for the construction of house price indices at a lower regional level, 
which can also be small domains. This relates to the strategic goals of statistical agen-
cies and user’s needs to measure phenomena at a more regional level. As long as a 
hedonic model is used, the HMTS is applicable. Beyond real estate, however, it has 
not been studied. This is a topic for future study. A remark on using the HMTS method, 
is that if a common index method is sufficient, this probably has the preference. 
Primarily in case of small domains and heterogeneous goods, and when common 
index methods fail at capturing realistic price developments, the HMTS may provide 
a solid alternative.

5.1. Research Limitations

In cases where there are (almost) no observations, the HMTS index in its current form 
does not work. Each period should have a few observations with explanatory variables 
that show variation. A possibility to solve this, is to implement a multiperiod regression 
in the hedonic imputation: if a period does not have sufficient observations, the observa-
tions of the adjacent periods are added to complete the regression. This possibility has 
not been fully studied yet.
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Appendix 1.  Results Ordinary Least Squares (OLS).

2008 Q1 2022 Q4

Intercept 7.87*** 8.93***
Floor area 0.93*** 0.8***
Distance to train station −0.02 −0.08**
Neighborhood segment B −0.09 −0.13“.”
Neighborhood segment C −0.33*** −0.63***
Neighborhood segment D −0.43*** −0.72***
Neighborhood segment E −0.51*** −0.72***
In Amsterdam? 0.48*** 0.61***
Building age classification <1945 0.25*** 0.2*
Building age classification 1985–2004 0.3 0.13*
Building age classification ⩾2005 −0.18** 0.2**
Adjusted R-squared 0.85 0.76
Number of observations 461 785

Note. The dependent variable is the natural logarithm of the transaction price. The independent numerical 
variables “floor area” and “distance to train station” are also transformed to the natural logarithm. The in-
dependent variables “neighborhood segment,” “In Amsterdam?,” and “building age classification” are dummy 
values (0/1). Significance codes: ***0.001 = 99.9%. **0.01 = 99%. *0.05 = 95%. “.”0.1 = 90%.
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Appendix 2.  Results Time Series Analyses.

Base period Log likelihood 
model

Log likelihood 
model, n

AIC AIC, n

2008 Q1 34.3 1.2 −60.5 −2.1
2008 Q2 37.5 1.3 −67.1 −2.4
2008 Q3 38.1 1.4 −68.2 −2.4
2008 Q4 39.4 1.4 −70.8 −2.5
2022 Q1 85.7 1.4 −163.4 −2.7
2022 Q2 84.7 1.4 −161.3 −2.7
2022 Q3 84.8 1.4 −161.6 −2.7
2022 Q4 84.3 1.4 −160.6 −2.7

Note. In 2008, n = 28. The time series re-estimations were simulated as if 2015 Q1 was the first moment 
of index construction. Until 2014 Q4, there were twenty-eight periods to analyze. In 2022, n = 60. In 2022, 
the last three periods are preliminary. 2022 Q1 is made definitive. At the moment of index calculation in 
2022 Q4, all quarters in 2022 contain sixty period to analyze. The log likelihood model (LLM) scores and 
the Akaike Information Criterion (AIC) both improve as the series continue (LLM increases and AIC de-
creases). However, at the start of the series the number of periods was lower. Therefore, the model scores 
were divided by the number of periods to make a more honest comparison. As presented, the quality of 
the model scores is comparable over time.


