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Summary

Current stroke treatments are limited to acute phase management, and there are few clinically available

drugs for neuron protection or damage repair due to restrictions imposed by the blood-brain barrier.

This project envisions an implantable Drug Delivery System (DDS) for precise drug dispensing to areas

of the brain affected by stroke, using light-activated liposomes and microfluidic control to improve

therapeutic effectiveness and minimize off-target side effects.

The ambitious goal aimed at developing a proof-of-concept of integrating the microfluidic system with

light-actuated liposomes requires a collaborative approach between two different departments: High-

Tech Engineering and Chemical Engineering. First, the High-Tech Engineering department focuses

on the manipulation of liposomes within the DDS. This involves designing a microfluidic system

that facilitates spatial and temporal control for precise drug release. Simultaneously, the Chemical

Engineering Faculty concentrates on the chemical composition, production, and characterization of

liposomes. This thesis report, which focuses on the manipulation of liposomes, tries to answer the

following research question:

"How can a microfluidic system be designed such that it can repeatably release a specific amount of drugs
encapsulated in liposomes with spatial and temporal control?"

Reviewing literature on microfluidic trap-and-release mechanisms, it became evident that deformable

particles often tend to slip out of traps. To accurately predict this behavior, the Young’s-Laplace equation

and the energy stored in the liposome membrane were assessed with the use of a Matlab script. Next,

microfluidic devices that were able to manipulate the liposomes to the desired trapping locations were

designed and produced. The trapping behavior of liposomes has been assessed by increasing the

hydrostatic pressure under a fluorescent microscope. The results show that the experimental pressure of

50-250 Pa is lower than the expected theoretical predictions and that there exists a diameter threshold of

17-18 𝜇m for which the liposomes show lysis behavior. The proposed alterations for future experiments

include ensuring that monodisperse liposomes are loaded into the system, the introduction of a bypass

channel into the design, and the imaging of the liposome content rather than the membrane. Finally, the

entire DDS concept has been demonstrated using a network of pores using the path-of-least-resistance

approach.

Besides the contents covered in the paper, the process leading up to the final experiments has been

described in detail in the appendices. Much time has been spent on production optimization. First,

problems with the collapsing of more slender channels were encountered, which have been solved

by increasing the curing agent to the PDMS ratio, the introduction support pillars, and increased

channel height. Next, problems with the bonding of the gold electrodes on both the glass and PDMS

surfaces. The issue of bonding to the glass was resolved by using a Ti intermediate layer, as suggested

by various literature references. For the bonding to PDMS, the introduction of a novel chemical,

6-mercapto-1-hexanol, provided the solution. Furthermore, a custom test setup has been developed

that is able to hydrostatically increase the pressure, create electro-osmotic flow, and image the behavior

of the liposomes. An Arduino UNO module has been programmed to control the custom setup. Lastly,

tests with water, polystyrene beads, and different designs were performed to better understand the

behavior of the systems before the liposomes were available. The results of these tests, and the complete

list of figures used to create the results presented in the paper, have also been included in the appendix.
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Paper

Light- and microfluidic-guided release of drugs

G.T. van Veen and Prof.dr. U. Staufer

ABSTRACT

Current stroke treatments are limited to acute phase management, and there are few clinically available

drugs for neuron protection or damage repair due to restrictions imposed by the blood-brain barrier.

This project envisions an implantable DDS for precise drug dispensing to areas of the brain affected by

stroke, using light-activated liposomes and microfluidic control to improve therapeutic effectiveness

and minimize off-target side effects.

Reviewing literature on microfluidic trap-and-release mechanisms, it became evident that deformable

particles often tend to slip out of traps. To accurately predict this behavior, the Young’s-Laplace equation

and energy stored in the liposome membrane have been assessed. Next, microfluidic devices that

were able to manipulate the liposomes to the desired trapping locations were designed and produced.

The trapping behavior of liposomes has been assessed by increasing the hydrostatic pressure under a

fluorescent microscope. The results show that the experimental pressure of 50-250 Pa is lower than the

expected theoretical predictions and that there exists a diameter threshold of 17-18 𝜇m for which the

liposomes show lysis behavior. Finally, the entire DDS concept has been demonstrated using a network

of traps using the path-of-least-resistance approach.

1. Introduction
1.1. Motivation
Annually, strokes due to blood flow blockage in the

brain result in approximately 5.5 million deaths

and leave survivors with long-term disabilities,

amounting to 116 million disability-adjusted life

years lost [1]. Current treatments are limited to

acute phase management, focusing on thrombosis

removal, with limited clinically available drugs

for neuron protection or damage repair. This is

primarily because these compounds struggle to

penetrate the blood- brain barrier in sufficiently

high concentrations without inducing toxicity in

other parts of the body. Consequently, the dosage

of drugs that can be administered safely via conven-

tional routes such as intravenous or intramuscular

is limited. An implantable on-demand drug deliv-

ery system (DDS) that targets only the areas of the

brain most affected by stroke will improve thera-

peutic effectiveness and minimize off-target side

effects.

This paper introduces such an implantable DDS

to dispense minute amounts of drug directly to a

stroke-affected zone and, by integrating with Elec-

trocorticography (ECoG) [2], the stroke-affected

zone can be identified. In order to reduce interfer-

ence with these measurements, no electrical signals

are used to initiate and regulate the release of the

drugs. Moreover, since the dosing of the drugs

1



1. Introduction 2

should be tightly controlled for safety reasons, the

drugs are encapsulated in light-sensitive liposomes

and transported by microfluidic means. Drug re-

lease is controlled by light pulses that each open a

well-defined number of these liposomes. A graphi-

cal concept of the proposed DDS can be found in

Figure 1.1.

Although the primary motivation for developing

the implantable DDS is to improve stroke therapy,

its utility extends beyond that singular application.

The system has the potential to revolutionize tar-

geted drug delivery, which is a limiting factor in a

variety of brain disorders. This includes, but is not

limited to, neurological disorders such as Parkin-

son’s disease [3] and epilepsy [4], or could even

improve the treatment of brain tumor chemother-

apy [5]. With its broad applicability, the DDS could

open many possibilities for new types of medical

treatment.

Figure 1.1: The DDS concept as proposed in this paper. a)
Illustrative diagram of the proposed DDS as integrated within

the brain. b) Cross-section through a conceptual microfluidic

system (blue) which carries liposomes (ovals) containing a

drug (green) that can be released through a light flash (yellow).

The red arrows indicate the liquid flow.

1.2. Relevance
Drug delivery using microfluidic platforms has

been extensively studied with systems incorporat-

ing microneedles [6], micropumps [7] and mem-

branes [8]. However, a specific combination of

light-actuated liposomes in a microfluidic system

to achieve controlled drug delivery has never been

demonstrated. Furthermore, the DDS provides

significant progress in addressing two of the major

challenges within the field of microfluidic con-

trolled drug delivery, as recently summarized by

Sanjay et al. [9]. Firstly, targeted drug delivery

to specific cells or tissues is challenging, as drugs

tend to be dispersed randomly, with only a small

fraction reaching the intended sites. Secondly, ex-

isting controlled DDS’ typically release drugs at

fixed rates and lack the ability to adjust to changes

in patient conditions once implanted.

Although the integration of microfluidics and lipo-

somes has already been shown before, the majority

of these studies focus on the production of lipo-

somes using microfluidic flow principles [10–13].

Furthermore, liposomes have been utilized as on-

demand DDS, although without the integration

of a microfluidic control mechanism. Typically,

two main strategies are employed [14]: passive tar-

geting involves dispersing the particles within the

patient by exploiting their ability to accumulate at

sites of increased vasculature permeability; active

targeting involves biochemically altering the lipid

membrane to include ligands such that it predomi-

nantly binds to specific tissues. Currently, commer-

cially available liposomes provide passive targeting

at best [15, 16]. The integration of a microfluidic

system would provide substantial progress by in-

troducing enhanced spatial and temporal control.

Lastly, the DDS would enable the delivery of drugs

without having to cross the blood-brain barrier,

which would significantly increase the effective

dose delivered to the intended tissue.

1.3. State-of-the-art
Microfluidic particle control has been studied ex-

tensively [17–21]. Recently, a comparison of all

different techniques has been made by Gong et al.
[22] which categorizes them into different groups:

passive physical, active physical, biochemical and

hybrid mechanisms. Among them, passive physi-

cal is one of the most common techniques currently

used in microfluidic particle trapping. This method

uses strategic obstacle placement and geometry

to generate hydrodynamic effects. According to

Gong et al. [22] the popularity is based on low

costs, fabrication time, and simple (passive) oper-

ation. Several approaches have been studied that

utilize these hydrodynamic effects to isolate parti-

cles or cells, broadly categorized into microwells,

microarrays and microtraps [23].

Microwells are small cavities in a microfluidic de-

vice designed to hold minute volumes of liquids,

cells, or particles, usually for analysis. Several

studies have been performed to improve perfor-

mance and trapping efficiency, for example studies

examining the optimal height-diameter ratio [24],

cell density [25], and shape [26]. Microarrays, first

developed by Dino et al. [27], utilize an array of

geometrical shapes or obstacles to capture particles.

Several studies have been conducted to increase

the efficiency of the method, such as changing the

flow orientation of the particles w.r.t. the traps to

be diagonal [28], adding oscillating flow to remove
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particle segregation as an effect of bridging [29]

and shape optimization [30] showing that squares

have the highest performance for particle-trapping

probability. Microtraps, first shown by Tan and

Shoji [31], use the principle of relative hydraulic re-

sistance between a trap and bypass channel. Since

this design consists of a trap with an open aper-

ture, the situation is remarkably similar to the one

encountered in the DDS. Many improvements in

this design have been proposed, such as a shorter

bypass channel length [32], deterministic cell trap-

ping using the integration of burst valves [33], and

increased efficiency by introducing a matrix of cell

traps [34].

In order to properly trap liposomes in the DDS,

the trap region of these hydrodynamic systems

is especially interesting. Research by Lawrenz et
al. [35] focused specifically on this region and

looked at the effect of different shapes (triangu-

lar, square, conical and elliptical) of the trapping

site for stem cells and polystyrene microspheres.

They concluded that square shapes are best for cell

variability, while triangular shapes are optimal for

high-speed applications. In contrast, Benavante-

Babace et al. [36] also experimentally examined the

shape of traps for a microarray system that was

designed to capture cells. They concluded that

there is no difference between the geometries of the

traps. These contradictory results should be further

investigated. Furthermore, both studies [35, 36]

noticed that deforming cells could squeeze through

holes, which reduced the trapping efficiency. Since

liposomes behave as having a flexible membrane

that encapsulates a fluid, these problems need to

be addressed to properly design the DDS.

Only a few studies have been published that stud-

ied microfluidic manipulation of liposomes or Gi-

ant Unilamellar Vesicle (GUV). GUVs are vesicles

with a size greater than 1𝜇𝑚, so the liposomes

used in this project can be categorized into this

group. Firstly, Yamada et al. [37] have studied

the trapping and releasing of GUVs in a microwell.

They concluded that the trapping results from the

force balance created by the Stokes drag and the

difference in the elastic energy of the membrane,

which is stored in the GUV as it squeezes to enter

the thin channel. Furthermore, they show that

GUVs can be released by increasing the velocity

of the fluid beyond a critical velocity. Next, Nuss

et al. [38] present a microarray that is capable of

trapping and releasing hundreds of GUVs. They

reason that the trapping ability is dependent on the

deformability of the objects, however, theoretical

modeling is not present, i.e. only experimental

validation has been provided. Lastly, the release

of content from liposomes has currently only been

studied in static suspension, without the presence

of microfluidic forces [14, 39].

This paper aims to address the gap in understand-

ing how to efficiently trap highly deformable parti-

cles and develops a modeling approach to predict

trapping behavior. Next to that, it investigated

under what conditions the liposomes show lysis

behavior. Lastly, a design has been created that

shows the envisioned principle of the DDS.

2. Theory
2.1. Trap situation
Before diving into theoretical specifics, it is im-

portant to define the situation occurring in the

microfluidic trap. The deformed liposome is il-

lustrated in Figure 1.2 with its shape divided into

three regions: I) a hemi-ellipsoid with principle

axis 𝑅2, 𝑅2 and ℎ where ℎ is defined as the height

of the trap in the normal direction; II) a frustum

of height Δ𝐿 with the base being an ellipse with

principle axis ℎ & 𝑅2 at the bottom and ℎ & 𝑅1 at

the top; III) a hemi-ellipsoid with principle axis 𝑅1,

𝑅1, ℎ. Based on the volume of this shape, and given

position 𝑥 and the initial volume 𝑉0 = 4

3
𝜋𝑅3

𝑙𝑖𝑝
of a

liposome with radius 𝑅𝑙𝑖𝑝 , all relevant dimensions

of the deformed liposome can be determined if the

fluid is assumed to be incompressible.

Figure 1.2: A schematic representation of a microfluidic trap

containing the fluid (blue), liposome (green) and the

microfluidic system (yellow). Significant features/dimensions

are indicated.

2.2. Laplace pressure
Many studies have shown microfluidic platforms to

trap droplets with techniques such as a microarray

[40], a microtrap [41], or a Laplace trap [42]. In these

studies, the pressure drop Δ𝑝𝑙 is estimated using

the Youngs-Laplace relation as can be seen in Equa-

tion 1.1a, where 𝛾 is the surface tension between

the two phases and 𝑅 the radius of curvature of the

interface. For liposomes reported values of surface

tension are in order of 10
−6

[𝑁/𝑚] [43]. Since the

height of the microfluidic channels is equal for

both front and back interface, i.e.
1

𝑅𝑦 ,1
= 1

𝑅𝑦 ,2
, the
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equation can be simplified to Equation 1.1b.

Δ𝑝𝑙 = 𝛾

(
( 1

𝑅𝑥 , 1
+ 1

𝑅𝑦 , 1
) − ( 1

𝑅𝑥 , 2
+ 1

𝑅𝑦 , 2
)
)

(1.1a)

Δ𝑝𝑙 = 𝛾

(
1

𝑅𝑥 , 1
− 1

𝑅𝑥 , 2

)
(1.1b)

The Laplace pressure is balanced by the hydrostatic

pressure Δ𝑝ℎ as given by Equation 1.2, where 𝜌
is the density of the fluid, 𝑔 is the gravitational

constant and ℎ is the height of the fluid level. An

illustration of the force balance can be found in

Figure 1.3.

Δ𝑝ℎ = 𝜌 ∗ 𝑔 ∗ ℎ (1.2)

Figure 1.3: An illustration indicating the direction of the

hydrostatic (red) and Laplace (black) forces acting on the

liposome.

2.3. Membrane energy
For the Laplace pressure theory, the surface tension

𝛾 is considered to be constant, i.e. independent

on radius 𝑅. However, several researchers [43–45]

have found the membrane of liposomes behaves

with a non-constant surface tension. From these

studies it can be concluded the mechanical behavior

of the membrane can be modeled by considering it

as continuous two-dimensional surface that stores

energy due to bending 𝜅 and area dilation
Δ𝐴
𝐴0

. The

resistance to bending is characterized by the bend-

ing modulus 𝜅𝑏 and the resistance to area dilation

by the elastic modulus 𝐾𝐴. The reported values

of the bending modulus are in order of 20 − 30

𝜅𝐵𝑇 [43] and the elastic modulus in order of 150-

244𝑚𝑁/𝑚 [44]. The relation of membrane energy

based on bending and area dilation can be found

in Equation 1.3a. As shown by Yamada et al. [37],

it can be estimated that the stretching energy 𝐸𝑠 is

nearly 4 orders of magnitude higher than the bend-

ing energy 𝐸𝑏 . Therefore it is reasonable to neglect

bending energy in the calculation and simplify the

energy stored in the membrane to Equation 1.3b.

𝐸𝑚 = 𝐸𝑏+𝐸𝑠 =
𝜅𝑏
2

∫
𝜅2𝑑𝐴+𝐾𝐴

2

(
Δ𝐴

𝐴0

)
2

𝐴0 (1.3a)

𝐸𝑚 =
𝐾𝐴

2

(
Δ𝐴

𝐴0

)
2

𝐴0 (1.3b)

By differentiating the energy stored in the mem-

brane over the distance 𝑥 it moves into the trap,

the force 𝐹𝑚 with which the liposome resists move-

ment can be determined. This force 𝐹𝑚 is balanced

by difference in force due to hydrostatic pressure

𝐹𝑝 (estimated using Equation 1.2) that acts on front

and back of the membrane. An illustration of the

force balance can be found in Figure 1.4

𝐹𝑚 =
𝑑𝐸𝑚

𝑑𝑥
(1.4a)

𝐹𝑝 = Δ𝑝ℎ(𝐴2 − 𝐴1) = Δ𝑝ℎ

(
𝜋𝑅2

2 − 𝜋𝑅1

2

)
(1.4b)

Figure 1.4: An illustration indicating the direction of the

hydrostatic (red) and membrane (black) forces acting on the

liposome.

2.4. Trap design
In order to properly design the trap, a Matlab script

has been created to assess the influence of different

parameters; specifically, the width and angle of the

trap. This Matlab script evaluates both the Laplace

pressure theory and the membrane energy theory

as described in section 2. It should be noted that

parameters such as bending rigidity and elastic

modulus are dependent on the specific compo-

sition of the liposome, and therefore the figures

provided below give only an indication of order of

magnitude.

Effect of width
The resulting relationship between the width of

the trap and the burst pressure can be found in

Figure 1.5. From this figure, it can be seen that for

both the Laplace and membrane energy theories,

an increase in the width of the traps results in a

decrease in burst pressure. However, for the mem-

brane energy model, the decrease in burst pressure



3. Microfluidic design 5

at higher widths is greater than for the Laplace

model. From this analysis, it is expected that to

achieve maximal burst pressure, the width should

be minimized. Furthermore, it should be noted

that when designing in the lower width range of

approximately 8-9𝜇𝑚, the membrane stretching

reaches values greater than 4%. In this range of

deformation, rupture tension can start to become a

limiting factor according to research by Rawicz et al.
[45], and liposomes of sufficient size are expected

to rupture when they pass through the nozzle.

Figure 1.5: Results from the Matlab script for simulations with

varying trap width showing the pressure-width relationship

(top) & area stretching-width relationship (bottom).

Effect of angle
The resulting relationship between angle and burst

pressure can be found in Figure 1.6. It can be seen

that, when considering Laplace theory, the burst

pressure increases with increasing angles. This can

be explained by the fact that for high angles, the dif-

ference in radius between the front and back of the

liposome is larger, thus leading to a higher Laplace

burst pressure. This explains why most droplet

trapping designs use an angle of approximately

45
◦

[40–42]. However, according to the membrane

energy theory, the burst pressure decreases with

increasing angles. Since the rate of deformation

of the liposomes from their initial shape is smaller

at higher angles, the resulting burst pressure is

lower. This indicates that to achieve high burst

pressure for the liposomes, lower angles are prefer-

able. Furthermore, it should be noted that when

designing for lower angles, around 0-5
◦
, the mem-

brane stretching reaches values greater than 4%,

which approaches the rupture tension of the lipo-

somes as shown by Rawicz et al. [45]. Therefore,

liposomes are expected to rupture when they pass

through the nozzle.

Figure 1.6: Results from the Matlab script for simulations with

varying entry angles showing the pressure-angle relationship

(top) & area stretching-angle relationship (bottom).

3. Microfluidic design
3.1. Requirements
In order to test the trapping behavior of the li-

posomes, a microfluidic system was designed to

isolate individual particles at a nozzle and then

gradually increase the pressure to observe the de-

formation. From the theoretical hyphenation as

described in section 2, it was evident that the maxi-

mal pressure range was on the order of a few kPa.

Therefore, hydrostatic pressure was selected as

the driving mechanism. By increasing height by

approximately 20 cm, a pressure increase of 2kPa

(Equation 1.2) can be achieved, which perfectly

aligns with the requirements. Observing the differ-

ence in the height of the water level can accurately

determine the pressure in the system.

Next, another flow principle was desired to control

the movement of liposomes within the system with-

out interfering with the pressure measurements. A

commonly used method to induce flow in microflu-

idics is electro-osmotic flow [46]. This method is

popular because of its ability to provide pulsation-

free flow without moving parts. Furthermore, the

flow speed can be easily controlled by adjusting

the applied voltage to the system.
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3.2. Features
A schematic representation of the final design can

be found in Figure 1.7. By applying a voltage over

the gold electrodes, the liposomes can be moved

from the inlet to the outlet. Once a liposome is in

front of the nozzle, the hydrostatic pressure can be

increased on both the in- and outlet to move the

liposome into the nozzle and evaluate its behavior.

The system includes the following key design ele-

ments. First, the in- and outlet have angled edges

in order to ensure that bubbles, an inherent side

effect of the electro-osmotic flow, are redirected

out of the system. This design feature is based on

the principles provided by Heuck and Staufer [47].

Furthermore, pillars are placed at the inlet and out-

let to prevent collapse of the Polydimethylsiloxane

(PDMS) structure in these slender regions. Next,

the height of the structure is 30 𝜇m, except for the

nozzle and the brain environment where the height

is lowered to 4 𝜇m. As the height of the channels is

significantly higher compared to the median diam-

eter of the liposomes, this ensured the stability of

the particles. However, the height at the nozzle is

decreased as this prevents the liposomes to deform

in the z-direction, which drastically increases the

resistance of the trap. Lastly, the characteristic di-

mensions of the specific trap, namely the minimal

width and angle, have been printed to keep track

of the tested design.

Figure 1.7: Screenshots from SolidWorks (Dassault Systèmes,

SolidWorks Corp., Waltham, MA, USA), showing the design of

the microfluidic system as proposed in this paper. a) Top view

of the design. The Two Photon Polymerization (2PP)-printed

structure is indicated with grey. The location of the gold

electrodes is added in yellow for illustrative purposes. b)
Zoom-in on the nozzle of the design, showing the lowering in

height and the characteristic dimension.

4. Materials and methods
The fabrication of the microfluidic chip has been

realized using the conventional soft lithography

method [48]. A schematic overview of the produc-

tion process can be found in Figure 1.8. A com-

mercial Two Photon Polymerization (2PP) printer

(Photonic Professional GT Laser Lithography Sys-

tem, Nanoscribe GmbH) was used to print a pat-

tern on a silicon substrate (3D LF Dip-in-Laser

Lithography (DiLL) 25mm x 25mm x 0.725mm,

Nanoscribe GmbH). The mold has been coated

with Trichloro Perfluorooctyl Silane (TCPFOS) to

improve demolding bahavior. Next, PDMS (Syl-

gard 184 elastomer kit, Dow Corning, Midland, MI,

USA) is poured over the mold to create microfluidic

channels. After curing and demolding, the connec-

tion holes are pierced through the PDMS. Finally,

the PDMS was bonded to a microscope slide coated

with Ti-Au electrodes. The gold surfaces have been

functionalized with 6-mercapto-1-hexanol (Sigma-

Aldrich). Using air-plasma treatment, PDMS could

be bonded. The general advantages of the fabri-

cation process were the tolerances achieved (∼ 2

𝜇m) combined with a relatively short design-to-

prototype time (∼ 2 days).

Figure 1.8: Schematic overview of the fabrication process,

dimensions are illustrative. 1a) Start with a cleaned silicon

substrate (dark blue). 1b) Print the mold features (light blue)

using the 2PP approach. 1c) Coat the mold with TCPFOS

(black). 2a) Pour the PDMS (grey) over the mold. 2b) Remove

the PDMS from the mold after curing. 3a) Deposit the

electrodes (dark grey and yellow) on the microscope glass

(green). 3b) Plasma bond the PDMS to a glass microscope slide

to create the microfluidic channels (white).
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4.1. Mold production
Before the 2PP printing procedure, a Computer

Aided Design (CAD) model was created using

Solidworks
®

and exported to DeScribe software

(Nanoscribe GmbH) to create the job file. Sev-

eral minutes before printing, the silicon substrate

was cleaned by first rinsing with Aceton (Ace-

ton, Sigma-Aldrich) followed by Isopropyl Alcohol

(IPA) (Sigma-Aldrich) and demineralized water.

The substrate is blown dry using filtered nitrogen

gas. These procedures ensured that no residue

or dust was present on the surface, reducing un-

wanted printing defects.

For the 2PP printing itself, DiLL configuration was

used with IP-S photoresist (Nanoscribe GmbH)

in combination with the 25X objective. The sili-

con substrate was taped to the Nanoscribe sample

holder, and a droplet of the IP-S photoresist was

placed onto the substrate, which was then inserted

into the Nanoscribe printer. After optimization

of the dose, the following parameters were used

during printing.

The IP-S 25x Indium Tin Oxide (ITO) Solid (3D

MF) pre-settings were used as basis, with slicing

distance 1 𝜇m, hatching distance 0.5 𝜇m, base slice

count 3, laser power 50 mW, laser power 65% and

scanning speed 100000 𝜇m/s. The most important

alteration from the standard settings was a reduced

dose to minimize overexposure from mirroring of

the incident beam on the highly reflective silicon

substrate surface and the print artifacts this creates.

Figure 1.9: Screenshot from Describe (Nanoscribe GmbH)

software. a) Rectangular block splitting of the mold design. b)
Zoom-in on the critical area; showing the nozzle is not split

into different blocks.

Because the dimensions of the mold exceed the

maximum working area of the printing field for the

25X objective, the design is divided into rectangu-

lar blocks. The size of these blocks was 275x275x20

𝜇m with lateral overlap 3 𝜇m, shear angle 15
◦

and

layer overlap 1 𝜇m. It is important to note that to

ensure the quality of the print, the location of the

block stitching was ensured to never overlap with

the critical areas of the design (e.g., the nozzle), as

can be seen in Figure 1.9.

After exposure, the 2PP print is developed by sub-

merging it in Propyleenglycolmonomethyletherac-

etaat (PGMEA) ( Sigma-Aldrich) for 25 minutes and

IPA (Sigma-Aldrich) for 5 minutes. The PGMEA

removed the unpolymerized IP-S photoresist from

the substrate, whereas the IPA was used to remove

the PGMEA. After this, the mold was blown dry

with filtered nitrogen gas.

To improve the demolding properties of the molds,

they were coated with TCPFOS (Sigma-Aldrich),

a common coating chemical for soft lithography

[49, 50]. This chlorosilane compound forms a su-

perhydrophobic monolayer on the mold surface,

reducing the level of adhesion. The coating pro-

cedure started with activation of the 2PP-mold

surface by exposure to air plasma for 1 minute us-

ing a plasma gun. Next, a 2𝜇𝐿 droplet of TCPFOS is

deposited in a glass beaker and placed in a desicca-

tor. The molds are positioned face down above the

TCPFOS, supported by a 3D-printed holder. The

pressure inside the desiccator was then reduced

by approximately 800 mbar and maintained for

60 minutes, allowing the TCPFOS to vaporize and

uniformly coat the mold surface. Lastly, the coated

substrate is placed in an oven at 110
◦

for 30 minutes.

Afterwards, all surfaces of the glass beaker and des-

iccator were properly cleaned using Aceton, IPA,

and water. All procedures using TCPFOS were

performed within a fume hood.

4.2. Soft lithography
Soft lithography procedures are followed using

coated 2PP-mold and PDMS (Sylgard 184 elastomer

kit, Dow Corning, Midland, MI, USA) resulting in

an optically transparent PDMS microfluidic chip.

During these procedures, special care was taken

with respect to contamination of uncured PDMS.

Measures included the use of aluminum foil in the

workspace and the frequent change of gloves.

To create PDMS structures, the two components of

the Sylgard elastomer kit, PDMS and the curing

agent, were mixed in a weight ratio of 7:1. Next,

the stirred mixture is transferred to a desiccator to

remove unwanted (air)bubbles. Here, the mixture

is kept at ∼ 200 mbar for 30 minutes. The desiccator

is then ventilated and the sample is left untouched

for 10 minutes. During this time, the remaining

bubbles that have risen to the surface dissipate. Sub-

sequently, the mixture is poured over the PDMS
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mold and again transferred to the desiccator for

an additional 30 minutes of degassing followed by

10 minutes of rest. Thereafter, the curing of the

PDMS was realized in an oven at 80
◦
C for 1 hour.

After demolding, the connection holes are pierced

through the PDMS using a puncher (Rapid-Core

Microfluidic Punches, Darwin-Microfluidics).

4.3. Chip preparations
A glass microscope slide is prepared by rinsing

with Aceton, IPA, and demineralized water and

blowing dry with filtered nitrogen gas. Next, the

electrodes are deposited using the Temescal FC-

2000 e-beam evaporator from the Kavli laboratory

of TU Delft. First, a 20-nm Ti layer is deposited, fol-

lowed by a 100-nm Au layer. To bond the gold sur-

face to the PDMS, it has been functionalized using

6-mercapto-1-hexanol (Sigma Aldrich). The gold

surface is first rinsed with IPA and demineralized

water and then blown dry with filtered nitrogen gas.

Next, it is exposed to air plasma using a plasma

gun for 1 minute. Thereafter, 5 𝜇L of 6-mercapto-1-

hexanol was deposited on the gold surface and left

there for 3 hours. Finally, 6-mercapto-1-hexanol

is removed by rinsing with IPA and blowing dry

using filtered nitrogen gas. All procedures using 6-

mercapto-1-hexanol were performed within a fume

hood. Lastly, the demolded PDMS is exposed to

air plasma for 25 seconds (Diener Electronic GmbH

& Co, FEMTO Low-pressure plasma system). An

exposure time of 25 seconds was selected so that

the PDMS surface was properly activated while

minimizing damage to the surface [51, 52]. The

gold & PDMS surfaces are gently pressed onto each

other and placed in an oven at 70
◦
C for 1 hour to

promote bonding.

4.4. Test setup
The test setup that has been developed to carry out

the experiments can be found in Figure 1.10. This

setup is required to be able to generate hydrostatic

pressure-driven flow and observe the deformation

of the liposomes. The hydrostatic pressure is gen-

erated by a custom-made test setup, consisting of

a linear stage, 3D printed connections, and a step-

per motor (NEMA 17) connected to an Arduino

UNO module. To capture the deformation of the

liposomes, the microfluidic chip is mounted on

an optical microscope (Motic BA310MET). Later

experiments replaced the optical microscope with

a fluorescent microscope (Nikon Eclipse Ti2, Nikon

Instruments Inc.).

5. Results
5.1. Production
An example of the resulting mold and microflu-

idic chip can be found in Figure 1.11. From these

images, it can be seen that the gold electrode is

missing from the design. Although the method de-

scribed in subsection 4.3 effectively bonds the gold

and PDMS surfaces, there were initial difficulties

in finding an effective functionalization chemical

and accompanying procedures. This, combined

with time constraints, resulted in the exclusion of

these features from the microfluidic chips.

Figure 1.10: The test setup used during experiments. a) Picture

showing the computer for monitoring and storing image

(green), microscope (red) and custom-made hydrostatic

pressure mechanism (blue). b) Zoom-in on the microscope

showing the 3D printed mount (grey) and fluidic connection

(tubes on the right side). c) Zoom-in on the custom-made

hydrostatic pressure setup .

The production procedures described in section 4

resulted in a total design-to-prototype time of ap-

proximately 2 days. This time period consists of

mold production (6.5 hours), soft lithography (3

hours), and chip preparation (5 hours). The mi-

crofluidic chips produced were always rested for at

least 12 hours prior to use. Furthermore, because

of the reusability of the molds and the scalability

of the soft lithography, multiple chips could be pro-

duced simultaneously. This significantly increased

the number of chips produced during the project

timeline. In conclusion, this production process

allowed for rapid prototyping and, throughout

the process, many different microfluidic structures

were produced.

The quality of the production process has been val-

idated using a test structure that has been printed

n=5 times. The 2PP mold and PDMS features were

imaged using Scanning Electron Microscopy (SEM).

The combined results can be found in Table 1.1,

which shows the average value ± the standard

deviation.
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Table 1.1: Quality measurements of the production process. The results have been measured using Scanning Electron Microscopy

(Joel Ltd. JSM-6010LA).

Designed nozzle width [𝜇m] 2PP mold [𝜇m] Soft lithography [𝜇m]
0.2 1.113 ± 0.031 2.061 ± 0.227

0.5 1.134 ± 0.033 2.010 ± 0.267

1 1.063 ± 0.045 2.168 ± 0.131

2 1.900 ± 0.034 4.017 ± 0.190

3 2.986 ± 0.170 4.786 ± 0.184

Figure 1.11: Results of the production process. a) Picture of a

TCPFOS-coated silicon mold containing the 2PP print. b)
Zoom-in on the nozzle of the mold using optical microscopy. c)
Picture of a resulting microfluidic chip. d) Zoom-in on the

nozzle of the microfluidic system using optical microscopy.

5.2. Trapping liposomes
The trapping experiments, from which screenshots

of an experiment can be found in Figure 1.12, show

that trapping is possible for liposomes with a di-

ameter 7-36𝜇m in a nozzle with a width and height

of 4 𝜇m and an angle of 10
◦

for a pressure range

of 50-250 Pa. After this pressure, the liposomes

pass through the nozzle intact or rupture. Further-

more, movements in any part of the setup, such

as touching the tubing and mechanical vibrations,

were observed to induce movements in the fluid

that could push the liposomes through the nozzle.

All measurements have been plotted in Figure 1.13.

Lysis
Upon passing through the nozzle, some liposomes

exhibited lysis, while others passed through with-

out rupturing. Screenshots of a video of a ruptured

liposome can be found in Figure 1.14. The experi-

ments were analyzed to determine the parameters

under which lysis occurs. The maximum diam-

eter of the liposomes present after the nozzle is

17-18 𝜇m measured using ImageJ [53]. These ob-

servations are consistent with the results of the

video recordings as presented in Figure 1.13, all

liposomes with diameter > 18 𝜇m ruptured. How-

ever, from this figure, it is also evident that some

liposomes with a smaller diameter of 13-17 𝜇m also

rupture.

Figure 1.12: Results from trapping experiments using optical

and fluorescent microscopy images. a) The mold used to

produce the microfluidic system that is used during the

experiments, the nozzle’s characteristic features are a width of

4𝜇m and angle of 10
◦
. b) The liposome encircled in blue starts

to move towards the nozzle. c) The liposome is trapped in the

nozzle and the pressure is slowly increased. d) Zoom-in on the

nozzle, showing the deformation of the liposome.

Figure 1.13: Results from the trapping experiments showing

the pressure at which the liposomes escaped the trap & the

diameter of the specific liposome. The videos have been

analysed using ImageJ [53] software to find the diameter of the

liposomes.
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Figure 1.14: Results from trapping experiments using

fluorescent microscopy. Blue lines have been added to illustrate

the outline of the nozzle. a) Liposome before passing through

the nozzle. b) Liposome 0.1 sec after passing through the

nozzle.

Handling
During the experiments, it was found that han-

dling could significantly impact the amount of

liposomes present in the microfluidic system. In

order to find what caused this discrepancy between

the particle density before and after handling by

the microfluidic system, the effect of the injection

method has been assessed. Figure 1.15 shows the

result of injecting liposome dispersion with a metal

needle with a diameter of 0.79 mm. It can be

seen that, before handling procedures, the dye is

mainly contained within the liposomes, whereas

after handling, the dye is present almost uniformly,

showing that the liposomes were broken during the

procedures. Due to these findings, the procedures

for injecting liposomes into the system have been

adjusted so that no needle or excessive pressure

was necessary. The liposome solution was poured

into the inlet reservoir, which already contained a

1 ml droplet of buffer solution (200 mM sucrose).

By simply increasing the height of this reservoir,

liposomes could be loaded into the system with a

higher particle density.

Figure 1.15: Fluorescent images of the dye taken by Y. Açan

[54]. a) The dye before handling with a needle tip. b) The dye

after handling with a needle tip.

5.3. Multipore demonstration
To showcase the envisioned principle of the DDS, a

multipore design, as showcased in Figure 1.16a, has

been produced. The prototype consists of an inlet

that is connected to a pressure source and an outlet

that simulates the brain environment. Between the

inlet and outlet, there is a branch-shaped structure

that ends in multiple nozzles (with characteristic

dimensions of width and height of 4 𝜇m and an

angle of 10
◦
) connected in a parallel configuration.

If one of the nozzles does not contain a liposome, its

resistance is drastically lower than when it is filled.

This causes the flow speed to increase in that branch

until it is filled with another liposome. Screenshots

of a video that demonstrates this working principle

can be found in Figure 1.16c and d.

Figure 1.16: Results from the multipore experiments

demonstrating the envisioned concept. a) The mold as

designed in Solidworks (Dassault Systèmes, SolidWorks Corp.,

Waltham, MA, USA). b) The microfluidic chip with al the

nozzles filled with liposomes. c) The bottom nozzle is opened.

d) Zoom-in on the open nozzle branch, showing the increased

flow speed.

6. Discussion
6.1. Production
From the results, it is concluded that the minimum

feature size of the production process is ∼ 4 𝜇m.

First, feature sizes ≤ 1𝜇m do not result in a decrease

in width for the 2PP mold. Furthermore, when

zoomed in on the SEM images, it can be seen that

for these dimensions the nozzle does not always

connect to the brain environment. Molds with

nozzle width ≥ 2 𝜇m show good printing quality

with standard deviations < 0.170 𝜇m. Although

the Matlab model predicts a decrease in trapping

pressure ∼ 5%, this deviation will not significantly

impact the trapping ability of the system.

However, soft lithography procedures show a dif-

ference between the desired feature size and the

actual width of the trap of 1-2 𝜇m. According

to the Matlab model, changing the nozzle width
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from 4 𝜇m to 6 𝜇m would result in a decrease in

the trapping pressure ∼ 48%. A possible driving

mechanism for this discrepancy is that the PDMS

polymerization process shrinks the structure, leav-

ing a gap around the mold. Madsen et al. [55]

conclude that PDMS shrinkage is present mainly at

elevated curing temperature of > 60
◦
C. To reduce

the difference, they suggest lowering the curing

temperature or modifying the mold to account

for the shrinkage factor. Alternatively, since these

measurements are made at the nozzle, which is

a tight space, it could be that the PDMS does not

reach this area properly [56], leaving bubbles in the

corners. To find which hypothesis is true, it is pro-

posed to use optical microscopy before and after

the PDMS curing process and evaluate at which

point the discrepancy between the mold and the

master originates.

Lastly, within mold production there is an inherent

conflict between resolution and print times, as for

the nozzle it is required to have a micron feature

size, whereas for manual connection points a target

of a millimeter is desired. Therefore, the prints

take up to 3 hours to complete; however, only a

fraction of that time (around a minute) is used

to print the nozzle. This could be improved by

combining different printing techniques, such as

SLA and 2PP, which has been shown to be effective

by Altena [57].

6.2. Trapping pressure
The trapping experiments demonstrated it is possi-

ble to trap liposomes of 7-36𝜇m for pressure ranges

of 50-250 Pa with deviations exceeding 100 Pa for

liposomes of similar size. This substantial varia-

tion leads to measurements that are not reliably

reproducible. Furthermore, there is a deviation

in the order of magnitude at which trapping is

expected (∼ 1-10 kPa) and the observed values (∼
50-250 Pa). Therefore, it is not possible to conclude

that the theoretical hyphenation provided in sec-

tion 2 provides an accurate prediction of trapping

behavior. Next, it was observed that external influ-

ences on the system, such as mechanical vibrations

and passing particles hitting the trapped liposome,

can significantly impact the trapping behavior of

the liposomes. The consequential uncontrolled

release of liposomes has implications for the scal-

ability of the concept, since such movements and

shocks are difficult to avoid in the real world brain

environment.

From Equation 1.3b, it is estimated that the energy

accumulated within the membrane to achieve an

area dilation of 0.06 is approximately 3 × 10
−13

J.

From the video of the outlier of 50 Pa, it can be seen

that the trapped liposome is hit by another lipo-

some with a diameter of 7 𝜇m at a speed of around

750 𝜇m/s. The estimated kinetic energy of this

particle is thus around 4.9×10
−20

J, which is several

orders of magnitude smaller than the energy stored

in the membrane and therefore unlikely to be the

sole explanation for the deviation between the ex-

pected and observed release pressure. Another

explanation could be that the membranes of the

trapped and passing liposomes interact with each

other, resulting in intermolecular forces and possi-

bly causing the liposomes to fuse together. Since

the membrane is already under tension, these in-

teractions could significantly weaken its integrity,

thus explaining the deviation.

For future experiments, two design alterations are

proposed. First, the shape of the nozzle should

be changed from square to round to match more

closely the shape of the liposome. This will re-

move the open spaces in the corner and reduce the

flow around the trapped liposomes. Second, the

incorporation of a bypass channel could allow for

the flow / particles to surpass the trapping site

without interacting with the trapped liposome.

6.3. Lysis
If the area dilation is calculated using the Matlab

script with the definitions found in subsection 2.1,

the result is
Δ𝐴
𝐴0

= 0.06. Compared to references

found in literature [45], this is in the range of values

of 0.02 to 0.10 for which typical liposomes show

lysis behavior.

From the results illustrated in Figure 1.13, it is ap-

parent that liposomes with a diameter of 12-13 𝜇m

may also rupture while passing through the nozzle.

Several studies have determined that, in addition

to the critical tension of the lipid bilayers, lysis is

influenced by the loading rate [45, 58, 59]. For

these specific measurements, a second liposome

bumps into the back of the trapped liposome be-

fore rupturing, and consequently the loading rates

temporarily increase. This indicates that in future

designs, the flow speed and loading rate should

also be considered in the design of the DDS. Alter-

natively, the interaction between the two liposome

membranes could introduce intermolecular forces

that disrupt the integrity of the liposome.

Finally, this fragile nature of liposomes raises con-

cerns about the practical potential of the concept.

Currently, it cannot be concluded that the lipo-

somes remain intact throughout the experiments

because only the lipid bilayers have been labeled

and imaged. Future experiments with liposomes

filled with fluorescent labeled content are neces-
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sary to verify that the liposomes have not ruptured

or reformed during the experiments.

6.4. Escaping liposomes
The size distribution of the liposomes can cause

problems and unwanted liposome release into the

brain environment. During the experiments, it was

noticed that the smaller liposomes tend to slip past

the filled nozzles; this principle was illustrated in

Figure 1.17a. This phenomenon suggests openings

around liposomes, as illustrated in Figure 1.17b. In

order to improve this, an easy solution seems to be

to round the nozzle, removing the unfilled corners.

However, with current production procedures, this

could introduce difficulties with demolding as this

creates negative draft angles. Another possibility is

to ensure that a monodisperse liposome is loaded

into the DDS. Methods such as microfluidic for-

mation [60, 61], hydrodynamic filtration [62], or

extrusion combined with large-pore dialysis [63]

could be promising solutions to explore.

Figure 1.17: Illustration of small liposomes escaping the trap

while it is filled. a) Screenshots of a video showing a liposome

passing the filled trap. The outline of the trap has been added

in blue and the location & path of the escaping liposome has

been added in red. b) Illustration showing the top view of the

trap, with in grey the microfluidic system, in white the

liposome and in blue to unfilled regions through which the

smaller liposomes can escape.

6.5. Lipid-PDMS adhesion
Liposomes that rupture after passing through the

nozzle have been observed to leave lipids stuck on

the PDMS surface, as can be seen in Figure 1.18a

and b. After a short period (∼ 1 minute) of using

the microfluidic chip, a low-light intensity area is

observed around the nozzle. After more time has

passed (∼ 15 minutes), this light hue turns into a

high-light intensity area. This can be explained by

the fact that if a membrane breaks, the hydrophobic

part of the lipids might be exposed and is attracted

to the hydrophobic PDMS surface. Over time, ei-

ther they attract more lipids or fluorescent markers,

increasing the density of the fluorescent markers

and thus the intensity of light. This principle has

been illustrated in Figure 1.18c.

Figure 1.18: Illustration of lipids sticking to PDMS surface. a)
Fluorescent microscopy image of the nozzle after operating for

a few minutes. b) Fluorescent microscopy image of the nozzle

after operating for over 15 minutes. c) The proposed

mechanism underlying these observations is as follows. First

the liposome, with fluorescent marker (yellow) attached to the

hydrophilic head, breaks in the nozzle (top). Next the

hydrophobic part is attracted to the hydrophobic PDMS

(middle). Layers of lipids could stack or loose markers could be

bonded to the lipid (bottom).

7. Conclusion
In this paper, microfluidic devices were produced

that were able to manipulate liposomes toward

desired trapping locations by means of hydrostatic

pressure. The design has been shown to allow for

effective trapping of pressures up to 250 kPa for

liposomes of diameter 7-36 𝜇m. However, external

influences are shown to cause inaccuracies that pre-

vent predicting the trapping behavior of liposomes

by examining the energy stored in the membrane.

The proposed alterations for future experiments

include ensuring monodisperse liposomes, the in-

troduction of a bypass channel into the design, and

the imaging of the liposome content rather than

the membrane. Next to that, it has been shown that

there exists a diameter threshold of 17-18 𝜇m for

which the liposomes show lysis behavior. Lastly,

a mircofluidic design that is able to passively fill

open pores without the need of external forces was

introduced, showing the potential of the multipore

structure and the concept of using liposomes in

combination with microfluidics as a drug delivery

system.
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Recommendations

Given the limited duration of a thesis project, finishing all envisioned experiments was nearly impossible,

especially after the project deadline was moved up. It is unfortunate that just as you gain the most

understanding of the topic at the end of the thesis, you need to conclude. Thus, this chapter offers

several potential follow-up research directions based on the insights of a (somewhat) experienced master

student, in addition to the suggestions discussed in the paper.

Light integration
One of the main goals of the project was to establish the release of content from liposomes; however,

in the end this has not been achieved. As a result of the unavailability of light-activatable particles,

the project’s focus was redirected towards demonstrating the multipore design, which was feasible

with the existing liposomes. However, for a complete demonstration of the concept, the integration

of light-activated liposomes and a light source into the setup is essential. Furthermore, as noted in

the literature review, a critical aspect missing in literature is the influence of microfluidic forces on the

release of contents from a liposome. Besides determining the overall release rate and effective dose that

can be administered, detailed videos of the content release profile could be investigated once the light

source is included in the test setup.

Because the setup is already mounted to either a fluorescent or an optical microscope, this presents an

opportunity to integrate the light source into the equipment and use the optics already present in the

microscopes to control the light path to the microfluidic chip.

Nozzle design optimization
Once an experimental setup is established in which the release pressure of a specific nozzle can be

determined and this corresponds to theory, it will be possible to focus on optimizing the nozzle design.

By varying the width and angle of the nozzle, while constraining the maximal area dilation of the

membrane, interesting contour plots can be created to find the optimal burst pressure. Examples can

be found in Figure 1.19. If, on the other hand, the theory as provided in the paper is proved to be

inconsistent, COMSOL multiphysics or other FEA simulations could provide an alternative solution to

predict the trapping behavior of the liposomes. Lastly, it would be interesting to examine other possible

nozzle shapes, such as depicted in Figure 1.20.

Figure 1.19: Example plots of nozzle shape optimization.
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Figure 1.20: Examples of future designs. a) Extension tube to induce more stretching of the liposome. b) Inclusion of a ’relaxation’

chamber to reduce lysis probability.

Optimization of release rate
Another interesting and open question remains, which is the time-sensitive part of the concept. This

includes the time necessary to refill the open pores as well as the time it takes a liposome to release

sufficient content. Based on the results of these experiments, the designs could be altered and optimized

to ensure maximum therapeutic effectiveness.

The bigger picture; working towards implementation
Although these suggestions are not the first to be implemented, as they should only be considered once

the effectiveness of the concept has been rigorously proven, they are required to realize a commercially

viable product.

First, the requirement of biocompatibility should be taken into account as working within the brain

environment requires this. Second, for this project, the release part of the mechanism was not part of the

scope and was assumed to occur automatically due to the breakdown of the membrane during exposure

to light. However, this should be verified by additional experiments. If the results show that this

assumption is invalid, solutions such as the implementation of micropumps/valves to control release

should be investigated. Furthermore, it will be important to ensure that it is possible to expose only

certain nozzles to light, by, for example, integrating fiber optics into the DDS. Next, to accommodate the

brain environment, the PDMS structure should be scaled down to a flexible thin membrane that can

adapt to the shape of the brain.

Lastly, apart from the scope of the microfluidic system and the liposomes, an important yet unresolved

research question concerns the types of drugs that can be utilized with this novel technique. This new

approach to the delivery of on-demand drugs in the brain could potentially make new drugs effective.

Once the concept has proven to be effective, research into new types of drugs should be encouraged not

only to treat strokes, but also to treat other recurring brain disorders.
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A
Theory

This section aims to provide more details on the theory described in the paper section 2. In section A.1

and subsection A.1.2 more details of the calculations are provided, whereas in section A.2 results that

have not been included in the paper are discussed. Lastly, in section A.3 the Matlab code used to do the

calculations and create the various figures is presented.

A.1. Shape calculations
The deformed liposome is illustrated in Figure A.1 with its shape divided into three regions: I) an

ellipsoid; II) a frustum; III) an ellipsoid. From this situation follow the relations as found in Equation A.1.

Furthermore, the initial volume and surface area of the liposome were calculated using Equation A.2.

𝑅1 =
𝑊𝑡𝑟𝑎𝑝

2

+ 𝑥 tan 𝛼 (A.1a)

Δ𝐿 =
𝑅2 − 𝑅1

tan 𝛼
(A.1b)

𝑉0 =
4

3

𝜋𝑅3

𝑙𝑖𝑝
(A.2a)

𝐴0 = 4𝜋𝑅2

𝑙𝑖𝑝
(A.2b)

Assuming an incompressible medium inside the liposome, and given position 𝑥 and initial volume

of the liposome 𝑉0, all relevant dimensions of the deformed liposome can be determined based on

the volume of the deformed liposome. Details on the calculations of the new volume can be found in

subsection A.1.1. Furthermore, on the basis of this new shape the difference in surface area from the

initial state can also be determined. This is a necessary estimate for determining the energy stored in

the membrane. More details on these calculations are provided in subsection A.1.2.
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Figure A.1: A schematic representation of a microfluidic trap containing the fluid (blue), liposome (green) and the microfluidic

system (yellow). Significant features/dimensions are indicated.

A.1.1. Volume
As mentioned before, it is assumed that the shape of the deformed liposome is divided into two

ellipsoids and a frustum. The ellipsoids have the principle axis 𝑅𝑖 in-plane and the principle axis ℎ/2

out-of-plane, therefore their volume is calculated using Equation A.3. The volume of the frustum is

calculated by integrating the surface of the base with the total height of the frustum; a sketch of the

situation can be found in Figure A.2. It is important to note that one of the principal axes stays the same

(ℎ/2), whereas the other changes according to height 𝑦. The results of the integration can be found in

Equation A.4.

𝑉𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 =
4

3

𝜋𝑅2

𝑖

ℎ

2

(A.3)

𝑉𝑓 𝑟𝑢𝑠𝑡𝑢𝑚 =

∫ Δ𝐿

0

𝜋𝐴𝐵 𝑑𝑦

=

∫ Δ𝐿

0

(
𝜋(𝑅2 − 𝑦 tan 𝛼) ℎ

2

)
𝑑𝑦

=
𝜋ℎ
2

(
𝑅2Δ𝐿 −

1

2

(Δ𝐿)2 tan(𝛼)
) (A.4)

Figure A.2: Shape of the frustum.

A.1.2. Area
The area of an ellipsoid can be estimated using the Knud Thomsen approximation [1] as found in

Equation A.5. This approximation has a maximal relative error of 1.061% for 𝑝 ≈ 1.6075.
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𝐴𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 = 4𝜋

(
𝑎𝑝𝑏𝑝 + 𝑎𝑝𝑐𝑝 + 𝑏𝑝𝑐𝑝

3

)
1/𝑝

(A.5)

The area of the frustum can be calculated by integrating the circumference of the base of the height.

Using the same terminology as in Figure A.2, this results in Equation A.6.

𝐴 𝑓 𝑟𝑢𝑠𝑡𝑢𝑚 =

∫ Δ𝐿

0

𝜋(𝐴 + 𝐵) 𝑑𝑦

=

∫ Δ𝐿

0

(
𝑅2 − 𝑦 tan 𝛼 + ℎ

2

)
𝑑𝑦

= 𝜋

(
(𝑅2 +

ℎ

2

)Δ𝐿 − 1

2

Δ𝐿2

tan 𝛼

) (A.6)

A.2. Results
The initial Youngs’ Laplace model has been based on literature, and uses the same approach as Simen et
al. [2]. They assumed that the oil droplet in their study is deformed by a similar trap, called the Laplace

trap, and that the resulting shape is composed of two ellipsoids and a frustum. However, it is assumed

that the frustum has a rectangular base profile. This causes a shape where there is a non-constant

interface between the ellipsoids and the frustum; a rectangular surface with characteristic length a & b

touching a ellipsoid with principle axis 𝑎 and 𝑏. In order to improve this, a new approach has been

developed in which the frustum base is not rectangular, but also ellipsoid, resulting in a continuous

shape. The differences caused by this alteration can be found in Figure A.3. It can be seen that the

Laplace pressure is marginally higher when the new geometry is included. Before the distance of 5 𝜇m,

the Laplace pressure is 0, because the droplet is not yet touching the walls of the trap and is not being

deformed.

Figure A.3: Resulting graph showing the effect of the geometry improvements on the Laplace pressure. The following input

parameters have been used in combination with the Matlab script as shown in section A.3: Wtrap=5e-6 m; Rlip=5e-6 m;

Angle=7/180*pi rad; Gamma=15.6e-3 N/m; Ltrap=25e-6 m; h=10e-6 m.
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Next, the difference between the membrane energy and the Laplace theory has been assessed. If the

same trap is studied as described before, the resulting pressures can be found in Figure A.4. Interestingly,

it can be seen that the pressure for the energy model is much higher, suggesting that the trap will be

more effective for membrane-like particles compared to fluid droplets. However, in order to better

understand the situation, a deep dive into the effect of different input parameters has been performed.

The results of this investigation can be found in subsection 2.4.

Figure A.4: Resulting graph showing the difference between the Laplace and energy approach. The following input parameters

have been used in combination with the Matlab script as shown in section A.3: Wtrap=5e-6 m; Rlip=5e-6 m; Angle=7/180*pi rad;

Gamma=15.6e-3 N/m; Ltrap=25e-6 m; h=10e-6 m.

A.3. Matlab code
1 clear
2 clc
3 close all
4

5

6 %% Parameters
7

8 Wtrap=5e-6; %width of the trap
9 Rlip=5e-6; %Radius of the liposome

10 Angle=7/180*pi; %Angle of the trap
11 Gamma=15.6e-3; %Surface tension of oil+water
12 Ltrap=25e-6; %Depth of the trap
13 h=10e-6; %height of the channel
14 Steps=1000; %Number of steps in the solver
15 KA = 230e-3; %Stretching moduli of liposome
16 Ka = 0.59e-19; %Bending moduli of liposome
17 Patm = 101325; %atmospheric pressure
18

19

20 % Initial values
21 V0=4/3*pi*Rlip^3; %Volume of the liposome
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22 A0=4*pi*Rlip^2; %Surface area of the liposome
23 x=linspace(0,Ltrap,Steps); %Define path
24 S=zeros(Steps ,8); %Store solver data Laplace
25 S2=zeros(Steps ,9); %Store solver data Energy
26 Dlip=2*Rlip;
27

28 %% Triangular trap calculations , square channel, based on Laplace paper
29 for i = 1:length(x)
30 Df = Wtrap + 2*x(i)*tan(Angle);
31 if Df/2 > Rlip
32 S(i,1) = x(i); %Location
33 else
34 syms Db
35 eqns = pi/12*Db^2*h+pi/12*Df^2*h+h*(Db^2-Df^2)/(4*tan(Angle)) ==

4/3*pi*Rlip^3;
36 H = vpasolve(eqns, Db); %Define geometry at each point, Db = H(1)
37 P = Gamma*(1/(Df/2)-1/(double(H(2))/2)); %Calculate Laplace

pressure
38 area1=ellipsoidSurfaceArea(H(2)/2, H(2)/2, h/2);
39 area2=ellipsoidSurfaceArea(Df/2, Df/2, h/2);
40 A = 1/2*area1+1/2*area2+(H(2)+Df)*(H(2)-Df)/2/tan(Angle)*(H(2)-Df)

/sin(Angle)*h;%Calculate surface area
41 S(i,1) = x(i); %Location
42 S(i,2) = Df; %Df
43 S(i,3) = H(1); %Db
44 S(i,4) = (H(2)-Df)/2/tan(Angle); %delta L from solver
45 S(i,5) = P; %Laplace pressure
46 S(i,6) = (A-A0)^2/A0; %Delta A^2 / A0
47 end
48 end
49

50

51

52 %% Triangular trap calculations , square channel, improved ellipsoid
53 for i = 1:length(x)
54 Df = Wtrap + 2*x(i)*tan(Angle);
55 if Df/2 > Rlip
56 S2(i,1) = x(i); %Location
57 S2(i,2) = Df;
58 else
59 syms Db
60 eqns = pi/12*Db^2*h+pi/12*Df^2*h+pi*h/2*(Db/2*((Db-Df)/2/tan(Angle

))-((Db-Df)/2/tan(Angle))^2/2*tan(Angle)) == 4/3*pi*Rlip^3;
61 H = vpasolve(eqns, Db); %Define geometry at each point, Db = H(2)
62 P = Gamma*(1/(Df/2)-1/(double(H(2))/2)); %Calculate Laplace

pressure
63 DeltaL = (double(H(2))-Df)/2/tan(Angle);
64 area1=ellipsoidSurfaceArea(double(H(2))/2, double(H(2))/2, h/2);
65 area2=ellipsoidSurfaceArea(Df/2, Df/2, h/2);
66 A = 1/2*area1+1/2*area2+pi*((double(H(2))/2+h/2)*DeltaL-DeltaL

^2/2*tan(Angle)); %Calculate surface area
67 Es = KA/2*((A-A0)/A0)^2*A0; %Calculate stretching energy
68 S2(i,1) = x(i); %Location
69 S2(i,2) = Df; %Df
70 S2(i,3) = H(2); %Db
71 S2(i,4) = (H(2)-Df)/2/tan(Angle); %Delta L from solver
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72 S2(i,5) = P; %Laplace pressure
73 S2(i,6) = (A-A0)/A0; %Delta A/A0
74 S2(i,7) = Es; %Stretching energy membrane
75 end
76 end
77

78 for i=2:length(x)-1
79 S2(i-1,8) = (S2(i,7)-S2(i-1,7))/(x(i-1)-x(i)); %Stretching force
80 S2(i-1,9) = (S2(i-1,8) * 4/pi / (S2(i-1,3)^2-S2(i-1,2)^2)); %

Applied pressure
81 end
82

83

84

85 %% plotting
86

87 % improved ellipsoid vs old one
88 figure(1)
89

90 p1 = plot((Ltrap-S(:,1))*10^6,S(:,5),'b');
91 hold on
92 p2 = plot((Ltrap-S2(:,1))*10^6,S2(:,5), 'r');
93 hold off
94 yline(S(1,5),'--',{'Maximal pressure , old [Pa]' round(S(1,5),1)},'

LabelHorizontalAlignment', 'left', 'LabelVerticalAlignment' , 'bottom')
95 yline(S2(1,5),'--',{'Maximal pressure , new [Pa]' round(S2(1,5),1)},'

LabelHorizontalAlignment', 'right','LabelVerticalAlignment' , 'top')
96 legend([p1 p2],{'Old','Improved'}, 'Location','southeast')
97 ylim([-20 S(1,5)*1.3])
98 title('Pressure vs. distance according to Youngs-Laplace based on previous

research')
99 xlabel('Distance in trap [\mu m]');

100 ylabel('Laplace pressure [Pa]');
101

102 %Laplace vs Energy
103 figure(2)
104 hold on
105 plot((Ltrap-S2(:,1))*10^6,S2(:,5));
106 yline(S2(1,5),'--',{'Maximal pressure , Laplace [Pa]' round(S2(1,5),1)},'

LabelHorizontalAlignment', 'center')
107 ylim([-100 S2(1,5)*1.2])
108

109 plot((Ltrap-S2(:,1))*10^6,S2(:,9))
110 yline(S2(1,9),'--',{'Maximal pressure , Energy [Pa]' round(S2(1,9),1)},'

LabelHorizontalAlignment', 'center')
111 ylim([-100 S2(1,9)*1.2])
112

113 title('Pressure vs. distance according to Laplace and Energy model')
114 xlabel('Distance in trap [\mu m]');
115 ylabel('Pressure [Pa]')
116 legend('Laplace','','Energy','')
117

118 hold off
119

120 %stretching values
121 figure(3)
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122 plot((Ltrap-S2(:,1))*10^6,S2(:,6))
123 title('\Delta A/A0 vs. distance according to Energy in membrane')
124 xlabel('Distance in trap [\mu m]');
125 ylabel('Area stretching [-]');
126 ylim([-0.01 S2(1,6)*1.2])
127

128

129 %% Parameter optimization
130

131

132 % Angle optimization
133

134 AngleMin=1/180*pi;
135 AngleMax=45/180*pi;
136 steps2=200;
137 deltaX=1e-10;
138 Astore=zeros(steps2 ,7);
139 Angles=linspace(AngleMin,AngleMax,steps2);
140

141 for i = 1:length(Angles)
142 Df=Wtrap;
143 syms Db
144 eqns = pi/12*Db^2*h+pi/12*Df^2*h+pi*h/2*(Db/2*((Db-Df)/2/tan(Angles(i)

))-((Db-Df)/2/tan(Angles(i)))^2/2*tan(Angles(i))) == 4/3*pi*Rlip^3;
145 H = vpasolve(eqns, Db); %Solve, Db = H(2)
146 DeltaL = (double(H(2))-Df)/2/tan(Angles(i));
147 A = 1/2*ellipsoidSurfaceArea(Df/2, Df/2, h/2)+1/2*ellipsoidSurfaceArea

(double(H(2))/2, double(H(2))/2, h/2)+pi*((double(H(2))/2+h/2)*
DeltaL-DeltaL^2/2*tan(Angles(i))); %Calculate surface area

148 Astore(i,1)= H(2); %Store Db
149 Astore(i,2)= Gamma*(1/(Df/2)-1/(double(H(2))/2)); %Store Laplace

pressure
150 Astore(i,3)= KA/2*((A-A0)/A0)^2*A0; %Store energy
151 Astore(i,7) = (A-A0)/A0; %Store delta A/A0
152 end
153

154 for i = 1:length(Angles)
155 Dfd=Wtrap+2*deltaX*tan(Angles(i));
156 syms Db
157 eqns = pi/12*Db^2*h+pi/12*Dfd^2*h+pi*h/2*(Db/2*((Db-Dfd)/2/tan(Angles(

i)))-((Db-Dfd)/2/tan(Angles(i)))^2/2*tan(Angles(i))) == 4/3*pi*Rlip
^3;

158 H = vpasolve(eqns, Db); %Solve, Db = H(2)
159 DeltaL = (double(H(2))-Dfd)/2/tan(Angles(i));
160 A = 1/2*ellipsoidSurfaceArea(Dfd/2, Dfd/2, h/2)+1/2*

ellipsoidSurfaceArea(double(H(2))/2, double(H(2))/2, h/2)+pi*((
double(H(2))/2+h/2)*DeltaL-DeltaL^2/2*tan(Angles(i))); %Calculate
surface area

161 Astore(i,4) = KA/2*((A-A0)/A0)^2*A0; %Store energy new
162 Astore(i,5) = abs((Astore(i,3)-Astore(i,4)))/deltaX; %Store Delta E /

Delta X
163 Astore(i,6) = Astore(i,5)*4/pi/(Astore(i,1)^2-Dfd^2); %Store pressure
164 end
165

166

167
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168 % width optimization
169 WtrapMin=8e-6;
170 WtrapMax=12e-6;
171 stepAstore=50;
172 Wtraps=linspace(WtrapMin,WtrapMax,stepAstore);
173 Wstore=zeros(stepAstore ,7);
174

175 for j = 1:length(Wtraps)
176 Df=Wtraps(j);
177 syms Db
178 eqns = pi/12*Db^2*h+pi/12*Df^2*h+pi*h/2*(Db/2*((Db-Df)/2/tan(Angle

))-((Db-Df)/2/tan(Angle))^2/2*tan(Angle)) == 4/3*pi*Rlip^3;
179 H = vpasolve(eqns, Db); %Solve, Db = H(2)
180 DeltaL = (double(H(2))-Df)/2/tan(Angle);
181 A = 1/2*ellipsoidSurfaceArea(Df/2, Df/2, h/2)+1/2*

ellipsoidSurfaceArea(double(H(2))/2, double(H(2))/2, h/2)+pi*((
double(H(2))/2+h/2)*DeltaL-DeltaL^2/2*tan(Angle)); %Calculate
surface area

182 Wstore(j,1)= H(2); %Store Db
183 Wstore(j,2)= Gamma*(1/(Df/2)-1/(double(H(2))/2)); %Store Laplace

pressure
184 Wstore(j,3)= KA/2*((A-A0)/A0)^2*A0; %Store energy
185 Wstore(j,7) = (A-A0)/A0; %Store delta A/A0
186 end
187

188 for j = 1:length(Wtraps)
189 Dfd=Wtraps(j)+2*deltaX*tan(Angle);
190 syms Db
191 eqns = pi/12*Db^2*h+pi/12*Dfd^2*h+pi*h/2*(Db/2*((Db-Dfd)/2/tan(Angle))

-((Db-Dfd)/2/tan(Angle))^2/2*tan(Angle)) == 4/3*pi*Rlip^3;
192 H = vpasolve(eqns, Db); %Solve, Db = H(2)
193 DeltaL = (double(H(2))-Dfd)/2/tan(Angle);
194 A = 1/2*ellipsoidSurfaceArea(Dfd/2, Dfd/2, h/2)+1/2*

ellipsoidSurfaceArea(double(H(2))/2, double(H(2))/2, h/2)+pi*((
double(H(2))/2+h/2)*DeltaL-DeltaL^2/2*tan(Angle)); %Calculate
surface area

195 Wstore(j,4) = KA/2*((A-A0)/A0)^2*A0; %Store energy new
196 Wstore(j,5) = (Wstore(j,3)-Wstore(j,4))/deltaX; %Store Delta E / Delta

X
197 Wstore(j,6) = Wstore(j,5)*4/pi/(Wstore(j,1)^2-Dfd^2); %Store pressure
198 end
199

200 %plotting
201 %Laplace vs energy
202 figure(2)
203 subplot(2,2,1)
204 plot(Angles/pi*180,Astore(:,2))
205 title("Effect of Angle (Wtrap = " + Wtrap*1e6 + "[\mu m])")
206 xlabel('Angle [deg]');
207 ylabel('Pressure [Pa]');
208 hold on
209 plot(Angles/pi*180,Astore(:,6))
210 legend('Laplace','Energy','Location','northeast')
211 ylim([-100 max(max(Astore(:,6)),max(Astore(:,2)))*1.1])
212 xlim([min(Angles)/pi*180-3 max(Angles)/pi*180+3])
213
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214 %area stretching
215 subplot(2,2,3)
216 plot(Angles/pi*180,Astore(:,7))
217 title('Area stretching')
218 xlabel('Angle [deg]');
219 ylabel('max(\Delta A/A0) [-]');
220 ylim([-0.01 max(Astore(:,7))*1.1])
221 xlim([min(Angles)/pi*180-3 max(Angles)/pi*180+3])
222

223 %plotting
224 %Laplace vs energy
225 subplot(2,2,2)
226 %yyaxis left
227 plot(Wtraps*1e6,Wstore(:,2))
228 title("Effect of Wtrap (Angle = "+ Angle/pi*180 + "[deg])")
229 xlabel('Wtrap [\mu m]');
230 ylabel('Pressure [Pa]');
231 hold on
232 %yyaxis right
233 plot(Wtraps*1e6,Wstore(:,6))
234 legend('Laplace','Energy','Location','northeast')
235 ylim([-100 max(max(Wstore(:,6)),max(Wstore(:,2)))*1.1])
236 xlim([min(Wtraps)*1e6-0.3 max(Wtraps)*1e6+0.3])
237

238

239 %area stretching
240 subplot(2,2,4)
241 plot(Wtraps*1e6,Wstore(:,7))
242 title('Area stretching')
243 xlabel('Wtrap [\mu m]');
244 ylabel('max(\Delta A/A0) [-]');
245 ylim([-0.01 max(Wstore(:,7))*1.1])
246 xlim([min(Wtraps)*1e6-0.3 max(Wtraps)*1e6+0.3])

1 %% Function surface_area
2 function area = ellipsoidSurfaceArea(a, b, c)
3 p=1.6075;
4 area = 4*pi*((a^p*b^p+a^p*c^p+b^p*c^p)/3)^(1/p);
5 end



B
Methods and materials

To produce the microfluidic chips, significant time was spent optimizing the production process. This

section outlines the selection process, steps taken, and considerations during optimization. Figure B.1

provides a complete overview of the production process, including all steps and a schematic. The process

is divided into three categories: 1. Mold production, 2. Soft lithography, and 3. Chip preparations.

An explanation of the selection process is found in section B.1, with detailed steps in section B.2 to

section B.5. Mold production took 6.5 hours, soft lithography 3 hours, and chip preparations 5 hours,

resulting in a rapid design-to-prototype time of approximately 2 days. This facilitated rapid prototyping,

beneficial for future microfluidic projects. This appendix serves as a future guide for microfluidic chip

production.

Figure B.1: Overview of the fabrication process. a) Complete list of all fabrication steps. 1) Steps for mold production. 2) Steps for

soft lithography. 3) Steps for microfluidic chip preparations. b) Schematic of the fabrication process. 1a) Cleaned silicon substrate

(dark blue). 1b) Creating mold features (light blue) using 2PP. 1c) Coating the mold with TCPFOS. 2a) Pouring PDMS (grey) over

the mold. 2b) Removing PDMS from the mold. 3a) Coating the glass with Ti (dark grey) and Au (yellow) to create electrodes. 3b)

Plasma bonding the PDMS to a glass microscope slide (green) to create the microfluidic channels (white).

29
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B.1. Process selection
For the realization of the DDS, the choice of production technique can have a substantial impact. In

addition to the limitations imposed on the dimensionality and feature size of the design, the concept-to-

prototype time can be considerably different depending on the selected fabrication process. Therefore,

careful consideration can lead to better designs, faster prototyping, and ultimately a better prospect on

a fully functional system. This section will provide clarification on the choice of the fabrication process.

First, the requirements and wishes of the production process are determined. This resulted in the

following requirements:

• feature size: sub-micron. As the size of the liposomes is around a few microns, the feature size

required to design the trap need to at least less than this;

• dimensionality: at least 2.5D. As the microfluidic chip can remain relatively simple, a 2.5D

dimensionality allows for enough design flexibility;

• availability: at Delft University of Technology, department of Precision and Microsystems

Engineering. As the goal is to develop microfluidic chips on a regular basis during the project, the

process is required to be available within reasonable time frames (∼weeks);

and wishes:

• fabrication time: low. As the project is of pioneering nature, it is expected not all designs will

work perfectly as intended. Therefore a low fabrication time will improve the ability to rapidly

prototype and ultimately increase the chance of success;

• bio-compatible. As the DDS’ application is within the brain environment, bio-compatibility

is desired. However, as a proof-of-concept is included in the project proposal, this is no hard

requirement;

• Young’s-Modulus: low. As the DDS’ application is within the brain environment, it is desired for

the chip to be flexible to be compatible with the brain interface.

Based on the requirements and given the overview of the materials and fabrication processes from the

literature review Appendix F, a selection of applicable processes remains as found in Table B.1. Based

on the wish for low fabrication time, one of the molding techniques would provide the best solution. As

the material PDMS (an elastomer that complies with the wishes of biocompatibility and low stiffness)

was readily available, soft lithography proposed the best overall solution. In order to create the mold

with sufficient resolution, 2PP was selected. Both SLA and 2PP approaches have been tested and the

results can be found in Figure B.2. From this it was concluded the resolution of SLA (Micro2, MicroSLA

Inc. USA) did not provide sufficient feature sizes to print the nozzle.

Figure B.2: The result of printing the first design with the Micro2 SLA (left) and the Nanoscribe 2PP (right) printers.
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Table B.1: Overview of fabrication processes based on research from Waldbaur et al. [3] and combined with other references [4–7].

Feature size Fabrication
time

Scalability Costs Dimens. Materials

Injection

molding [4]

Mold

dependent

Low Good Low 3D Polymer

(Thermo-

plastic)

Hot

embossing

[6, 7]

Mold

dependent

Low Good Low 3D Polymer

(Thermo-

plastic)

Soft

lithography

[7]

Mold

dependent

Low Good Low 3D Elastomers

SLA 𝜇m Medium Low Low 3D Photoresists,

light curable

monomers

2PP nm-𝜇m High Low High 3D Photoresists,

light curable

monomers

Processes without reference have been copied from Waldbaur et al. [3]

B.2. Two-photon polymerization
B.2.1. Objective selection
According to the theoretical lateral and axial resolution specified by the manufacturer (Nanoscribe

GmbH) and presented in Table B.2, the 25x objective met the desired feature sizes of approximately

∼ 1𝜇m, while maintaining a balance between resolution and printing duration (the 10X objective is

insufficient in resolution, while the 63x objective results in slower printing speeds).

Table B.2: Description of the different objectives as provided by Nanoscribe GmbH [8].

Objective Theoretical lateral
resolution

Theoretical axial
resolution

Print speed Aspect ratio

10x 1600 nm 25400 nm 6.8 mm
3
/h 16

25x 595 nm 3313 nm 0.8 mm
3
/h 5.6

63x 340 nm 826 nm 0.4 mm
3
/h 2.4

B.2.2. Print material selection
Several materials could be chosen for the 2PP mold production. According to the manufacturer,

Nanoscribe, GmbH, two of their photoresists, IP-S and IP-PDMS, are appropriate for microfluidics.

The details of both materials are provided in Table B.3. Due to the highly elastic nature of IP-PDMS,

which could compromise the mold’s structural integrity, and the previous experience with IP-S in

soft lithography, IP-S was chosen for the mold prints. No issues were encountered later, such as

incompatibility with the soft lithography method, thus there was no need to reconsider this decision.

Table B.3: Description of the different photoresists as provided by Nanoscribe GmbH.

Photoresist Advantages Applications
IP-PDMS 2PP printing of soft, flexible and highly

elastic structures

Materials engineering, life sciences, cell

and tissue engineering, microfluidics,

microelectromechanical systems

(MEMS)

IP-S Biocompatible, non-cytotoxic according

to ISO 10993-5 / USP 87. Smooth

surfaces for micro- and mesoscale

fabrication with optical-quality surface

roughness and shape accuracy

Mechanical metamaterials, microoptics,

integrated photonics, microfluidics, cell

scaffolds
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B.2.3. Print parameter optimization
In order to create smooth molds, which improve the quality of the final microfluidic system and allow

better demolding, the optimal printing parameters were investigated. First, IP-S 25x ITO Solid (3D MF)

pre-settings as provided by Nanoscribe GmbH were used as basis. Secondly, a dose test was performed

to find the required laser power and maximize the print speed. After the dose test, from which the

results can be found in Figure B.3, it was decided that the laser power should not exceed 70% in order

to limit the defects. In order to have some margin future prints, we used a laser power of 60%. The

scanning speed was maintained at the maximal value of 100000𝜇m/s in order to minimize print time.

The defects are caused by overheating of the resin, resulting in bubbles and locally unpolymerized

photoresist.

(a) Result of the dose test. (b) Result of the stitching test.

Figure B.3: Test with IP-S resin (Nanoscribe GbmH) on silicon substrate. Green prints indicate good quality. Orange had minor

defects and red has major defects.

During printing, several imperfections were noticed in the design, especially around the boundaries of

the block splitting. In order to reduce these imperfections, a stitching test was performed in which the

parameters used for the stitching were investigated. The results of this test can be found in Figure B.3.

Based on these results, it was decided the optimal slicing parameters were; block overlap 3𝜇m and block

shear angle 15
◦
. Although the quality of the print improved, sharp edges along the sides of the print

remained. The origin of these sharp edges can be explained if it is assumed that the whole printing

stage is rotated around its axis.

B.2.4. Workflow
A detailed schematic showing the steps taken during the 2PP process can be found in Figure B.4. The

day before the 2PP printing procedure, a CAD model was created using Solidworks
®

and exported to

DeScribe software (Nanoscribe GmbH) as .STL file to create the job file. In this software, the parameters

used for printing are set, the .STL file is sliced/hatched and a script is created to operate the printer.

Examples of slicing and hatching have been illustrated in Figure B.5a and Figure B.5b. An example

code has been provided in Figure B.5c. IP-S 25x ITO Solid (3D MF) pre-settings provided by Nanoscribe

GmbH were used as basis, with slicing distance 1 𝜇m, hatching distance 0.5𝜇m, base slice count 3, laser

power 50mW, laser power 65%, Scanning speed 100000𝜇m/s. The most important alteration from the

standard settings was a reduced dose to minimize print defects and overexposure from mirroring of the

incident beam on the highly reflective silicon substrate surface.
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Figure B.4: A schematic of the 2PP-production process.

(a) Slicing the .STL file into different layers. (b) Hatching the .STL into the horizontal path the laser follows.

(c) A screenshot of the job file. Code can be found on the left top, errors on the left bottom and a preview of the print on the right.

Figure B.5: Screenshots of the Describe Software from Nanoscribe GmbH.

An hour before printing, the silicon substrate was cleaned by first rinsing with Aceton (Aceton, Sigma-

Aldrich) followed by IPA (Isopropanol, Sigma-Aldrich) and demineralized water. The substrate was
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blown dry using filtered nitrogen gas. This procedure ensured that no residue or dust was present

on the surface, reducing unwanted contamination and printing errors. Finally, the substrates were

placed on the sample holder and taped to ensure they remained stationary during printing. A droplet

of photoresist (IP-S) was added directly onto the substrate. The result can be found in Figure B.6.

Figure B.6: A photo of the substrates with resin mounted to the sample holder.

For the 2PP printing itself, the Dip-in-Laser Lithography (DiLL) configuration was used in combination

with the 25X objective. The 25x objective was installed into the correct mount inside the Nanoscribe

printer and a felt ring was added to protect the printer from excessive photoresist dripping down.

Next, the software used to operate the 2PP printer was opened; Nanowrite. Within this software

interface, the following steps were followed. First, the objective was lowered. The printer lid was then

opened, and the sample holder including the silicon substrate(s) was installed. Once the lid was closed,

the interface between the lens and the substrate was located. It is important to note that in order to find

the interface, the difference in refractive index between the substrate and the resin is required to be at

least 0.1 at 830 nm for the 25x objective. As the refractive index of IP-S is 1.486 and silicon 3.710, no

issues were encountered during the approach. Finally, the job was selected and the print was started.

After exposure, the 2PP print is developed by submerging it in PGMEA (Propylene Glycol Monomethyl

Ether Acetate, Sigma-Aldrich) for 25 minutes and IPA (Isopropanol, Sigma-Aldrich) for 5 minutes. The

PGMEA removed the unpolymerized IP-S photoresist from the substrate, whereas the IPA was used to

remove the PGMEA. After this, the mold was blown dry with filtered nitrogen gas.

B.3. Mold preparation
To improve the demolding properties of the molds, they were coated with Trichloro(1H,1H,2H,2H-

perfluorooctyl)silane (TCPFOS). This chlorosilane compound forms a superhydrophobic monolayer on

the mold surface, reducing the level of adhesion during demolding. The coating procedure started with

activation of the 2PP mold surface by exposure to air plasma at 100% for 1 minute using a plasma gun.

Next, a 2𝜇𝐿 droplet of TCPFOS is deposited on a glass beaker and placed in a desiccator. The molds

are positioned face down above the TCPFOS, supported by a 3D-printed holder. The pressure inside

the desiccator was then reduced by approximately 800 mbar and maintained for 60 minutes, allowing

the TCPFOS to vaporize and uniformly coat the mold surface. All equipment used can be found in

Figure B.7. The results of the coating were verified by checking the equilibrium contact angle of water.

As can be seen in Figure B.8, the angle increases significantly for the coated mold.

As TCPFOS has hazard warning "H314 Causes severe skin burns and eye damage", it is important to ensure

proper cleaning and protection when working with this chemical. Therefore, all surfaces of the glass

beaker and desiccator were properly cleaned using Aceton, IPA, and water after the procedures were
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completed. Furthermore, all procedures were performed within a fume hood, and gloves were changed

after completion.

Figure B.7: Pictures of the equipment used during the coating of TCPFOS. a) The 3D printed substrate holder. b) The desiccator.

c) The plasma gun.

Figure B.8: Picture of the result of coating the molds with TCPFOS, showing the contact angle of demineralized water. On the left

is the coated substrate, while on the right is an uncoated substrate.

B.4. Soft Lithography
Soft lithography procedures are followed using the 2PP mold and PDMS (Sylgard 184 elastomer kit,

Dow Corning, Midland, MI, USA) resulting in an optically transparent PDMS microfluidic stack. A

schematic of the process can be found in Figure B.9. During these procedures, special care was taken

with respect to contamination of uncured PDMS. These measures included the use of aluminum foil

underneath the workspace and the frequent change of gloves.

Figure B.9: A schematic of the soft lithography production process.
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First, the two components of the Sylgard elastomer kit, polydimethylsiloxane and curing agent, were

mixed in a weight ratio of 7:1. The ratio contained a higher amount of curing agent compared to the

standard 10:1 ratio in order to increase the stiffness and reduce collapsing issues during plasma bonding

with the glass, see Figure B.10a. Next, the stirred mixture is transferred to a desiccator to remove

unwanted bubbles. Here, the mixture is kept in a near vacuum ∼ 200 mbar for 30 minutes, causing the

bubbles to rise to the surface. The desiccator is then ventilated and the sample is left untouched for

10 minutes. During this time, the bubbles that have risen to the surface dissipate. Subsequently, the

mixture is poured over the PDMS mold and again transferred to the desiccator for an additional 30

minutes of degassing followed by 10 minutes of rest. Thereafter, the curing of the PDMS was realized in

the oven at 80
◦𝐶 for 1 hour. The results of these procedures can be found in Figure B.11.

(a) The collapsing of the microfluidic channel after plasma bonding to a

microscope slide.

(b) Ripped PDMS as a result of the adhesion to the mold.

Figure B.10: Photos of problems encountered during the soft lithography process.

Once the PDMS was cured, each substrate was cut out of the petri dish using a scalpel. Next, the

mold was removed by gently peeling the PDMS while submerged in a bath of Ethanol (Ethyl Alcohol,

Sigma-Aldrich). Ethanol was used to reduce adhesion between the mold and PDMS, which caused

problems during early attempts to demold (see Figure B.10b). However, the effect was minimal and

adhesion between the mold and PDMS was still causing problems. Therefore, it was necessary to coat

the mold with TCPFOS. Lastly, the chemistry lab was properly cleaned with IPA and demineralized

water to minimize the contamination.
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Figure B.11: Result of the soft lithography process. a) After stirring the PDMS+curing agent, the mixture contains many bubbles.

b) After 10 minutes in the desiccator, the bubbles have risen to the surface. c) After 3 minutes in the air, most of the bubbles have

disappeared. d) After 10 minutes in the air, all bubbles have disappeared. e) After pouring the mixture over the mold, again some

bubbles are formed. f) After 10 minutes in the desiccator, the bubbles have risen to the surface. g) After 10 minutes in the air, the

bubbles have disappeared. h) After curing in the oven a transparent PDMS stack remains.

B.5. Chip Preparations
Firstly, the PDMS chips are cut into squares and the connection holes are pierced through the PDMS

using a puncher (Rapid-Core Microfluidic Punches, Darwin Microfluidics). Next, a glass microscope

slide was prepared by subsequently rinsing with Aceton, IPA, and demineralized water and blowing dry

with filtered nitrogen gas. Both the microscope slide and demolded PDMS are exposed to air plasma for

25 seconds (Diener Electronic GmbH & Co, FEMTO Low-pressure plasma system). This process creates

silanol (SiOH) groups on both surfaces, which can form covalent siloxane bonds (Si-O-Si) when the

material is in broad contact. The activated glass & PDMS surfaces are gently placed on top of each other,

resulting in a strong bond after a few minutes. The exposure time was selected such that the PDMS

surface was properly activated while minimizing damage to the surface. According to Bhattacharya et
al. [9] changes in the wettability of the surfaces as a result of various levels of plasma exposure can

be a useful parameter to evaluate bond strength. As the contact angle does not change significantly

after 25 seconds of air plasma exposure [10], this indicates a properly activated surface. Interestingly,

it was found that air plasma resulted in strong bonds that could withstand the experiments, whereas

exposure to oxygen plasma resulted in bonding failures during the microfluidic chip operation. This

contradicts the common literature that uses oxygen plasma treatment to bond the glass-PDMS interface

[11–13]. In order to validate the use of air instead of oxygen, the color of the chamber during exposure,

as found in Figure B.13, provides strong evidence that air was used. As there are many researchers

at the department that use air plasma to create strong bonds, the cause of the problems is probably

machine-specific. An alternative way to bond PDMS to glass is by using the plasma gun, a picture of

this piece of equipment can be found in Figure B.7c. The settings used for bonding are: power 100%

and exposure time 1 minute per surface. This method is more time efficient when only one chip has to

be bonded, as it only takes 2 minutes. However, when multiple chips are produced at once, the plasma

oven can expose them all at the same time.
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Figure B.12: A schematic of the soft lithography production process.

(a) Chamber during air plasma exposure (indicated by the purple glow). (b) Chamber during oxygen plasma exposure (indicated by the grey

glow).

Figure B.13: Difference in colour between air and oxygen plasma exposure in the Diener Electronics Femto Low-pressure plasma

system.

B.5.1. Gold electrode
In order to generate electro-osmotic flow, a potential has to be applied over the working fluid. As

the electrical current causes electrolysis of the solvent, bubbles will form during the operation of the

electro-osmotic flow and can cause the connection between the electrodes to break. Therefore, it is

imperative that these bubbles move out of the flow direction. This can be achieved by incorporating

a lg-separator as shown by Heuck and Staufer [14]. They show that in a tapered microchannel the

bubble moves towards the wider side away from the electrode. The established design criteria have

been implemented in the design of the microfluidic device.

To facilitate the potential that has to be applied, gold electrodes with a thickness of ∼ 200[nm] have been

incorporated into the chip design. These gold electrodes are deposited using a sputter coater (JOEL,

JFC-1300 auto-fine coater) that has been masked with a 3D-print. The results of this process can be

found in Figure B.14.
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Figure B.14: The steps for creating the gold electrodes. a) The microscope slide together with the 3D-printed shield are placed in

the JEOL JFC-1300 auto fine coater. b) The sputter coater is turned on and the cycle with 40mA 54s is loaded. c) The 3D-print is

removed from the fine coater, showing the formed electrodes. d) Two microscope slides that are ready to be bonded to a PDMS

stack.

It is commonly known that gold does not have a high bonding strength to both glass and PDMS surfaces.

This causes two problems for the microfluidic system: washing away of the electrode at the glass-gold

interface during operation (see Figure B.15) and leaking at the gold-PDMS interface at higher pressures.

Figure B.15: Optical microscope images of the sputter coated gold electrode after flushing of the microfluidic system. It can be

seen that in regions where fluid flows over the electrode, the gold is removed.

Firstly, to promote the bond between glass and gold, typically an intermediate layer is deposited based

on titanium or chromium [15–17]. As no facilities were available within our department to deposit a

layer of titanium or chromium, these layers have eventually been deposited at the Kavli laboratory of

Delft University of Technology using a Temescal FC-2000 e-beam evaporator. The titanium layer was

deposited with a thickness of 20 nm and the gold layer was deposited with a thickness of 100 nm. The

resulting slides can be found in Figure B.16.
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Figure B.16: The result of depositing gold electrodes at Kavli, TU Delft. a) Before removing tape. b) After removing tape,

showing the seperate electrodes.

Secondly, to improve the bonding between the gold and PDMS several solutions have been attempted.

Solutions provided in the literature include minimizing the electrode width by Luis et al. [18]

and introducing carboxyl-terminated and amine-terminated silanes by Casanova-Moreno et al. [19].

Furthermore, talks with Alireza Tajeddin (PhD candidate at TU Delft with relevant experience) provided

us with options. The following techniques have been assessed by gently peeling the PDMS chip:

1. using standard plasma-oxygen exposure (same precodures as for glass-PDMS bonding);

2. using uncured PDMS between the surfaces;

3. using chemical functionalization. Two different chemicals have been introduced: 1-octanethiol (as

this was readily available in the chemistry lab) and 6-mercapto-1-hexanol.

In the end, methods 1) and 2) did not prove effective as only minimal peeling force breaks the bond

between the gold and the PDMS. Furthermore, 1-octanethiol also did not provide any benefit in bonding

strength. However, 6-mercapto-1-hexanol did. The mercapto group is hypothesized to bond to the gold

surface, whereas the hexanol group can bond to the activated PDMS surface. During peeling tests,

it was found that the gold-PDMS bonding is stronger than the titanium-glass bonding. In order to

better quantify the bonding strength, further experiments are necessary in which the pressure gradually

increases until failure. However, due to time constraints these have not been performed during this

thesis project.

Procedures
The gold surface is first rinsed with IPA and demineralized water and then blown dry with filtered

nitrogen gas. Then it is exposed to air plasma using a plasma gun for 1 minute. Thereafter, 5𝜇𝐿 of

6-mercapto-1-hexanol is deposited on the gold surface and left there for 3 hours. Next, 6-mercapto-

1-hexanol is removed by rinsing with IPA and blowing dry using filtered nitrogen gas. Lastly, the

demolded PDMS is exposed to air plasma for 25 seconds (Diener Electronic GmbH & Co, FEMTO

Low-pressure plasma system). The functionalized gold & activated PDMS surfaces are gently placed on

top of each other and placed in an oven at 70
◦
C for 1 hour to promote bonding. All procedures using

6-mercapto-1-hexanol were performed within a fume hood, as it is flammable and leaves a potent smell.

B.6. Test setup
The test setup that has been developed to carry out the experiments can be found in Figure B.17. The

goal was to create two flow principles: electro-osmotic and hydrostatic pressure. The electro-osmotic

flow is driven by a Delta Elektronika power supply in constant voltage mode. The hydrostatic pressure

is generated by a custom test setup. To capture the behavior of liposomes inside the system, the

microfluidic chip is mounted on an optical microscope (Motic BA310MET).

The whole setup can be divided into different parts, each with their own function:

• Microscope, to observe the behaviour of the liposomes inside the system;

• Voltage source, to induce electro-osmotic or electro-pherotic flow;

• Customer pressure setup, to generate the hydrostatic pressure to cause flow, deformation and

trapping of the liposomes;

• Connection parts, to connect the reservoirs to the microfluidic chip;



B.6. Test setup 41

• Mounting parts, to ensure the microfluidic chip stays stationary during operation.

More details on the microscope and the customer pressure setup can be found in subsection B.6.1 and

subsection B.6.2, respectively.

(a) Complete overview containing the computer for monitoring and storing image (green), microscope focused on the microfluidic

chip (red) and custom hydrostatic pressure mechanism (blue).

(b) Photo showing the mounting parts: Black clips and white tape. (c) Photo showing the connection parts: Luer lock connections (Darwin

Microfluidics, SKU: MF-45518-02 & SKU: ID-P-858), tubing (Darwin

Microfluidics, SKU: SA-ACF00005) and bend dispenser tips (Nordson

EFD PN: 7018316).

Figure B.17: Photos of the test setup.

B.6.1. Microscope
Optical microscope
To gather information on the movement of liposomes within the microfluidic system, an optical

microscope (Motic BA310MET) was used. On top of this microscope, a camera (Moticam A2MP) is

mounted that captures the images and transfers a live feed to the computer. Because tubes that connect

to the microfluidic chip might exert some force which can cause the chip to move while operating the

pressure mechanism, it is important to secure both the microfluidic chip and the tubes. In order to

achieve this, several measures have been taken; such as tape, clips and 3D printed components, an

overview of these parts can be found in Figure B.18.
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(a) Motic BA310MET

(b) Zoom-in on the microscope plate with the mounted petridish,

microscope slide, tubes and clips.

(c) The custom 3D-printed petridish holder that is attached to the

microscope plate. (d) The clips used to secure the tubing.

Figure B.18: Pictures of the microscope setup.

Fluorescent microscope
Later experiments used a fluorescent microscope to better capture the behavior/deformation of the

liposomes. The model used was a Nikon Eclipse Ti2 (Nikon Instruments Inc.), a screenshot of the setup,

as well as the newly designed mounting parts, can be found in Figure B.19.
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Figure B.19: Fluorescent setup used during experiments. a) A photo of the setup, with on the left the customer pressure

mechanism and a sample mounted to the microscope. b) Screeenshot of Solidworks design showing the customer sample holder.

B.6.2. Custom pressure design
In order to generate pressure to drive flow in the microfluidic system, different solutions have been

evaluated. During the literature review, it was found that the dominant strategies for generating flow in

microfluidics are hydrostatic pressure, syringe, or centrifugal. As the pressure necessary to move the

liposomes through the trap was estimated to be less than a few kPa in section 2, hydrostatic pressure

was the simplest solution. The resulting design can be found in Figure B.20. It consists of a Thorlabs

base plate to which an extrusion profile is mounted vertically. To create vertical movement, a stage

is designed that contains a linear guide (MGN12H), a screw thread M6, a stepper motor (Nema 17),

Arduino UNO, Arduino Motor Shield Rev3, a motor coupling, 2 ball bearings, and 3 custom 3D printed

connection parts (see Figure B.20c to Figure B.20e). Detailed technical drawings of custom 3D parts can

be found in section B.7. The code used to operate the Arduino module and thus the linear stage can

be found in subsection B.6.3. Within this code, it is possible to change the speed at which the stepper

motor moves and serial commands can be sent to move the stepper motor in either forward or backward

direction.

(a) Design of the complete assembly showing Thorlabs parts, 3D-printed

parts and linear stage components. (b) physical pressure setup.

(c) 3D-printed top connection that connects

the linear guide, stepper motor and

coupling.

(d) 3D-printed coupling piece that hold the

microfluidic reservoirs, connects the linear

guide and transfers the rotational motion of

the screw thread to vertical movement.

(e) 3D-printed bottom connection that

connects the linear stage and screw thread.

Figure B.20: Pessure test-setup as designed and build.
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B.6.3. Arduino code
1 #include "Stepper.h"
2

3 // Define number of steps per revolution:
4 const int stepsPerRevolution = 200;
5

6 // Give the motor control pins names:
7 #define pwmA 3
8 #define pwmB 11
9 #define brakeA 9

10 #define brakeB 8
11 #define dirA 12
12 #define dirB 13
13

14 // Initialize the stepper library on the motor shield:
15 Stepper myStepper = Stepper(stepsPerRevolution , dirA, dirB);
16

17 void setup() {
18 // Set the PWM and brake pins so that the direction pins can be used to control the motor:
19 pinMode(pwmA, OUTPUT);
20 pinMode(pwmB, OUTPUT);
21 pinMode(brakeA, OUTPUT);
22 pinMode(brakeB, OUTPUT);
23

24 digitalWrite(pwmA, HIGH);
25 digitalWrite(pwmB, HIGH);
26 digitalWrite(brakeA, LOW);
27 digitalWrite(brakeB, LOW);
28

29 // Set the motor speed (RPMs):
30 myStepper.setSpeed(60);
31

32 // Start serial communication
33 Serial.begin(9600);
34 }
35

36 void loop() {
37 if (Serial.available() > 0) {
38 // Read the serial command until a newline character is received
39 String serialCommand = Serial.readStringUntil(’\n’);
40

41 // Extract the command and number of rotations
42 char command = serialCommand.charAt(0);
43 int numRotations = serialCommand.substring(1).toInt();
44

45 switch (command) {
46 case ’F’:
47 // Step forward by the specified number of rotations:
48 myStepper.step(stepsPerRevolution * numRotations);
49 break;
50

51 case ’B’:
52 // Step backward by the specified number of rotations:
53 myStepper.step(-stepsPerRevolution * numRotations);
54 break;
55

56

57 default:
58 // Do nothing for other commands
59 break;
60 }
61 }
62 }

B.7. Technical drawings
Below, the technical drawings of the 3D parts can be found.
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Figure B.21: Technical drawing of the top coupling part of the hydrodynamic test-setup.
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Figure B.22: Technical drawing of the bottom coupling part of the hydrodynamic test-setup.
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Figure B.23: Technical drawing of the coupling from the linear guide to the drive shaft of the hydrodynamic test-setup.
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Figure B.24: Technical drawing of the petridish holder of the hydrodynamic test-setup.
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Figure B.25: Technical drawing of the sample holder for the fluorescent microscope.
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Results

C.1. Production
To validate the quality of the procedures as described in section 4, a test structure has been assessed.

Detailed descriptions of these experiments can be found in subsection C.1.1 to subsection C.1.2. The

combined results can be found in Table C.1, which shows a difference from design to 2PP-print of 0.010 -

0.303 𝜇m and a difference from 2PP-print to SL of 0.891 - 1.142 𝜇m. These differences should be taken

into account for the design. Furthermore, it highlights the importance of measuring the final width of

the trap during experiments.

Table C.1: Quality measurements of the production process. Averages for n=5.

Designed feature
size

2PP print Δ Design - 2PP Soft lithography Δ 2PP - SL

0.2 𝜇m 1.113 𝜇m 0.913 𝜇m 2.061 𝜇m 1.861 𝜇m

0.5 𝜇m 1.134 𝜇m 0.634 𝜇m 2.010 𝜇m 1.510 𝜇m

1 𝜇m 1.063 𝜇m 0.063 𝜇m 2.168 𝜇m 1.168 𝜇m

2 𝜇m 1.990 𝜇m 0.010 𝜇m 4.017 𝜇m 2.017 𝜇m

3 𝜇m 2.986 𝜇m 0.014 𝜇m 4.786 𝜇m 1.786 𝜇m

C.1.1. 2PP
In order to determine the resolution that could be achieved with the 2PP printing process, a test

structure was designed (see Figure C.1a) and imaged using a Scanning Electron Microscope (SEM).

After following the print procedures described in subsection B.2.4, the sample was coated with gold

using a sputter coater (JOEL, JFC-1300 auto fine coater) at 20 mA for 20 seconds. The results of the test

can be found in Figure C.7 to Figure C.10. From these results, it can be seen that the minimal feature size

achieved was around 1 𝜇m, which is close to the theoretical limit of the lateral feature size of 0.595 𝜇m as

provided by the manufacturer. However, it is also evident that for prints with a nozzle width of 1 𝜇 m,

there is a risk that the nozzle does not connect properly to the brain environment. The quality of prints

with feature sizes larger than 1 𝜇 m is good as the deviation between the desired and achieved in order

of 0.01 𝜇m, which is mainly caused by inaccuracies caused by measurement procedures. Furthermore,

from Figure C.1b, it can be seen that there appear to be defects in the mold. Zooming out Figure C.1c

reveals that this was caused by the SEM imaging.

C.1.2. Soft lithography
In order to assess the quality of the soft lithography procedures, a test was carried out with the mold of

Figure C.1. After demolding, the PDMS sample was coated with gold using a sputter coater (JOEL,

JFC-1300 auto-fine coater). The results can be found in Figure C.2. It can be seen that there is a general

difference between the size of the designed feature and the demolded structure of around 1-2 𝜇m.

Furthermore, it can be seen that compared to the 2PP-mold, the corners of the nozzle are more rounded.

50
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(a) An overview of the printed structure used to assess the 2PP print resolution. Each consequent nozzle had a increasing minimal

width.

(b) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 0.767 𝜇m.

(c) Showing the result of scanning a region of the mold for a longer time

period.

Figure C.1: Scanning Electron Microscope (SEM) images of a 2PP test print.

(a) An overview of the PDMS structure used to assess the production quality. Each consequent nozzle had a increasing minimal

width.

(b) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.658 𝜇m.

(c) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 1.923 𝜇m.

Figure C.2: Scanning Electron Microscope (SEM) images of a PDMS test structure.



C.2. Trapping 52

C.2. Trapping
C.2.1. Burst valve
Before the synthesized liposomes were ready, the functionality of the design was tested using water,

which corresponds to the Laplace theory discussed in subsection 2.2. Based on this theory, with the trap

width of 15 𝜇 m and surface tension of the water-air interface of 72.8 mN/m, the theoretical expected

burst pressure is 4.853 kPa which is reached at a water height of 49 cm. The value of the height at which

the burst occurred was estimated to be around the same height, although it has not been measured

exactly.

Figure C.3: Optical microscope images of the burst valve principle. Sub-figures a-d are recorded at t=0sec, t=3sec, t=4sec, t=5sec

respectively.

Polystyrene beads
Next, the design was tested with standard 8.0 𝜇m polystyrene microbeads (polystyrene monodisperse

microparticles, Sigma-Aldrich). Testing with polystyrene beads at the nozzle resulted in better

understanding of the systems behavior, as well as how to effectively load the particles into the system.

First, just the water is loaded into the system and in order to inject the microbeads into the system,

a syringe was inserted into the tubing. By increasing the pressure over both the inlet and outlet,

microfluidic beads could be trapped in the nozzle.

Electro-phoresis
By using charged lipids and (non-charged) polystyrene microbeads, the different flow principles could

be demonstrated. The results can be found in Figure C.4. First, a 20V potential was applied over

the channel using a voltage generator, which caused the charged lipids to move. Next, the potential

difference was removed and the hydrostatic pressure difference over the channel was increased, causing

both the lipids and the microbeads to move.
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Figure C.4: Optical microscopy images of the flow in the microfluidic system. a-b) After turning on the potential, it can be seen

the charged lipids (encircled with blue) start to move. b-c) After turning off the potential and increasing the pressure it can be

seen both the polystyrene lipids (encircled in red) and the charged liposomes (encircled in blue) start to move.

C.3. Multipore
C.3.1. Testing with polystyrene beads
First, the design was tested using polystyrene beads. The results are promising, as the filling of pores

occurs deterministically, as expected. Note that there appear to be multiple beads in each nozzle, which

have been stuck in previous tests.

Figure C.5: Results of the multipore experiment, images taken over time. Time between each screenshot is around 15 seconds.

Zoom-in on the nozzle show them being filled deterministically.
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C.3.2. Testing with liposomes
Next, the design was tested with liposomes; see Figure C.6. Although trapping is effective, it can be

seen that the flow is present mainly in the first two nozzles and gradually decreases along the path.

This is due to flow leaking through the filled nozzles. Due to these results, the design was altered to the

parallel configuration, as found in the paper.

Figure C.6: Results of the multipore experiment, images taken with fluorescent microscope.

C.4. SEM images
C.4.1. 2PP mold
See Figure C.7 to Figure C.10.

C.4.2. Soft lithography
See Figure C.11 to Figure C.14.

C.5. Trapping experiment images
See Figure C.15 to Figure C.16. The images were analyzed using ImageJ software [20]. The width of the

channel is calibrated at 50 𝜇m and then the diameter of the liposomes is measured. The liposomes are

larger than the focus field of the 60X objective, causing some errors in the measurements. During the

videos, the focus is pulled to ensure the best possible measurement is taken.
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(a) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.120 𝜇m.

(b) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.163 𝜇m.

(c) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.117 𝜇m.

(d) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.094 𝜇m.

(e) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.070 𝜇m.

(f) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.140 𝜇m.

Figure C.7: Scanning Electron Microscope (SEM) images of a 2PP test print (1/4).
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(a) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.070 𝜇m.

(b) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.163 𝜇m.

(c) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.155 𝜇m.

(d) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.140 𝜇m.

(e) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 1.070 𝜇m.

(f) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 1.070 𝜇m.

Figure C.8: Scanning Electron Microscope (SEM) images of a 2PP test print, continued (2/4).



C.5. Trapping experiment images 57

(a) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 1.117 𝜇m.

(b) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 1.079 𝜇m.

(c) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 0.979 𝜇m.

(d) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 1.918 𝜇m.

(e) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 1.880 𝜇m.

(f) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 1.930 𝜇m.

Figure C.9: Scanning Electron Microscope (SEM) images of a 2PP test print, continued (3/4).
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(a) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 1.930 𝜇m.

(b) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 1.844 𝜇m.

(c) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 2.651 𝜇m.

(d) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 3.024 𝜇m.

(e) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 3.070 𝜇m.

(f) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 3.116 𝜇m.

(g) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 3.070 𝜇m.

Figure C.10: Scanning Electron Microscope (SEM) images of a 2PP test print, continued (4/4).
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(a) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.698 𝜇m.

(b) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 1.908 𝜇m.

(c) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 2.140 𝜇m.

(d) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 2.280 𝜇m.

(e) Zoom-in on a nozzle with desired width of 0.2 𝜇m. The width

measurement is 2.279 𝜇m.

(f) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 1.514 𝜇m.

Figure C.11: Scanning Electron Microscope (SEM) images of a Soft Lithography test (1/4).
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(a) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 2.047 𝜇m.

(b) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 2.023 𝜇m.

(c) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 2.163 𝜇m.

(d) Zoom-in on a nozzle with desired width of 0.5 𝜇m. The width

measurement is 2.302 𝜇m.

(e) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 2.093 𝜇m.

(f) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 2.117 𝜇m.

Figure C.12: Scanning Electron Microscope (SEM) images of a Soft Lithography test, continued (2/4).



C.5. Trapping experiment images 61

(a) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 2.000 𝜇m.

(b) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 2.023 𝜇m.

(c) Zoom-in on a nozzle with desired width of 1 𝜇m. The width

measurement is 2.302 𝜇m.

(d) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 3.814 𝜇m.

(e) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 3.768 𝜇m.

(f) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 4.093 𝜇m.

Figure C.13: Scanning Electron Microscope (SEM) images of a Soft Lithography test, continued (3/4).
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(a) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 4.223 𝜇m.

(b) Zoom-in on a nozzle with desired width of 2 𝜇m. The width

measurement is 4.186 𝜇m.

(c) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 4.465 𝜇m.

(d) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 4.768 𝜇m.

(e) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 4.791 𝜇m.

(f) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 4.884 𝜇m.

(g) Zoom-in on a nozzle with desired width of 3 𝜇m. The width

measurement is 5.023 𝜇m.

Figure C.14: Scanning Electron Microscope (SEM) images of a Soft Lithography test, continued (4/4).
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(a) Test 1: release at h = 5 mm. No lysis. (b) Test 2: release at h = 15 mm. No lysis.

(c) Test 3: release at h = 25 mm. Both no lysis. (d) Test 4: release at h = 25 mm. No lysis.

(e) Test 5: release at h = 15 mm. No lysis. (f) Test 6: release at h = 15 mm. Sample 1. Both no lysis.

(g) Test 6: release at h = 15 mm. Sample 2. Both lysis. (h) Test 6: release at h = 15 mm. Sample 3. Lysis.

Figure C.15: Fluorescent Microscope images of a the trapping experiments (1/2).
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(a) Test 7: release at h = 15 mm. Sample 1. No lysis. (b) Test 7: release at h = 15 mm. Sample 2. Lysis.

(c) Test 8: release at h = 15 mm. Sample 1. Left lysis, right no lysis. (d) Test 8: release at h = 15 mm. Sample 2. Top lysis, bottom no lysis.

(e) Test 9: release at h = 20 mm. Sample 1. Left no lysis, right lysis. (f) Test 9: release at h = 20 mm. Sample 2. Big lysis.

(g) Test 9: release at h = 20 mm. Sample 3. Left no lysis, right lysis. (h) Test 10: release at h = 10 mm. Both no lysis.

(i) Test 11: release at h = 20 mm. Sample 1. Both lysis. (j) Test 11: release at h = 20 mm. Sample 2. Both (left, not in trap yet) no

lysis.

Figure C.16: Fluorescent Microscope images of a the trapping experiments (2/2).
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Version history

Table D.1: Version history of the design throughout the project timeline.

Version Date Comments Results
1 05/01/2024 First iteration for Micro2 and

Nanoscribe printing

Micro2 not okay around critical

feature + minimal channel diameter

around 10 micron, Nanoscribe better

but stitching errors

2 10/01/2024 Micro2 test print Tolerances not good enough

3 22/01/2024 With integration of slander edge for

bubble dissipation electro-osmotic

flow

During bonding to glass, shallow

structures collapsed

4 31/01/2024 Addition of poles to prevent

collapsing during PDMS bonding,

removal of lines in sketch to improve

STL output

With oxygen plasma bonding looks

good, but bonding not strong

5 29/01/2024 Negative instead of positive to reduce

PDMS sticking to master)

Good results, especially around

nozzle, bad bonding

6 05/02/2024 Removal of round circles for better

printing time

Fast print (47 minutes), good bonding

strength with air plasma but again

collapsing

7 12/02/2024 Channel height angled around

connection to prevent collapsing

during the punching of holes

Demolding failed, print sticks to the

PDMS after removal causing

contamination, the collapsing was

prevented

8 26/02/2024 Larger structure for electrode

connection, experiment with nozzle

limits

Nozzle 2 micron good print, but

closed during soft lithography.

Unreliable connection electrode.

9 8/03/2024 Extension tube, chamber Never printed

10 10/04/2024 Addition of characteristic nozzle

design parameters

Final design for testing

Brain

1

07/05/2024 First version for the multipore

experiment, based on designs from

the literature.

losses at the nozzles; due to

placement in series, the flow becomes

negligible at the last nozzles.

Brain

2

13/06/2024 Parallel approach to ensure that losses

do not have a significant impact on

concept.

Final version of the multipore design.
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(a) Trapping V1. (b) Trapping V2.

(c) Trapping V3. (d) Trapping V4.

(e) Trapping V5. (f) Trapping V6.

Figure D.1: Screenshots from Solidworks showing the design versions (1/2).
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(a) Trapping V7. (b) Trapping V8.

(c) Trapping V10. (d) Brain V1.

(e) Brain V2.

Figure D.2: Screenshots from Solidworks showing the design versions (2/2).
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Project proposal and planning

In order to develop a robust project proposal, a structured approach is necessary. This begins in

subsection E.1.1, where goals have been established for each function of the DDS based on the literature

gaps provided in Table E.1. Next, section E.2 presents a Work Breakdown Structure (WBS) offering

a systematic overview and prioritization of these goals. Each goal is then broken down into detailed

activities that are integrated into the WBS. The next step, detailed in section E.3, involves a thorough risk

analysis. Finally, section E.4 brings together the prioritized activities of the WBS and the assessed risks

into a comprehensive plan. This section makes use of a Gantt chart, illustrating the project’s planned

timeline and milestones, thereby laying a solid foundation for the project’s execution. Finally, section E.5

presents the updates that have been made during the course of the project.

E.1. Project Proposal
E.1.1. Goals
Trapping
Firstly, there is a gap in understanding how to efficiently trap highly deformable particles; this challenge is

frequently acknowledged as one of the key obstacles in the development of microfluidic trap-and-release

systems. Furthermore, there is a lack of accurate modeling to predict trapping behavior. Therefore the

first sub-question is: "How can the highly deformable liposomes be retained in pores of the DDS?"

In order to answer this, the following goals have been determined:

• Establish effective trapping of highly deformable liposomes using passive physical methods.

• Accurately predict trapping behavior based on a model or simulation.

Releasing
The liposomes were then used only in static suspension, without the presence of microfluidic forces.

Therefore, there is a lack of understanding how the newly introduced microfluidic forces affect drug

release from liposomes. Furthermore, liposomes are generally exposed to light with the goal of releasing

drugs omnidirectionally. However, for the DDS as proposed in this project, it is desired that the medicine

is predominantly exited on the brain side of the system. Therefore, the second sub-question is: "How
should the liposomes be operated in order to efficiently release the drugs encapsulated within?"

In order to answer this, the following goals have been determined:

• Establish efficient release from liposomes using light.

• Understand the effect of the newly introduced microfluidic environment on drug release.

• Examine potential of laser optics to achieve unidirectional opening of the liposomes.
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Table E.1: Summary of the identified literature gaps in the review and their inclusion in the final project proposal.

Hydrodynamic trapping
Literature gap Inclusion
Shape influence trap region Yes

Trapping of deforming particles Yes

Predictions and optimization of refill time Yes

Selectivity of the mechanism to different sized particles No

Impact surface roughness No

Simplification production & handling procedures No

Burst valve/droplets
Literature gap Inclusion
Geometry influences Yes

Conclusive effect surface roughness & defects No

Dynamic effects No

Evaporation effects No

Reusability No

Liposomes
Literature gap Inclusion
Effect of microfluidic forces on release Yes

Unidirectional opening Yes

Safety implications of laser in brain environment No

Other topics
Literature gap Inclusion
Integration of microfluidic flow generation with micropumps No

Integration of light-actuated microvalves No

Influence of elastofluidics on flow stability and behavior No

Integration of release mechanisms No
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Transporting
The last research direction is related to the microfluidic transport of liposomes to the desired open pores

in the DDS. Although particle transport has been extensively studied in literature, the specific control of

particles such as liposomes has not been covered within our research group. Furthermore, existing

literature mainly focuses on the spatial control of the particles; however, for the DDS the time necessary

to fill trapping sites is an important performance indicator and remains unexplored. Therefore, the

resulting third and last subquestion is the following: "How can the microfluidic system be configured to
facilitate the transport of liposomes to intended open pores?"

In order to answer this, the following goals have been determined:

• Establish a design compatible with liposomes for selective filling of an open pore.

• Determine the relation between pressure and duration required for the microfluidic system to

substitute a liposome following a drug delivery event.

• Expand the single structure to create a network of traps.

E.2. Work Breakdown Structure
The goals identified in the previous section have been prioritized in a WBS using the following categories:

(1) Minimum Viable Product (MVP), (2) Addition to literature gap and (3) Increase of system performance.

Ultimately, goals in category (1) are the minimal requirement for successful finishing of the project.

By demonstrating effective trapping and release, the proof-of-concept is established. Next, goals in

category (2) are highly desired to be fulfilled in order to provide substantial progress to literature and

system understanding. Lastly, goals in category (3) are desired to be completed in order to show the

potential of the concept and more closely reach commercial viability. However, establishing a design for

selectively filling open pores has already been well-documented in literature. Since the other goals are

not necessary to demonstrate the proof-of-concept, they will be the first tasks to be cancelled in case of

delays. Next, for each of these goals, detailed activities have been added. The resulting overview of

goals, accompanying tasks and prioritization can be found in the WBS in Figure E.1.

E.3. Risk analysis
A risk analysis has been performed using a Failure Mode Effect Analysis (FMEA) approach. Firstly,

potential risks have been identified in a brainstorm. The severity and probability of each risk were then

evaluated, using the rating criteria found in Table E.2. The initial assessment of these risks is visually

represented in the risk matrix shown in Figure E.2a. For each of the risks, barriers for both probability

and severity have been established, with the revised risk matrix shown in Figure E.2b. A complete

overview of the risk analysis can be found in Figure E.2. The key risks identified through this analysis,

along with their corresponding mitigation strategies, are as follows:

• TRAP.1: Hydrodynamic trapping is not effective. In order to reduce the probability, the creation

of the COMSOL/Laplace models should take place early in the process. In order to reduce

the severity alternatives trapping strategies should be included in the literature review and the

planning should contain a contingency plan.

• TRAP.4: Manufacturing of design takes longer than expected. In order to reduce the probability,

the production courses need to be followed early in the process. In order to reduce the severity,

the planning should include a buffer.

• GEN.2: Difficulties in integrating components into test setup. In order to reduce the probability,

the design of the setup should start early in the process and knowledge on test setup should be

acquired from previous projects. In order to reduce the severity alternative (previous) test setups

could be modified as an alternative.

E.4. Planning
The planning has been structured using a Gantt chart as found in Figure E.4. Based on section E.2,

the project will begin with research on trapping of liposomes (orange track) and release of the content

(blue track) from them. Because it is necessary to trap liposomes before release can be established, the
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Figure E.1: The WBS used to identify and prioritize tasks.

Table E.2: The risk assessment definitions

Probability Severity
1 Almost zero chance of happening

(0-10%)

Negligible: inconvenience or

non-operational impact

2 Unlikely (10-50%) Marginal: degradation of

secondary mission or small

reduction of performance

3 Likely (5-90%) Critical: mission success

questionable or secondary mission

failure

4 Almost certain to happen (90-99%) Catastrophic: Significant reduction

of performance

5 Certain to happen (100%) Worst case: No proof-of-concept
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(a) Risk matrix before implementation of barriers showing some risk

require significant attention (yellow).

(b) Risk matrix after implementation of barriers showing all risks are in

the acceptable range (green).

Figure E.2: Risks visualised on a matrix.

trapping of liposomes is the first function to be studied. The last task to be studied is transporting (the

green task), which has already been well documented in previous literature.At this moment, the key

decision is determining the focus for the final weeks, if time permits. For each of the tasks, the time

necessary to complete it has been estimated.

Next, milestones (the dotted lines) and accompanying key decision moments (black diamonds) have

been added. Based on these key decisions, different paths within the Gantt chart should be followed,

indicated with the thin black arrows.

• The first milestone is the completion of the first experiment using hydrodynamic trapping. The

key decision is an assessment on whether the current strategy is adequate for trapping or if

alternatives, such as biochemical approaches, should be pursued.

• The second milestone, which corresponds to the midterm review, is the achievement of effective

trapping. The key decision here is taken in consultation with the Chemical Engineer department,

where it should be assessed if both projects are ready for integration of light to show content

release.

• The third milestone is the completion of the MVP. The key decision here is if there is enough time

to complete the transportation research.

• The last milestone is the achievement of transportation. At this moment, the key decision is

determining the focus for the final weeks, if time permits.

Lastly, as the time budget is only an estimate and unforeseen problems can arise, it is important to keep

track of the planning during the whole project and update the structure according to progress.

E.5. Planning updates during thesis
During the thesis project, the planning was updated every month. Changes were necessary due to

delays and new knowledge about the process. This section provides an overview of the updates that

have been made.

• February 2024: 1) Process on the 2PP-Nanoscribe printer started 2 weeks later than expected

because the instructor was not available to provide training. 2) Production required more iterations

than expected, adding 3 weeks to this task. 3) It was decided COMSOL simulations are not

necessary as they are time consuming + models provide a sufficient estimate. Removing this task.

• March 2024: 1) The linear stage from the test-setup was required for another project, therefore the

test-setup had to be redesigned. Adding 2 weeks to this task. 2) 2PP approach is not feasible to

achieve in current planning + is it not part of the MVP. Removing this task.

• April 2024: 1) The needle approach to create electro-osmotic flow did not achieve a proper

connection (bubbles interfere), therefore a gold electrode had to be designed and incorporated

into the fabrication process. Adding 2 week to this task.
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Figure E.3: Overview of the complete risk analysis (FMEA) from section E.3.
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Figure E.4: Screenshot of the Excel file containing the Gantt-Chart planning of the project (flipped 90
◦
). Orange corresponds to

research on trapping, blue corresponds to research on releasing and green corresponds to research on transporting.
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Literature review

F.1. Introduction
F.1.1. Motivation
Annually, strokes due to blood-flow blockage in the brain result in approximately 5.5 million deaths and

leave survivors with long-term disabilities, amounting to 116 million disability-adjusted life years lost

[1]. Current treatments are limited to acute phase management, focusing on thrombosis removal, with

limited clinically available drugs for neuron protection or damage repair. This is primarily because

these compounds struggle to penetrate the blood- brain barrier in sufficiently high concentrations

without inducing toxicity in other parts of the body. Consequently, the dosage of drug that can be

safely administered through conventional routes such as intravenous or intramuscular is limited. An

implantable, on-demand drug delivery system (DDS) targeting only the brain areas most-affected by

stroke will enhance the therapeutic effectiveness and minimize off-target side effects. This system would

combine a detection mechanism for assessing brain tissue health and an externally-triggerable DDS to

control the timing and location of on-demand drug release. Together, they form a closed-loop system

with the therapeutic effects detected continuously for real-time adjustments.

This project introduces a novel implantable microsystem to dispense minute amounts of drug directly

to the stroke-affected zone. By integrating the DDS with Electrocorticography (ECoG) [2], the stroke-

affected zone can be identified by measuring the electrical activities of the neurons. In order to reduce

interference with these measurements, no electrical signals should be used to initiate and regulate the

release of the drugs. Moreover, the dosing of the drugs should be tightly controlled for safety reasons.

Therefore we propose to encapsulate the drug in light-sensitive liposomes, transporting the liposomes

by microfluidic means and controlling its release through light pulses. The concept foresees that each

light flash opens a well-defined number of these liposomes. A graphical concept of the proposed DDS

can be found in Figure F.1.

Though the primary motivation for developing the implantable DDS focuses on enhancing stroke therapy,

its utility extends far beyond that singular application. The system has the potential to revolutionize

targeted drug delivery which is a limiting factor in a variety of brain disorders. This includes, but is

not limited to, neurological disorders such as Parkinson’s disease [3] and epilepsy [4], or could even

improve brain tumor chemotherapy treatment [5]. With its broad applicability, the proposed DDS opens

up many possibilities for new types of medical treatment.

F.1.2. Relevance to the state-of-the-art
Drug delivery using microfluidic platforms has been research extensively. Examples include systems

incorporating microneedles [6], micropumps [7] and membranes [8]. However, the specific combination

of light-actuated liposomes into a microfluidic system to achieve controlled drug delivery has never

been demonstrated. Furthermore, the DDS would provide significant progress in addressing two of the

major challenges within the field of microfluidic controlled drug delivery as recently summarized by

Sanjay et al. [9]. Firstly, targeted drug delivery to specific cells or tissues is challenging, as drugs tend
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(a) Illustrative diagram of the proposed drug delivery system as

integrated within the brain.

(b) Cross-section through a conceptual microfluidic system (blue) which

carries liposomes (ovals) containing a drug (green) that can be released

through a light flash (yellow). The red arrows indicate the liquid flow.

Figure F.1: The DDS concept as proposed in this project.

to be dispersed randomly, with only a small fraction reaching the intended sites. Secondly, existing

controlled DDS’ typically release drugs at fixed rates and lack the ability to adjust to changes in patient

conditions once implanted.

The integration of microfluidics and liposomes has already been shown before, however such studies are

focused on the production of liposomes by means of microfluidic flow principles [10–13]. Furthermore,

liposomes have been utilized as on-demand DDS, although without the integration of a microfluidic

control mechanism. Typically, two main strategies are employed [14]: passive targeting involves

dispersing the particles within the patient exploiting their ability to accumulate at sites of increased

vasculature permeability; active targeting involves biochemically altering the lipid membrane to include

ligands such that it predominantly binds to specific tissues. Currently, commercially available liposomes

provide passive targeting at best [15, 16]. The integration of a microfluidic system would provide

substantial progress by introducing enhanced spatial and temporal control. Furthermore, the DDS

would enable the delivery of drugs without having to pass the blood-brain barrier, which would

significantly increase the effective dose that is delivered to the intended tissue.

F.1.3. Research problem and scope
The ambitious goal aimed at developing a proof-of-concept of integrating the microfluidic system with

light-actuated liposomes, necessitates a collaborative approach between two different departments: the

High-Tech Engineering and Chemical Engineering faculty. Firstly, the High-Tech Engineering faculty

focuses on the manipulation of liposomes within the DDS. This involves designing the microfluidic

system that facilitates spatial and temporal control for precise drug release. Simultaneously, the

Chemical Engineering Faculty concentrates on the liposomes’ chemical composition, production and

characterisation. This thesis project, centering on the manipulation of liposomes and informed by

literature relevance as provided before, results in the formulation of the following research question:

"How can a microfluidic system be designed such that it can repeatably release a specific amount of drugs
encapsulated in liposomes with spatial and temporal control?"

In order to answer the main research question, it is important to understand what has already been

achieved. Therefore an overview of relevant literature can be found in section F.2 to section F.4. Based

on this state-of-the-art, numerous knowledge gaps have been identified that must be addressed for

successful development of the proposed DDS. This thesis aims to bridge a selection of these gaps,

acknowledging that, as only the initial phase of this broad research trajectory, certain topics have been

left out of scope due to time constraints. A summary of the specific literature gaps assessed in this

thesis and accompanying project proposal can be found in section E.1. Following this, section F.5

compiles literature on general design principles, materials selection, production techniques and testing

methodologies. This chapter aims to provide background knowledge that can be utilized during the

thesis project, rather than identifying new research directions. Lastly, section F.6 offers a detailed

discussion of potential research questions and areas for future investigations that fall outside the current

project’s scope.
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F.1.4. Methodology of Literature Review
Planning
In order to keep track of the progress of the literature review, a Gantt-chart has been used. The file was

updated once a week during the process and the result was a clear overview and minimal delays. A

screenshot of the planning can be found in Figure F.2. Because of the positive experience with this

method, it was decided the Gantt-chart approach will be expanded into the complete thesis planning.

Figure F.2: Screenshot of the Gantt-chart in the Excel file, used for tracking the literature review planning.

Mind map
At the beginning of the literature review, the scope was still quite broad. In order to streamline the

process, a mind map was created to cover the different topics within the project scope: microfluidics,

liposomes and design/fabrication. These topics were the basis of the search strategy. Based on these

topics and initial broad papers, different fields of research were added to the mind map resulting in

the overview as found in Figure F.3. This map was continuously updated during the review based on

literature findings. In the end, this mind map formed the basis for the structure of this paper.

Literature retrieval
During the literature review the following general strategy was used in order to retrieve new literature

and find research gaps:

1. Find review papers on the topic on either Google Scholar or Scopus

2. Dive into the references of the review to gather further understanding of the topic

3. Derive search terms for the topic based on the application of the DDS

4. Check the citation map with search terms for important references

5. Check the Scopus search engine

6. Follow references (forwards and backwards)

7. Update search terms until the literature gap is found

Reference documentation
To maintain a complete overview of the literature gathered, an Excel sheet was created. This sheet

documented the cited references, their relevance, and other details. A screenshot of this Excel sheet can

be found in Figure F.4. The combination of ID and title was used to organize the downloaded PDFs.

F.2. Fundamentals of Microfluidics
The targeted delivery of drugs to specific regions of the brain presents numerous challenges. Microfluidic

systems, with their precise control over fluid flow at the micro-scale, offer promising building blocks for

addressing these challenges. Before going into the specifics of microfluidic literature, it is imperative to

understand the fundamental principles that govern fluid behavior in such micro-environments. Many

detailed books and lectures on the physics behind these phenomena have been published [17–21]. In this
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Figure F.3: Screenshot of mind map build in Miro. The file could not be exported in higher quality without payment to Miro.
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Figure F.4: Screenshot of the Excel file used for reference management.

chapter the fundamentals of fluidics will be discussed with a special focus on the differences between

the marco- and micro-environment.

In subsection F.2.1 and subsection F.2.2 the classification of fluids and flow as considered during this

project will be discussed. Next, the equations of motion are described in subsection F.2.3. Following

these equations, the relation between pressure and flow rate is discussed in subsection F.2.4. After that,

the interaction between particles and flow is discussed in subsection F.2.5. Lastly, dominant effects of

surface tension and clogging are described in subsection F.2.6 and subsection F.2.7 respectively.

F.2.1. Classification of fluids
In order to capture the behavior of fluid, it is essential to understand the characteristics of the fluid

medium used. In this section, the assumptions around the fluid characteristics in this study have been

summarized.

Newtonian
One of the primary classifications of fluids is the distinction between Newtonian and non-Newtonian

fluids. The fluids are assumed to be Newtonian in this study. A Newtonian fluid is characterized by its

linear relationship between the shear stress (𝜏) and the shear rate (
𝑑𝑢
𝑑𝑦

). Mathematically, this relationship

can be found in Equation F.1. Here, 𝜂 denotes the viscosity of the fluid, which remains constant for

Newtonian fluids irrespective of the shear rate. This will later be important in the Navier-Stokes equation

where the viscosity will be represented by a linear term.

𝜏 = 𝜂
𝑑𝑢

𝑑𝑦
(F.1)

Incompressible
Another classification important for the Navier-Stokes equations is the incompressibility of fluids. The

term incompressibility refers to a fluid’s resistance to changes in volume when subjected to external

pressures. The fluids are assumed to be incompressible in this study. An incompressible fluid maintains

a nearly constant density regardless of the pressure variations it experiences. It is important to note that

this assumption is usually an approximation.

Constant viscosity
Viscosity is a property that describes a fluid’s resistance to flow, with fluids being categorized as either

viscous or inviscid. Inviscid fluids are idealized fluids with zero viscosity. The fluids studied in this

paper are assumed to be viscous. Furthermore, it has been well established that the viscosity of a fluid

is a function of temperature, and many studies have been done to model the viscosity-temperature

relationship [22–24]. These models however, are difficult to apply in practice and therefore another
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empirical model is more generally accepted, as can be found in Equation F.2. Here, A and B are constants

determined by experimental data.

𝜂 = 𝐴𝑒𝐵/𝑇 (F.2)

However, since the application of the microfluidic system is under constant (controlled) temperature, for

simplification the viscosity is considered a constant parameter. Other dependencies, such as pressure

and rate of deformation, have also been left out of scope.

F.2.2. Classification of flow
As a result of the relatively small dimensions of the channels in the micro environment, the impact of

specific forces is different compared to macro-environments. Therefore it is important to establish the

scaling relations that occur. This can be done by evaluating dimensionless parameters, such as the

Reynolds (Re), Péclet (Pe), and Capillary (Ca) numbers, that describe relations between different forces

acting on the fluid. Other dimensionless numbers that are of less importance to the DDS include the

Weissenberg, Deborah, Grashof and Rayleigh number.

Reynolds - flow regime
The Reynolds number (Re) is considered to be the most important dimensionless parameter in forced

flows. By evaluating the Reynolds number, which encapsulates the relation between inertial and

viscous force, the flow regime can be identified. Generally if (1) 𝑅𝑒 < 2300 the flow is laminar, if (2)

2300 < 𝑅𝑒 < 4000 a non-fully developed turbulence occurs and if (3) 𝑅𝑒 > 4000 the flow is considered

to become fully turbulent. In order to calculate the Reynolds number, in Microfluidics: Fluid physics at
the nanoliter scale by Squires and Quake [20] summarize; a fluid element gains momentum at a rate

found in Equation F.3a and viscous force densities result from gradients in viscous stress resulting in

Equation F.3b. Combining these results leaves the Reynolds number as can be found in Equation F.4.

𝑓𝑖 ∼
𝜌𝑢2

𝐿
(F.3a)

𝑓𝑣 ∼
𝜂𝑢

𝐿2

(F.3b)

𝑅𝑒 =
𝑓𝑖

𝑓𝑣
=

𝜌𝑢𝐿

𝜂
(F.4)

When looking at microfluidic systems, flow rates are usually low and thus the Reynolds number often

is dominated by viscous forces. Several experimental studies [25, 26] have been done in order to access

the laminar flow regime in microchannels, and it can be concluded that laminar flow is established for

𝑅𝑒 < 2000. Therefore, only laminar flow regimes will be addressed in this review.

Péclet - diffusion
Complementing the Reynolds number, is the Péclet number (Pe), which offers insights into the balance

between convection and diffusion. Under macro circumstances, mixing is mostly dominated by the

presence of turbulent flows. However, given the small scales in microfluidics and the resulting laminar

flow regime, the Péclet number indicates diffusion is dominant. As mentioned in [17], the Péclet number

can be calculated using Equation F.5, where 𝑢 is the flow velocity, 𝐿 is the typical length scale for a

microchannel and 𝐷𝑑 is the molecular diffusion coefficient of the material. If relatively small particles

are considered, values of Péclet number can be around 100 to 1000, meaning that a length equal to

hundreds of channel widths is needed to completely diffuse over the whole microchannel cross-section.

𝑃𝑒 =
𝑢𝐿

𝐷𝑑
(F.5)

In the controlled microfluidic system, the importance of diffusion is negligible. However, for the

application of drug delivery the situation is different as precise control over molecular transport is
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crucial for drug concentrations. The Péclet number can guide the design and operation of the system by

giving insight how long the liposomes need to be opened in order to properly release the drugs.

Capillary - surface tension
The Capillary number (Ca) is a dimensionless number that quantifies the relative importance of viscous

forces to surface tension in a fluidic system. The definition of the Capillary number can be found in

Equation F.6, where 𝛾 is the surface tension. In microfluidics, surface tension is more dominant due to

the higher surface-to-volume ratio.

𝐶𝑎 =
𝜂𝑢

𝛾
(F.6)

F.2.3. Navier-Stokes equations
At the core of (micro)fluidics lie the Navier-Stokes equations, which are partial differential equations

that describe the motion of fluids. These equations have been widely used in many applications, such as

predicting weather, ocean currents and Formula1 aerodynamic behavior. Interestingly, mathematically

the equations have never been proven to be solvable in 3D and are even part of the Millennium Prize

Problems [27]. The first equation essentially can be compared to the continuum version of the Newton’s

second law applied on an infinitesimal volume. The terms on the left describe the momentum. The first

two terms on the right represent internal forces in the fluid and the last term are external forces acting

on the body.

𝜌

(
𝜕u
𝜕𝑡

+ u · ∇u
)
= −∇𝑝 + 𝜂∇2u + f (F.7)

Here 𝜌 is the density, 𝜂 is the viscosity, u is the velocity of the fluid, f is the external unit force and 𝑝
is the pressure. When working at very low Reynolds numbers (𝑅𝑒 << 1) and inertial forces are low

compared to viscous forces, the nonlinear term can even be neglected [20]. Since this is usually the case

for microfluidic systems, the resulting equation leaves Equation F.8. However, it should be noted that

when working with 𝑅𝑒 in 𝑂(0)−𝑂(2), which can be the case for inertial microfluidics, this simplification

will not be accurate and Equation F.7 should be followed.

𝜌

(
𝜕u
𝜕𝑡

)
= −∇𝑝 + 𝜂∇2u + f (F.8)

Next, the second equation is the based on the conservation of mass and is simplified due to the

incompressibility condition of the fluid and can be found in Equation F.9. Using the Navier-Stokes

equations, the velocity field of the fluid can be computed.

∇ · u = 0 (F.9)

F.2.4. Pressure-flow rate relationship
Hagen-Poiseuille law
The theory behind flow-rate in a long channel has been explained in detail By Happel and Brenner

[19]. After reaching steady-state under a constant pressure gradient, the fully developed flow in a

microchannel reaches a laminar regime and has a unidirectional velocity fluid. Therefore the rate of

change of momentum and external forces are zero and Equation F.8 becomes:

∇𝑝 = 𝜂∇2u (F.10)

Considering a circular channel with radius 𝑎 and no slip boundary condition (𝑢 = 0 at 𝑟 = 𝑎), a velocity

field which is parabolic across the diameter can be defined as:
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𝑢𝑥 =
𝑎2 − 𝑟2

4𝜂

(
− d𝑝

d𝑥

)
(F.11)

In order to assess the flow rate 𝑄 in the channel, the law of Hagen-Poiseuille can be used. This is

obtained by integrating the velocity fluid of Equation F.11 and results in the following:

𝑄 =
𝜋𝑎4

8𝜂

(
− d𝑝

d𝑥

)
(F.12)

Given that the pressure gradient along the channel length is uniform, the pressure derivative can be

approximated as Δ𝑝/𝐿, where Δ𝑝 is the overall pressure drop in the channel with length 𝐿. Combining

this with Equation F.12, results in the pressure-flow rate relationship (also known as the Hagen-Poiseuille

equation):

𝑄 =
𝜋𝑎4

8𝜂

Δ𝑝

𝐿
(F.13)

Hydraulic resistance
The relation for the Hagen-Poiseuille flow-rate as mentioned in Equation F.13 is only valid for circular

channels. However, in microfluidics other shapes are commonly used such as rectangular, square and

triangular. Therefore a more general approach is required. By determining the hydraulic resistance 𝑅𝐻
of a channel, the flow rate can be calculated with Equation F.14.

𝑄 =
Δ𝑝

𝑅𝐻
(F.14)

Research by Mortensen et al. [28] examines the shape dependency of the hydraulic resistance resulting

in an easy evaluation for elliptical, rectangular and triangular channels. They define a dimensionless

compactness number 𝐶 = 𝑃2/𝐴 (where 𝑃 is its perimeter and 𝐴 is its area) which characterizes a

given shape. Next they define a geometrical correction factor 𝛼 = 𝐴2

𝜂𝐿𝑅𝐻 which characterizes hydraulic

resistance. They found an almost linear correlation between the two parameters 𝐶 and 𝛼 and conclude

the hydraulic resistance correlates linearly on Equation F.15. Thus they set the first step to easily

estimating flow rate based on hydraulic resistance for various shapes, which can be highly convenient

when designing (micro)fluidic systems. However, shape dependent coefficients are necessary to calculate

the exact hydraulic resistance.

𝑅𝐻 ∝ 𝐶
𝜂𝐿

𝐴2

(F.15)

H. Bruus [18] has summarized (approximated) solutions derived from the Navier-Stokes equations that

can estimate the hydraulic resistance for specific geometries. An overview of the resulting hydraulic

resistance approximations per shape can be found in Table F.1. Since most microfluidic systems use

rectangular channels, a more detailed explanation on the derivations of the rectangular hydraulic

resistance is provided next.

For rectangular (and square channels), no analytical solution has been found to the Navier-Stokes

equations. However, by finding a Fourier sum representing the solution, an estimation can be made.

A Fourier expansion that satisfies the no-slip boundary conditions on the channel walls can be found

in Equation F.16a. When integrated over the channel dimensions, this results in the pressure-flow

relationship as found in Equation F.16b. This equation can be approximated for wide rectangles

(𝑤 >> ℎ) and square channels (𝑤 = ℎ), which results in the formulas given in Table F.1.

𝑣𝑥(𝑦, 𝑧) =
4ℎ2Δ𝑝

𝜋3𝜂𝐿

∞∑
𝑛, odd

1

𝑛3

[
1 −

cosh

(
𝑛𝜋

𝑦

ℎ

)
cosh

(
𝑛𝜋 𝑤

2ℎ

) ] sin

(
𝑛𝜋

𝑧

ℎ

)
. (F.16a)
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𝑄 =
ℎ3𝑤Δ𝑝

12𝜂𝐿

[
1 −

∞∑
𝑛, odd

1

𝑛5

192

𝜋5

ℎ

𝑤
tanh

(
𝑛𝜋

𝑤

2ℎ

)]
(F.16b)

Table F.1: Overview of the hydraulic resistance for straight channels with different cross-sectional shapes, copied from Bruus [18].

shape 𝑅𝐻 expression
circle

8𝜂𝐿
𝜋𝑎4

ellipse
4𝜂𝐿

𝜋(𝑏/𝑎)3𝑎4
(1 + (𝑏/𝑎)2)

triangle
320𝜂𝐿

𝑎3

√
3

two plates
12𝜂𝐿
ℎ3𝑤

wide rectangle
12𝜂𝐿

ℎ𝑤3(1−0.63(ℎ/𝑤))
square

12𝜂𝐿
ℎ4(1−0.917×0.63)

Electric circuit analogy
In 2012, Kwang et al. [29] summarized how to use electrical circuit analogy to describe the relationship

between hydraulic properties and channel dimensions/geometry in pressure-driven laminar flow.

Microfluidics channels become resistors, pressure generators become batteries and flow rates become

currents. The analogy can even be applied to deforming channels (capacitors) and fluid inertia

(inductance). An overview of the relevant similarities is provided in Table F.2. Furthermore, using this

new analogy several formulas can be compared. Firstly, the Hagen-Poiseuille law can be compared to

Ohm’s law. Next resistances, either hydraulic or electric, can be combined in parallel and series in the

same way. Finally, conservation of mass and energy can be compared to Kirchhoff’s current and voltage

law, respectively. These similarities in formulation have also been included in Table F.2. With this

analogy, the behavior of the pressure-driven laminar flow can be precisely engineered by defining only

the channel dimensions and geometry. So it can be useful during the general design of more complex

microfluidic systems. However it is important to note that there are limitations as for example Ohm’s

law only describes averages but does not provide detailed information about the local flow field itself.

Table F.2: The physical similarities between microfluidics and electronics: the electric circuit analogy, adapted from Kwang [29]

Fluidics Electronics
Volumetric flow rate 𝑄[𝑚3𝑠−1] Electric current 𝐼[𝐴]
Pressure drop Δ𝑝[𝑃𝑎] Voltage drop Δ𝑉[𝑉]
Hydraulic resistance 𝑅𝐻 [𝑃𝑎𝑠3𝑚−

1] Electric resistance 𝑅𝐸[Ω]
Microchannel segment (fluidic resistor) Conductive wire (electric resistance)

External pump Battery

Atmospheric pressure 𝑝𝑎𝑡𝑚 Floating ground

Hydraulic compliance 𝐶𝐻 [𝑚3𝑃𝑎−1] Capacitance 𝐶𝐸[𝐹]
Inertia Inductance 𝐿[𝐻]
Hagen-Poisseuille’s law Ohm’s law

Δ𝑝 = 𝑄𝑅𝐻 𝑉 = 𝐼𝑅𝐸
Equivalent series-connected fluid resistors Equivalent series-connected electric resistors

𝑅𝐻,𝑒𝑞 = 𝑅𝐻,1 + 𝑅𝐻,2 𝑅𝐸,𝑒𝑞 = 𝑅𝐸,1 + 𝑅𝐸,2
Equivalent parallel-connected fluid resistors Equivalent parallel-connected electric resistors

𝑅𝐻,𝑒𝑞 =
𝑅𝐻,1∗𝑅𝐻,2
𝑅𝐻,1+𝑅𝐻,2 𝑅𝐸,𝑒𝑞 =

𝑅𝐸,1∗𝑅𝐸,2
𝑅𝐸,1+𝑅𝐸,2

Law of mass conservation (at node) Kirchhoff’s current law (at node)∑
𝑄𝑛 = 0

∑
𝐼𝑛 = 0

Law of energy conservation (in closed path) Kirchhoff’s voltage law (in closed path)∑
Δ𝑝𝑛 = 0

∑
𝑉𝑛 = 0
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F.2.5. Multiphase flow
The definition of multiphase flow in fluid mechanics indicates the simultaneous flow of materials with

two or more thermodynamic phases [30]. The following section will be focused on the physics driving

specifically two-phase flow (transport liquid and liposomes) as is encountered in the DDS.

Analytical fluid-particle interaction
The interaction between the fluids and particles, liposomes in this case, can be determined by evaluating

the Navier-Stokes equations [31]. Assuming no external forces are applied to an incompressible

Newtonian fluid, the stress tensor is composed of a pressure part and a viscous part as follows:

𝝈 = −𝑝I + 𝜂∇u (F.17)

Where 𝜎 is the stress tensor and I the identity tensor. By integrating the stress tensor around the surface

of the particle, the total force acting on the particle can be found. This force needs to be coupled to the

equations of motion of the particle, commonly known as Newton’s second law, resulting in:

𝑚
𝑑𝑣

𝑑𝑡
=

∫
𝐴

𝝈 · �̂�𝑑𝐴 (F.18)

Stokes drag
If the liposome is considered a rigid spherical body in low Reynold uniform flow, the drag force acting on

the particle has been shown to have a simple solution [18]. The resulting drag force is called Stokes-drag.

When considering a sphere in a viscous fluid moving at a uniform speed of 𝑢0 at low Reynolds number

the Stokes drag can be calculated using Equation F.19.

𝐹𝑑𝑟𝑎𝑔 = 6𝜋𝜂𝑎𝑢 (F.19)

Lateral particle migration
Besides longitudinal movement, lateral migration of particles should also be considered. The rotation of

a particle and presence of channel walls creates several forces acting on the particles in flow. These

forces include the rotation lift (Magnus) force, slip-shear lift (Saffman) force and wall lift force and

together influence the lateral migration of particles.

The Magnus force is caused by the rotation of a particle in a uniform flow field. Assuming no-slip

condition for the fluid at the boundary, the relative fluid velocity is different for each side of the particle.

According to the Bernoulli principle this creates a pressure difference and associated lift force termed

the Magnus lift force. The Saffman force is a lateral lift force resulting from the interaction of the velocity

of the particle compared to the velocity gradient of the flow. The resulting force is exerted towards the

region in which there are higher relative speeds [32]. The wall-induced lift force is caused by the change

of flow field around the particle in the presence of walls. When considering only one wall, the main

effect is deceleration of the particle and forcing it away from the wall [33]. When considering two walls

close to the particle, the effect is significant deceleration of the particle [33].

Among them, Magnus force is often very small and negligible. The Saffman lift force directing particles

toward channel walls, and wall lift force repulsing particles towards the middle of the channel, are

commonly recognised as the dominant effects for the lateral migration of the particle [33]. The balance

between these forces determines an equilibrium position for the particles in the channel.

Dean flow
Dean flow is another phenomenon that can cause lateral particle migration. It refers to a secondary flow

pattern that arises in curved channels. When a fluid flows through a curved channel, the combination

of the centrifugal force and the inertia of the fluid create a unique flow pattern. The centrifugal force

pushes the fluid toward the outside, leading to higher pressure on the outer wall of the channel. To

balance this, a pair of rotating vertices forms, creating the Dean flow. These vertices can influence the

lateral equilibrium position of particle(s).
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By assessing the Dean number, calculated using Equation F.20, the strength of the secondary dean flow

can be determined. Here 𝑅𝑒 is the Reynold number, 𝐷 the diameter of the channel and 𝑅𝑐 the radius of

curvature. A higher Dean number corresponds to stronger dean flow.

𝐷𝑒 = 𝑅𝑒

√
𝐷

2𝑅𝑐
(F.20)

Deformable particles
Since liposomes are considered to be highly flexible [34], the rigid assumption made before does not

apply. Assuming linear elastic behavior, the deformation can be calculated using Hooke’s law, where E

is the Young’s modulus and 𝜖 is the elongation.

𝜎 = 𝐸𝜖 (F.21)

However, for large strain the liposomes do show that non-linear contributions from area dilatation of

the shell start to dominate [34]. The newly introduced physics complicates the interaction between the

fluid and the liposome. In order to capture the behavior of the liposomes in the microfluidic system,

several approaches have been studied and summarized [35]. The particle could be modeled as a solid

sphere which can deform with a specific elastic constant [36]. Next the particle can be modelled as

a liquid drop [37]. Lastly, the particle can by considering to be a deformable capsule [38–40]. This

technique considers capsules as liquid drops surrounded by thin elastic membranes. In order to make

an informed choice of model which best resembles liposomes, the mechanical behavior of the liposomes

needs to be examined, which will be done in section F.4.

F.2.6. Surface tension
As mentioned in subsection F.2.2 due changing surface-to-volume ratio in microfluidics surface effects,

such as surface tension, play a vital role whereas they can be mostly ignored in macrofluidics. Molecules

and atoms experience attractive forces due to van der Waals forces or dipole interactions. At a boundary

between different media these forces are unbalanced, since the attractive forces of the second medium

will likely be different than that of the first one. This difference is characterized by the surface tension 𝛾.

Since surface tension is dependent on all the surrounding media, it is generally found experimentally. It

is furthermore important to note that the surface tension is also a function of temperature [41]. However,

since the DDS will be in a temperature controlled environment, this effect has been left out of scope.

The energy stored by surface tension can be found in Equation F.22, where 𝑆 is the total surface area.

This formula is the basis of the effects of surface tension as, in absence of other forces, the energy stored

in surface tension is minimized.

𝐸 = 𝛾𝑆 (F.22)

For the DDS, it is important the filled liposomes will not leak into the brain and surface tension can be

used to make sure this does not happen. Determining the pressure at which a liquid will break surface

tension and flow out of a channel through an opening involves considering the Young’s-Laplace equation,

which relates the pressure difference across an interface to the surface tension and the curvature of the

interface. The equation is as follows [42]:

Δ𝑝 = −𝛾∇ · �̂� = −2𝛾𝜅 = 𝛾( 1

𝑅1

+ 1

𝑅2

) (F.23)

Where �̂� is the unit normal pointing out of the surface, 𝜅 is the mean curvature and 𝑅1 and 𝑅2 the

principle radii of curvature. For a circular opening or pore in the absence of external forces, the pressure

required to overcome the capillary action due to surface tension can be simplified to Equation F.24.

Δ𝑝 =
2𝛾

𝑅
(F.24)
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F.2.7. Clogging
Another phenomenon that occurs due to surface effects is the adhesion of particles to the channel walls.

The resulting clogging of the channels has been shown to cause problems in microfluidic systems, an

overview of relevant research has been made by E. Dressaire and A. Sauret [43]. Several mechanisms

can be responsible for causing clogging: sieving, bridging and aggregation of particles. See Figure F.5

for a schematic representation of the different mechanisms.

Since the ratio of the liposome diameter (𝑑) and channel dimensions (𝐷) will be roughly the same,

mainly sieving (where 𝑑 ≥ 𝐷) will be considered in this section. During sieving liposomes will stick to

the surface of the channel, which can either be exploited or cause problems. Research shows that there

exists a threshold for which this occurs. If hydrogel is considered as flowing through a narrow channel

the threshold value can be determined using Equation F.25 [44] where 𝐸 is the Young’s modulus, 𝑑 is

the diameter of the particle and 𝐷 is the diameter of the microchannel. It is important to note that this

equation is meant for a hydrogel with the linearly elastic deformation, which might not be the case for

the liposomes.

Δ𝑝max ∝ 𝐸
(
𝑑

𝐷

)
14/3

(F.25)

Figure F.5: Different mechanisms responsible for the clogging of microchannels: (a) sieving, (b) bridging and (c) aggregation of

particles. The mechanism(s) involved depend on the size of the particle compared to the constriction, the concentration of the

suspension and the particle–wall and particle–particle interactions [43].

F.3. Microfluidic Particle Manipulation
An important aspect of the DDS is to accurately control the position of liposomes, such that there

is enough time for the drugs to leave the capsule and enter the brain. In order to accomplish this a

stop-and-go principle is desired. This approach entails the liposome decelerating or halting entirely

upon reaching an opening, allowing for a controlled release of its drugs, before proceeding, thereby

making space for subsequent liposomes.

In order to realize this stop-and-go principle, the microfluidic system must ensure the following. (1) The

liposomes should be selectively placed at open pores. (2) Upon reaching the opening, the liposomes

should be retained inside the system. (3) After drug delivery, the liposomes should leave the pore and be

replaced by a new one. Based on this functionality, different areas of research have been studied. Firstly,

microfluidic single cell/particle manipulation techniques will be covered in subsection F.3.1. Next the

capillary burst valve and droplet trapping will be discussed in subsection F.3.2 and subsection F.3.3

respectively as these topics could provide valuable insights on how to retain liposomes at the pores of the

DDS. And finally specific liposome and other lipid vesicle trapping in combination with microfluidics

will be discussed in subsection F.3.4 in order to complete the state-of-the-art. The chapter concludes

with the literature gaps in subsection F.3.5.

F.3.1. Microfluidic trap-and-release techniques
Particle control in microfluidic systems has been studied extensively [45–49] and several techniques

have been developed. Recently, a comparison of all different techniques has been made by Gong et al.



F.3. Microfluidic Particle Manipulation 87

[50] and can be found in Table F.3 and Table F.4. The overview contains the complete landscape of

trapping and releasing mechanisms found in literature. They can be categorized into different groups:

passive physical, active physical, biochemical and hybrid mechanisms. It is important to realize that,

depending on the application, a specific combination of trap and release mechanisms is favorable.

Due to time constraints not all methods are to be extensively studied in this literature review and focus

would be put on passive physical and biochemical categories. This leaves the following techniques:

hydrodynamic, inertial, immuno-affinity binding and aptamer-affinity binding. As the goal of this project

is to develop a proof-of-concept, simplicity is of high importance and the best category complementing

this requirement is passive physical. Biochemical methods do offer a promising building block to

enhance the systems performance, however due to foreseen difficulties with selectively introducing

these biochemical modifications, it is considered to be the back-up to passive physical methods in

case these do not provide sufficient control. Several techniques have been excluded from this study

as they introduce undesired effects to the brain such as electric fields, magnetic fields, sound or

temperature control. The excluded techniques include dielectrophoresis, electrokinetic trapping,

magnetic trapping, thermophoresis, optical tweezers and acoustic modulation. Furthermore, methods

of viscosity modulation and intertio-elasto focusing have been left out as these exploit physics which are

not considered in this study; the working fluid is considered to be of constant viscosity, incompressible

and Newtonian. Finally, hybrid mechanisms such as microrobots, although offering interesting new

possibilities, are deemed too complicated; uncertainty and risks involved during implementation are

too high for the proof-of-concept nature of this project.

Hydrodynamic trapping
Hydrodynamic manipulation is one of the most common techniques currently used in microfluidic

particle trapping. This method uses strategic obstacle placement and geometry in order to influence the

path the particles are most likely to take. Its popularity is based around low costs, fabrication time and

simple (passive) operation. However, in order to ensure the trapping efficiency, flow rates are often set

to be small [50] and this results in low throughput being the most important disadvantage. In literature,

several approaches have been studied that utilize these hydrodynamic effects to isolate particles or cells,

broadly categorized into microwells, microarrays and microtraps [51].

Microwells are small cavities in a microfluidic device, designed to hold minute volumes of liquids, cells,

or particles usually for analysis. An example design can be found in Figure F.6a. Since microwells form

an assembly, they allow high-throughput and parallel assays, which are useful in analytical research

in cell biology and medical diagnostic tests [52]. Several studied have been done in order to improve

the performance and trapping efficiency of microwells. The optimal height-diameter ratio is reported

to be ∼ 1 for single cells [53], it has been established that cell density needs to be higher than 5.0 ∗ 10
9

cells per mL to achieve > 90% trapping efficiency [54] and shapes (triangle, square, circle, diamond and

cone) have been compared resulting in triangles showing the highest trapping efficiency [55]. Another

example is the introduction of stretchable PDMS microwells [56]. While stretching the microwell cells

are loaded on the array. Next, cells can be trapped on the array by relaxation of the PDMS. This results

in a system where no external force had to be applied once the cell are trapped.

Microarrays utilize an array of geometrical shapes or obstacles in order to capture particles, an example

design can be found in Figure F.6b. Dino et al. [57] were one of the first to show the potential of this

principle to capture single cells. Their device consists of arrays of physical U-shaped hydrodynamic

trapping structures with geometries that are biased to trap only single cells. Later, several studies have

been done in order to increase the efficiency of the method. Different shapes, circular, triangle, square

and diamond, have been assessed by Kitagawa et al. [58] showing squares have the highest performance.

Next, Mesdjian et al. [59] showed that the trapping efficiency can be increased by changing the flow

orientation of particles w.r.t. the traps to be diagonal. And lastly, Yoon et al. [60] showed that adding

oscillating flow can get rid of particle segregation as effect of bridging.

Microtraps generally use the principle of relative hydraulic resistance between a trap and bypass channel,

see Figure F.7a for a diagram. The trap path (path 1) is designed to have a lower hydraulic resistance

than the bypass channel (path 2). A particle in the flow is pushed into the trap and once it physically

blocks (part of) the exit, the hydraulic resistance of path 1 is increased drastically. In this case, the

resistance of the bypass channel is significantly lower compared to the trap path and flow is redirected.
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Table F.3: Summary and comparisons of particle capture techniques [50] from section F.3.

Trapping technique Advantages Disadvantages
Hydrodynamic

• Low cost and Fabrication time

• High compatibility and

integrability

• Minimum invasive

• Low throughput

• Low specificity and selectivity

• Low controllability

Inertial

• Low cost and simple fabrication

• Label-free

• Continuous operation

• Low throughput

• Low versatility

• Limited scalability

Electrical

• High controllability

• Rapid and continous manipulation

• Compatible with complex

geometries

• Electrode fouling

• Joule heating effects

• Sample contamination

Optical

• Precise and high resolution

• Force sensing and high

controllability

• Manipulation in complex

environments

• Limited throughput

• Challenges with irregularly shaped

particles

• Restricted to optically accessible

samples

Acoustic

• Scalable and simple device

fabrication

• Continuous and parallel

manipulation

• Efficient and rapid manipulation

• Challenges in manipulating

complex samples

• High energy requirements

• Challenges with acoustic field

uniformity

Magnetic

• Minimal sample perturbation

• High compatibility

• Scalable and simple device

fabrication

• Dependency on magnetic

properties

• Heating effects and potential

sample damage

• Interference from external

magnetic fields

Thermophoresis

• Biocompatible

• Compatible with complex

environment

• Relatively low energy consumption

• Potential sample degradation or

alteration

• Complex experimental setup

• Limited manipulation range and

strength

Microrobots & others

• high versatility

• Programmable manipulation

• Reduced human intervention and

labor

• High cost

• Limited sensing and feedback

capabilities

• Limited payload and navigation
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Table F.4: Summary and comparisons of particle release techniques [50] from section F.3.

Release technique Advantages Disadvantages
Pulsatile flow

• High compatibility

• Non-invasive particle release

• High tunability

• Limited efficiency for strongly

adhered particles

• Potential for clogging

• Limited selectivity

Microvalve

• High release efficiency

• Non-invasive and gentle release

• Integration with automation and

robotics

• Low actuation response time

• Risk of valve clogging or leaking

• Limited scalability

Thermal

• Label-free

• Minimal impact on fluid flow

• Compatibility with many particle

types

• Challenges in temperature

uniformity

• Limited release efficiency for

strong adhesion

• Limited compatibility

Electrical wetting

• Rapid and controllable release

• Real-time monitoring

• Selective and parallel release

• Complexity of electrode design

and integration

• Sensitivity to sample and liquid

properties

• Potential for sample damage

Acoustic, and other active-

driven methods • High efficiency

• Precise spatial and temporal

control

• High versatility and capability

• Complexity of system setup

• Dependence on particle

properties

• Potential of sample damage

Surface coating or pH ad-

justment • Cost-effective

• Compatibility with downstream

analysis

• Scalability and ease of use

• Lack of selectivity

• Particle aggregation or

agglomeration

• Interference with particle

functionality
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(a) Microwell design [61]. (b) Micro array design [62].

Figure F.6: Examples of designs for cell trapping using the microwell and micro array techniques.

Since this design consist of a trap with an open aperture, the situation is remarkably similar to the one

encountered in the DDS. Tan and Shoji [63] were on of the first to show such a microfluidic system, the

design used can be found in Figure F.7a. Later, many improvements on this design have been proposed

such as minimized bypass channel length [64], deterministic cell trapping using integration of burst

valves [65] and increased efficiency by introducing a matrix of cell traps [66], which can be found in

Figure F.7b, Figure F.7c and Figure F.7d respectively.

In order to properly trap liposomes in the DDS is the trap region of these hydrodynamic systems is

especially interesting. Research by Lawrenz et al. [67] focused specifically on this region and looked

into the effect of different shapes (triangular, square, conical and elliptical) of the trapping site. The

geometries considered can be found in Figure F.8a and trapped particles were stem cells and polystyrene

micro-spheres. In order to model the fluidic behavior CFD simulations based on the Navier-Stokes

equations were conducted and cell viability was assessed by investigating the induced stresses on the

particles by modeling them as non-deformable spherical bodies. They conclude square shapes are

best for cell variability while triangular shapes are optimal for high-speed applications. Furthermore,

they noticed in their experiments that deforming cells could squeeze through holes which reduced the

trapping efficiency. On the contrary, another paper [62] also experimentally examined the shape of traps

(rectangular and circular) for a microarray system that was designed to capture cells. The geometries

considered can be found in Figure F.8b. In this study, no difference was observed among the geometries

of the traps. These contradictory results should be further investigated, with a special focus on highly

deformable particles.

Biochemical trapping
Biochemical techniques involve the use of specific bio-molecular interactions. Within biochemical

trapping, different approaches have been demonstrated such as immuno- [68], aptamer- [69], and lectin-

[70] affinity binding. Binding affinity refers to the specific strength of interaction between two molecules

and is typically measured by the equilibrium dissociation constant 𝐾𝐷 . The smaller the 𝐾𝐷 value, the

greater the binding affinity of the molecule for its target, and vice versa.

Immuno-affinity binding is a specific type of affinity binding that involves the interaction between an

antibody and its antigen. Antibodies can bind with high specificity and affinity to their corresponding

antigens. By strategically introducing target surface markers, a specific region can be functionalized to

achieve particle trapping. Chen et al. [68] were one of the first to show this principle. Their separation

was based on the selective binding of exosomes to anti-CD63 IgG-coated microfluidic channel surfaces.

Another approach that utilizes immuno-affinity binding is to bind nano-sized vesicles to micron-sized

microbeads. Tayebi et al. [71] demonstrated this principle in combination with a microfluidic system

and created a device used for the detection of exosomes with a size of 30-150 nm. Their design can

be found in Figure F.9. Microbeads with a diameter of 20 𝜇𝑚 are functionalized with streptavidin
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(a) Novel microtrap design based on the least-resistance-path principle

[63]. (b) Channel length optimization [64].

(c) Integration of matrix design for increased throughput [66]. (d) Integration of burst valve into microtrap design [65].

Figure F.7: Different hydrodynamic microtraps proposed in literature.

(a) Trap geometries studied by Lawrenz et al. [67]. (b) Trap geometries studied by Benavente-Babace et al. [62].

Figure F.8: Different geometries studied for microtraps
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Figure F.9: Schematic diagram of the trapping mechanism by Tayebi et al. [71].

and biotinylated antibodies and then used to immobilize and stick exosomes on their surfaces using

antigen–antibody affinity binding. By integrating these microbead particles with a passive microfluidic

trap, they were able to isolate several exosomes.

Other types of bio-affinity binding include DNA or RNA derived aptamer-based binding, lectin-based

binding that can capture viruses and pacteria, and many more. In general, devices that utilize

biochemical affinity binding require the substrate to be coated with specific immobilized ligands, such

as antibodies [50]. Additionally, it has been shown that the way these ligands are oriented significantly

influences the efficiency of the binding process and the choice of substrate material for the chip is also a

crucial for performance [72].

Given that biochemical trapping methods, like surface coating or microbead functionalization, involve

complicated procedures that could impede the demonstration of the DDS within the thesis timeline,

they are not the favored approach. Nevertheless, should hydrodynamic trapping prove inadequate to

retain liposomes in the open pores, these biochemical techniques may be considered as an alternative.

Inertial
Inertial microfluidics is a technique that utilizes microchannel geometries and secondary Dean flow to

manipulate particles. As notes by Gong et al. [50] this technique is often utilized in combination with

other methods and trapping efficiency is often limited. Furthermore, they often operate at higher flow

rates where inertial effects start to dominate. As the proposed DDS does not operate in this regime and

the trapping efficiency is limited, no further examination of this type of system has been done.

Release techniques
For the proposed DDS releasing is assumed not to be part of this thesis [73], the detailed literature review

has been left out of this chapter and is included in section F.6. The rational behind this decision is the

following: After a liposome is exposed, it will likely be damaged and parts could either enter the brain

environment or be carried along the microfluidic DDS. Since all substances used in the system are bio

compatible, the release of small liposome parts into the brain is not an issue. If during the experiments

it is found the liposomes are still intact after exposure to light, it will be much more valuable to study

potential release mechanisms to reuse the liposomes.

F.3.2. Capillary burst valve
From the literature review on microfluidic particle trapping techniques, it can be concluded deformable

particles can cause significant issues. In order to better understand how this problem can be solved,

other research directions have been pursued. One of them being the capillary burst valve. Although the

capillary burst valve is mainly used to regulate flow, the approach and methodology could be extended

with regard to retaining a liposome. Capillary burst valves have been studied extensively in research,

and different review papers have been published by Olanrewaju et al. [74], Wang et al. [75] and Azizian

et al. [76]. The notation in this section is according to the schematic overview as found in Figure F.10.

One of the first to propose a model for a capillary type valve were Zeng et al. [77]. The model proposed

was based on the Young’s Laplace equation as in Equation F.23 and predicted the burst pressure

for a circular opening, where 𝜃𝑐 is the equilibrium contact angle of the fluid. However, this model
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(a) Schematic top view from a capillary burst valve in a rectangular

channel [80], for circular channels the width w is replaced by diameter D. (b) Illustration of the equilibrium contact angle 𝜃𝑐

Figure F.10: Notation used for burst valves.

did only prove accurate for circular openings and needed to be expended for other cross-sectional

geometries. Later, Chen et al. [78] expanded this theory and included the expansion angle 𝛽 as defined

in Figure F.10a. The resulting relation between the channel dimensions 𝐷 and 𝛽, surface tension 𝛾 and

equilibrium contact angle 𝜃𝑐 can be found in Equation F.26a. The results were experimentally validated

for 𝐷 = 0.1− 0.25𝑚𝑚 and 𝛽 = 30− 90
◦

for water and glycerin solutions on PMMA and PDMS substrates,

showing good agreement.

To expand the theory to rectangular channels with height ℎ and width 𝑤, Chen et al. [79] model the

capillary burst pressure according to a 3-D meniscus approach and also include the expansion angle 𝛽.

The resulting formula from their research can be found in Equation F.26b. This model was tested for

different aspect ratios and expansion angles of 30
◦ − 100

◦
. It proved to be accurate for widths up to

300𝜇𝑚, expect for wider channels with high expansion angles (80
◦ − 100

◦
) where burst pressures was

10% lower than predicted.

Δ𝑝𝑐𝑎𝑝,𝑐𝑖𝑟 =
4𝛾 cos (𝑚𝑖𝑛{𝜃𝑐 + 𝛽,𝜋})

𝐷
(F.26a)

Δ𝑝𝑐𝑎𝑝,𝑟𝑒𝑐 = −𝛾
(

2

ℎ
cos𝜃𝑐 −

2

𝑤
cos (𝑚𝑖𝑛{𝜃𝑐 + 𝛽,𝜋})

)
(F.26b)

In order to better understand how to design a proper burst valve research by Agonafer et al. [81] can be

utilized. They have studied, for both low and high surface tension, what the most important design

parameters are to consider for a burst valve. Low surface tension refers to fluids with 𝜃𝑐 ∼ 0
◦
, otherwise

the fluid is considered high surface tension. The studied parameters include the effect of the edge

radius of curvature and the outer diameter. They use the geometry as can be found in Figure F.11 and

defined the radius of curvature 𝑅 as in Equation F.27. This new radius of curvature, is combined with

the Young-Laplace equation as given by Equation F.24. The results conclude that for low surface tension

liquids only the outer diameter 𝐷 is the important design parameter. On the other hand for high surface

tension liquids, such as water, burst pressure can show dependence on 𝑟 if 𝑟 is significant compared

to 𝐷. However, it should be noted that the model did underestimate burst pressure for high-surface

tension liquids at low outer diameters (𝐷 < 400𝜇𝑚).

𝑅(𝜑) =
𝑟 sin(𝜑) + 𝐷

2
− 𝑟

sin(𝜃 + 𝜑) (F.27)

Later, Agonafer et al. [82] implemented their findings into a silicon membrane that can retain low surface

tension liquids via an array of porous micropillar structures. They experimentally find an irregular

meniscus shape before the liquid spills along the micropillar edge and attribute this to highly dynamic

flow conditions.

Next, different studies have been conducted in order to identify the cause of discrepancies between

the theoretical and experimental values. First, research by Mo et al. [83], showed that for rectangular
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Figure F.11: Schematic of capillary model for a tip defined by outer diameter, 𝐷, and angle 𝛽 defined as the angle between the

center-line and the tangent edge to the meniscus radius of curvature 𝑅 [81].

(a) Geometry used by Mo et al. [83] in order to examine the effect of

surface roughness

(b) Geometry used by Agonafer et al. [82] examine the effect of surface

defects.

Figure F.12: Geometries used to examine the effect of surface roughness and defects

microchannels, the discrepancies can be accounted for by modifying the Young-Laplace equation to

include the effect of surface roughness. By defining surface roughness 𝜙𝑣 = 𝑎
𝑎+𝑏 , where 𝑎 and 𝑏 are

defined as given in Figure F.12a, the Young-Laplace equation could be modified to include these effects.

The resulting formula for predicting burst pressure can be found in Equation F.28. Results show good

predictions for a wide range of channel sizes (ℎ = 160𝜇𝑚, 𝑤 = 72 − 316𝜇𝑚). However, they do note the

model is only validated for the effect of a major parameter-solid fraction (𝜙𝑣 = 0.784). They also note

the influence of other factors such as groove size and surface wettability on the capillary pressure need

to be investigated in the future work. Furthermore, their research was limited to only a specific value

𝜙𝑣 = 0.784. So in order to completely validate Equation F.28 there is a need to study different values for

surface roughness. Lastly, the research focused on a rectangular channel geometry and needs to be

expanded to include other dominant shapes such as a circular channel.

Another study by Agonafer et al. [82] tried to explain the discrepancies by examining the effect of

surface defects. They did numerical simulations using the geometry as found in Figure F.12b and find

surface defects on the outer edge of the micropillar can lower Laplace burst pressure up to 50%. The

experimental results are in good agreement with the simulations. However, it should be noted only

a single surface defect configuration has been tested. Furthermore, the depth of the particular defect

(2.75𝜇𝑚) is significant compared to to diameter of the burst valve (5𝜇𝑚) and therefore not completely

representative of the defects that are expected to be found in the DDS.

Δ𝑝𝑐𝑎𝑝,𝑟𝑒𝑐 = −𝛾
(

2

ℎ
cos𝜃𝑐 −

2

𝑤
cos (𝜃𝑐 + 𝛽 − 𝜙𝑣)

)
(F.28)

Finally, research by Lee et al. [84] investigated the maximal burst pressure for aqueous liquids in contact

with organic solvents. Their theory, also based in the Young-Laplace equation, examines burst pressure

for a circular opening with expansion angle of 𝛽 = 90
◦

and also uses Equation F.26a. They consider two
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different cases of failure. The first is once the contact angle reaches 90
◦
. The second is if the geometrical

contact angle reaches the equilibrium contact angle. Since the equilibrium contact angle of the fluids

tested (ethyl acetate, chloroform, cyclohexane) was lower than 90
◦
, this was the limiting condition.

This once more shows the importance of validating the equilibrium contact angle when evaluating the

Young-Laplace equation.

F.3.3. Droplet microfluidics
Another field or research that might provide better understanding of highly deforming particles is

droplet microfluidics. Generally this science is about generating and manipulating discrete droplets

through immiscible multiphase flows in microchannels. Recently, its applications in the biomedical

industry have been studied, such as: single-cell encapsulation [85] [86], cell sorting [87] and microreactors

[88]. Even though the DDS does not specifically use droplets, the highly deformable liposomes could be

compared to droplets.

Many studies have been found that use microfluidic platforms to trap droplets combined with the

techniques as described in subsection F.3.1, for example a microarray [89] or microtrap [90]. The

respective designs can be found in Figure F.13a and Figure F.13b. Next, an interesting design has been

introduced by Simon et al. [91], which uses a skewed chamber to capture droplets using the Laplace

pressure. The release could be achieved by either increasing the pressure or by fusing the droplet with

another fluid from the top channel. The design can be found in Figure F.13c. Most recently, Hoang et al.
[92] examined the effect of the angle 𝛼 of the contraction using geometry as found in Figure F.13d and

they find a critical value for the capillary number (𝐶𝑎1𝑐) for which trapping occurs. This relation is

observed to be 𝐶𝑎1𝑐 = 𝑎(𝐶𝑀 − 𝑏/𝛼), where 𝑀, 𝑎 and 𝑏 are fitted parameters.

From the literature on droplet trap designs [89–92], it can be generally concluded that the trapping

behavior of the droplets is modeled using the Young’s-Laplace equation as found in Equation F.23

combined with the pressure drop over the channel as found in Table F.1. In all studies incorporated in

this review, the evaluation resulted in good agreement with FEM/CFD simulations and experimental

results. Therefore it can be concluded that for droplets this is an effective approach, however it remains

to be seen if this approach accurately predicts liposome trapping behavior.

F.3.4. Specific GUV trap-and-release systems studies
Only a handful of studies have been published that studied microfluidic manipulation of liposomes

or comparable particles. This section provides an overview of what has been achieved concerning

specifically giant unilamellar vesicles (GUVs). GUVs are vesicles with a size bigger than 1 𝜇𝑚 which are

comparable to the liposomes used in this project.

Firstly, Yamada et al. [93] have studied the trapping and releasing of GUV in a microwell trap. The

geometry they used can be found in Figure F.14a. According to them, the trapping results from the

reduction of the membrane elastic energy, which is stored in the GUV as it squeezes to enter into the

thin channel. They consider two types of elastic energy, bending and stretching. In order to calculate

the bending energy, they make use of Equation F.29a where 𝜅 is the mean curvature of the GUV and 𝑘𝑐
is the bending rigidity. In order to calculate the stretching energy, they evaluate Equation F.29b, where

𝐾𝐴 is a material constant that depends on the lipid composition. It is important to note this formula

is only valid under the assumption of an high-tension (𝜎 > 10
−4𝑁𝑚−1

) regime. In order to determine

the mean curvature 𝜅 and stretching Δ𝐴, geometric information of the shape of GUVs under different

flow conditions is assessed through confocal microscopy. Furthermore, they show that GUVs can be

untrapped by increasing fluid velocity beyond a critical velocity.

𝐸b =
𝑘c

2

∫
𝜅2

d𝐴 (F.29a)

Δ𝐸𝑠 = 𝐾A

Δ𝐴2

𝐴0

(F.29b)

Next, Nuss et al. [94] present a micro array which is able to trap and release hundreds of GUVs with

a wide range of sizes from 2 to 40 𝜇𝑚. The geometry they use can be found in Figure F.14b. They
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(a) Schematic diagram of the droplet trapping arrays [89].

(b) Schematic diagram of the droplet microtrap design [90]. The box

with dashed outlines shows a close-up view of the trap dimensions.

(c) Image of the Laplace trap [91]. (d) Schematic diagram of the droplet trapping design [92].

Figure F.13: Illustration of the droplet traps in this section.

(a) Schematic diagram of the vesicle confined inside the microchannel by

Yamada et al. [93]. (b) Schematic diagram of the microfluidic trap by Nuss et al. [94].

Figure F.14: Geometries used for GUV trapping devices.
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also reason the trapping ability is dependent on the deformability of the objects, however theoretical

modeling is not present i.e. only experimental validation has been provided.

F.3.5. Literature gaps
Trap-and-release mechanisms
In summary hydrodynamic trapping methods offer a simple, easy to fabricate and low cost solution

compared to their active alternatives such as inertial, biochemical and surface modulation. Mainly

geometry and flow calculations are required to design an efficient trapping mechanism. However, since

this field is still in early stage, several challenges are to be solved in order to design a functional DDS

as proposed in this review. Firstly, although it has been shown that the shape of the trapping site can

have a significant impact on the trapping efficiency of the system, there are contradictory claims to

which is optimal [62, 67] and further optimizations within these shapes can be investigated. These

optimizations include for example dimensional analysis, the angle of the triangular trap, width of

the square trap, the radius of the circular trap or the implementation of completely new geometries.

Secondly, since deformable particles have been identified to negatively impact trapping efficiency [52, 62,

67] as they are capable of squeezing through apertures, the impact of deformable particles on trapping

efficiency should be addressed. In the state-of-the-art literature, this phenomenon has been explored

exclusively through experimental methods and accurately predicting this behavior has not been done

yet. Lastly, these systems are mostly used for high-volume cell capture for analysis purposes and are

therefore operated for a significantly long time after which most of the traps have been filled. System

performance is typically defined as trapping efficiency; the ratio between filled traps and total traps.

However, compared to the conventional system performance matrix of trapping efficiency, the DDS

performance is rather based on the ability to quickly refill a pore after light exposure to achieve adequate

drug release. Therefore accurate predictions and optimization of the refill time are required.

Besides the gaps that need to be filled in order to create a functional prototype, other research directions

have been identified that could increase the efficiency of the system or add new functionality. Firstly,

specificity of the microfluidic mechanism should be addressed as this could enable the implementation

of different types of liposomes for multi-drug purposes. Next, the impact of surface roughness has not

been investigated yet while they could prove beneficial to trap liposomes by locally varying the surface

roughness.

Predicting behavior
To summarize, the behavior of both burst valves and droplet microfluidics is modeled using the Young’s-

Laplace equation. Relations between design parameters and burst pressure have been examined for both

circular and rectangular channels. However, still gaps in literature remain that need to be solved in order

to properly predict trapping behavior for the proposed DDS. Firstly, the integration of a deformable

particle in a liquid medium, instead of the fluid-fluid or fluid-air interface, has yet to be investigated.

Furthermore, different geometries as proposed right now could be examined. And lastly, despite the

first steps made by Mo et al. [83] and Agonafer et al. [82], the effect of surface roughness and defects is

still to be included into the modeling approach for a wide range is values, different geometries and

defect shapes.

Next, the modeling of trapping behavior using bending and stretching energy has shown to be effective

for a specific configuration of a microwell [93]. However, as the modeling is depending on the restricted

movement of the GUV, there is a need to examine if this model is accurate in the configuration of the

proposed DDS.

Besides the gaps that need to be filled to predict trapping behavior, others potential research directions

have been identified. The inclusion of flow momentum/dynamic effects, temperature dependence [81]

and evaporation effects [81] are to be added into the modeling.

Broadly recognized literature gaps
Other topics that have been often noted in literature as possible improvements for microfluidic systems

are the re-usability [75] and simplification of production and handling procedures [51, 74, 76]. Although

this is not essential to establish the proposed DDS, these investigations could significantly improve

the functionality and commercial viability of the DDS in the future. Therefore, results from these

investigations should be closely watched and implemented into the proposed DDS.
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(a) Diagram of a liposome. (b) Schematic of photo triggered cargo release from liposomes [98].

Figure F.15: Overview of light-activated liposomes.

F.4. Liposomes
Liposomes are micro- or nano scale vesicles that have an aqueous core encapsulated within lipid

bi-layers. An illustrative diagram can be found in Figure F.15a. Hydrophilic drugs can be encapsulated

in the aqueous core, and hydrophobic drugs can be loaded into the lipid bilayer [15]. As several

liposomal formulations have already been approved by the FDA for clinical use [95, 96], they propose a

promising vesicle for drug delivery. There are different triggering stimuli that can be considered to

release drugs from the liposomes, recently summarized by Salkho et al. [97]: pH, ultrasound, light,

magnetic field and hypothermia. Among them, light-triggered release is one of the most promising

stimuli, as light is relatively safe and allows for accurate spatiotemporal drug release. In Figure F.15b

an example schematic light-activation technique can be found. This section provides an overview of

state-of-the-art liposome research, focused on the light-triggered ones. In literature, there is a strong

focus on different chemical configurations to improve the performance of liposomes. However, as this

thesis is on manipulation of liposomes, instead of the synthesis of the vesicles themselves, the literature

review presented in this chapter is skewed towards the practical use of the liposomes. First, literature

on the characterization of liposomes has been summarized in subsection F.4.1. The goal of this section

is to identify the constants that are necessary to model the trapping behavior of the liposomes. Next,

various light based actuation methods will be explored in subsection F.4.2, followed by a discussion on

different light parameters in subsection F.4.3. Lastly the phototoxicity, an inherent side effect of using

light, will be discussed in subsection F.4.4. To conclude the chapter, the literature gaps identified have

been summarized in subsection F.4.5.

F.4.1. Liposome characterization
Typical research characterizes liposomes by size, drug concentration, loading efficiency. For this project,

other parameters are necessary in order to model the behavior of the vesicles; namely mechanical

properties such as surface tension, bending rigidity and burst pressure. Different experimental studies

have been conducted in order to access these properties using techniques such as micropipetting [99]

and optical tweezers [100]. Reported values of surface tension are in order of 10
−6

[𝑁/𝑚] [100] and

reported values of bending rigidity are in order of 20 − 30 [𝜅𝐵𝑇] [100]. Reported values of elasticity

are in order of 0.3 − 3 [𝑁/𝑚] [101]. The resulting properties cannot be assumed to be valid as they

are dependent on the specific chemical composition of the liposome but rather serve as an estimation

during the design of the system.

F.4.2. Light-based actuation methods
Drug release from liposomes can be triggered by light through various mechanisms, primarily classified

as either photochemical or photophysical. Photochemical activation works by destabilizing the lipid

membrane through light-induced processes such as isomerization, cleavage, or polymerization of

its components. In contrast, photophysical activation induces alterations in the membrane through

non-chemical methods, leveraging thermal and/or mechanical processes to cause physical changes

of the liposome. Examples of photochemical processes are photoisomerization, photopolymerization,

photosensitization-induced oxidation, photo driven hydrophobicity changes and polymer backbone
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photo-degradation [102]. Examples of photophysical processes are molecular absorbers and plasmonic

gold nanoparticles [103]. Detailed explanations on how each of these techniques work have been

summarized in several reviews [15, 103–106].

F.4.3. Light parameters
For the DDS, it is important to achieve adequate control over the opening of liposomes. In order to

maximize the systems performance, the liposomes need to open quickly depending on the presence of

light. As light triggers the opening of liposomes, the specific laser parameters are of influence. Recently

in 2022, Yuan et al. [107] have summarized research on repetitive drug delivery using light-activated

liposomes, including an overview of different laser parameters used. From this overview, which can be

found in Table F.5, it can be deducted that in general the wavelength is in the order of ∼ 300 − 900[𝑛𝑚],
laser power ∼ 0.5 − 5[𝑊𝑐𝑚−2] and exposure time ∼ 1 − 10[𝑚𝑖𝑛𝑠].
When considering wavelength, research has shown all spectra from UV to NIR can be successfully

integrated to achieve light-triggered drug release. Most of the liposomes developed to date respond

most efficiently to UV or visible light [102]. However, recently NIR has been predominantly chosen over

UV & visible light due to its improved safety resulting from the low adsorption by blood and water

[104] and greater depth of penetration [102]. However, depending on the specific composition of the

liposome, the optimal absorption wavelength might change and therefore examination of the absorption

spectrum is required during the design in order to select a proper laser.

In order to enhance the tissue penetration with NIR laser, one promising development is the demonstra-

tion of two-photon approach [108], in which two photons are simultaneously absorbed by the vesicle to

artificially transform NIR into UV light. This effect could be leveraged in the DDS to increase spatial

resolution. When using a focused laser only a tiny volume facilitates excitation, as the probability of

excitation by two-photon adsorption is proportional to the square of the intensity [109]. Although it is

noted by Leung and Romanowski [104] that the delivery of focused laser pulses as required for two

photon processes may create a technological challenge, it could prove useful to achieve unidirectional

opening of liposomes as desired in the proposed DDS.

To expand on typical pulse duration, recent studies have experimented with pulsed nanosecond [110]

and femtosecond [111] lasers instead of continuous ones. A comparison between CW and femtosecond

laser has been made by Sahu et al. [112], showing the overall increase in temperature is lower when

using the pulsed laser compared to the CW laser with the same light energy. This suggests two separate

mechanisms and different potential applications according to the researchers.

In evaluating the release time in current liposomal research, the prevalent magnitude of minutes, may

potentially constrain the dose that can be administered with the DDS. Most solutions propose new

elements to be added in order to improve the release time. For example, Luo et al. [113] propose

the addition of 5 molar percent of an unsaturated phospholipid such as dioleoylphosphatidylcholine

(DOPC) resulting in sub-minute drug release upon NIR light radiation. Wu et al. [114] propose the

addition of hollow gold nanoshells resulting in release in the order of seconds with NIR pulsed light.

When considering laser parameters, generally it can be concluded a minimal threshold for laser power

and exposure time are necessary to start significant release [115]. However, the specific values vary

considerably in each study and are hard to compare because of different variables such as chemical

composition and actuation mechanisms.

F.4.4. Safety
Existing systems predominantly respond to UV or visible light as the relatively high energies are

required. However, this comes with inherent concerns regarding the phototoxicity of UV radiation and

resulting tissue damage. Despite significant advancements in developing photosensitizing strategies,

the complexity and the associated formation of reactive oxygen species in many photosensitizers may

hinder the widespread medical adoption of photochemically-controlled liposomal content release

[104]. Systems sensitive to Near-Infrared (NIR) light, such as those using gold particles, offer enhanced

potential due to deeper light penetration and reduced biological interference. However, challenges

such as material toxicity, tissue accumulation, and cargo thermal stability remain to be addressed

comprehensively [102].
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Table F.5: Light parameters used for repeated drug release. Copied from [97].

Repeatability
type*

Wavelength Laser Type Laser
power

Laser
duration

Laser
interval

Repeat
times

C 808 nm CW 15 W/cm2 15 s 60 s 4

1064 nm Femtosecond 6 W/cm2 5 s 3 mins 4

D 808 nm N/A 1 W/cm2 15 min 15 mins 6

808 nm CW 1 W/cm2 10 mins 20 mins 4

860 nm CW 2.4 W/cm2 10 mins 24 hr 2

308 nm Nanosecond

pulse

5000 W 10 ns 2 s 6

808 nm/

805 nm

CW/ fem-

tosecond

pulse

1 W/cm2 10 mins 30 mins 4

250 nm CW 60 W 2.5 mins 5 mins 4

350 nm/

450 nm

CW 500

𝜇W/cm2

120 s/ 180 s 5 mins 3

365 nm CW 8 W 5 mins 0** 4

658 nm CW 240

mW/cm2

NA 5 mins 4

730 nm CW 55

mW/cm2

3 mins 3 mins 5

785 nm CW 3.5 W/cm2 10 mins 0 4

800 nm CW 1.2 W/cm2 30 s 0 2

808 nm CW 4 W/cm2 5 mins 1 h 3

808 nm CW 3 W/cm2 5 mins 30 mins 3

808 nm CW 2 W/cm2 3 mins 4 h 5

808 nm CW 2 W/cm2 5 mins 4 h 2

808 nm CW 2 W/cm2 5 mins 1 h 8

808 nm CW 2 W/cm2 5 mins 4 h 5

808 nm CW 1.5 W/cm2 3 mins NA 3

808 nm CW 1 W/cm2 5 mins 2 h 3

808 nm CW 1 W/cm2 4 mins 6 mins 4

808 nm CW 1 W/cm2 5 mins 2 h 3

808 nm CW 0.8 W/cm2 2 mins 58 mins 3

808 nm CW 42

mW/cm2

1 min NA 4

808 nm CW 6 W 5 mins 4 h 2

980 nm CW 7.8 W/cm2 30 mins 0.5 h 6

* C and D stands for constant drug amount released and decreasing amount released, respectively.

** 0 stands for continuous irradiation with no cooling time.
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Safety standards for lasers have been established in ANSI 2000 [116] regarding wavelength, power,

duration and distance. Furthermore, for ocular applications Delori et al. [117] provided detailed insights

into the application of these safety standards. Although general guidelines are provided in ANSI2000

for medical applications, it should be noted that no research has been found on guidelines for light

specifically in brain applications.

In research focused on light-actuated liposomes for drug delivery, phototoxicity predominantly arises in

applications necessitating deeper penetration of light into organic tissues. However, in the context of

the proposed DDS, the proximity of the light source to the liposomes might alleviate the phototoxicity

concerns as it is not necessary for light to significantly penetrate tissues. Due to time restraints and the

proof-of-concept goal of this thesis, concerns regarding in vivo safety have been left out of scope. Future

research could improve on this aspect.

F.4.5. Literature gaps
Firstly, in existing studies liposomes are predominantly suspended in static fluids, rendering drug

release reliant on diffusion mechanisms. However, within the context of the proposed DDS, drug release

could be influenced by forces introduced through microfluidic system [73], necessitating a thorough

examination of the implications of this novel operational environment.

Furthermore, current research generally subjects the liposomes to light exposure to examine the

omnidirectional release. In contrast, within the purview of the proposed DDS, it is desired for the

medicine to predominately move out of the pores into the cerebral environment. Therefore it is necessary

to investigate how light parameters such as intensity, duration of exposure, and beam diameter, influence

drug release explicitly towards the brain-side of the system.

F.5. Design, Fabrication and Testing
In order to demonstrate the proof-of-concept DDS, the system needs to be correctly designed, fabricated

and tested. Therefore literature on these topic has been reviewed. It should be noted that the objective

of this section is not to identify literature gaps, but rather to serve as background knowledge that can be

used during the MSc Thesis project.

F.5.1. Modeling techniques
As the scope of the thesis is not to develop a new modeling technique, but to develop a functional

prototype DDS [73], model development has been left out of scope. However, in order to properly

design a microfluidic system, numerical simulations or models will be assessed to hypothesize behavior

and optimize performance. Therefore it is important to select the optimal software package, and have a

comprehensive understanding of the impact of different options such as mathematical models for flow

and particle interaction.

Software package
Available CFD software packages to TU Delft students are Ansys Fluent and COMSOL Multiphysics.

Different software packages have been utilized in research in order to simulate flow and the interaction

with deformable particles. An overview of modeling methods used in research has lately been created by

Carvalho et al. [118], showing COMSOL Multiphysics was the most used software package, followed by

Ansys software. Coincidentally, the same software packages as are available. Research comparing Ansys

Fluent to COMSOL Multiphysics for multiphase flow is non-coherent in determining the more accurate,

faster and memory efficient software package [119–121]. Therefore, the specific model approach and

boundary conditions are likely to have more impact on simulations than the software package used.

The prior experience with COMSOL Multiphysics results this software package being preferred.

Modeling approach
Carvalho et al. [118] highlight some important considerations for modeling flow and particle interactions.

Firstly, the importance of parallel use of numerical analysis and experimental validation to improve

the performance of the microfluidic device. Furthermore, to increase the accuracy of results, an

often forgotten step is mesh quality and independence control. This can be ensured by doing a

mesh-convergence sweep [122]. And lastly, they generally notice numerical studies do not include

sufficient details in their report about the simulations making it unfeasible to reproduce the results.
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F.5.2. Materials
To select the proper material for the DDS, an overview of state-of-the-art materials for microfluidic

systems has been created. These materials can be organised into different groups, namely: inorganics

(metal, glass, silicon, ceramics), elastomers, thermoplastics, thermosets and hydrogels. Each of these

material groups have different properties, which have been summarized by Adelina-Gabriela Niculescu

et al. [123] in Table F.6. More details about applications, advantages and drawbacks on each of these

categories have been provided below. During the design of the DDS, it is important to recognize

that different materials can be combined to overcome the limitations and exploit the advantages each

material proposes. However, because the combination of materials often requires specific bonding

techniques, special care should be taken when selecting multiple materials.

Table F.6: Comparison of several available materials for the fabrication of microfluidic platforms. Adapted from literature

reference [123]

Feature Metal Silicon Glass Ceramics ElastomersThermo-
plastics

Hydrogel Paper

Fabrication

costs

Positive Negative Negative Positive Moderate Positive Positive Positive

Ease of

fabri-

cation

Positive Negative Negative Positive Positive Moderate Moderate Positive

Young’s

Modu-

lus

[GPa]

100-200 130-180 50-90 65-250 ∼ 0.0005 1.4-4.1 Low 0.0003-

0.0025

Oxygen

perme-

ability

Negative Negative Positive Positive Variable Positive Positive

Bio

compati-

bility

Variable Positive Positive Moderate Positive Positive Positive Positive

Optical

trans-

parency

Negative Negative Positive Slight

auto-

fluores-

cence

Positive Positive Positive Positive

Low ab-

sorption

Positive Positive Positive Positive Positive Positive Moderate Moderate

Rapid

proto-

typing

Moderate Negative Negative Negative Positive Moderate Moderate

Inorganic material
Inorganic materials include metals, silicon, glass and ceramics. Although the materials in this group

are generally of high stiffness and not all biocompatible, they could still help to provide valuable

insights when incorporated in a test setup. Generally, inorganic materials have the advantage of broad

solvent compatibility, mechanical rigidity and, for glass, optical transparency at ultraviolet & visible

wavelengths [124]. Main drawbacks are that these materials are expensive, difficult to fabricate and the

production techniques are difficult to scale up.

Metals are rarely used in microfluidic systems for biomedical applications because of their lack of

bio-compatibility. However they do offer beneficial properties which can be exploited during the

fabrication process [125]. For example, the masks used during lithography or the molding tools for

polymers are often metal-based.

Since silicon was the established material used in the semiconductor industry, many of the first

microfluidic devices were made from this material. Because of its ease of fabrication, design flexibility,

semiconducting properties, and the possibility of surface modifications it remained a dominant material
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in microfluidics [123]. However, disadvantages such as the limited optical transparency and fragile

behavior resulted in other material to be explored. Among those was glass, which has great optical

transparency and lower price compared to silicon [123]. Drawbacks of glass are the difficult fabrication

process which can take a long time and required clean room facilities. However, devices made from

glass can be washed and reused, which is highly useful if device geometries are already established

[124].

Elastomer
Elastomers are made up of weakly cross-linked entangled polymer chains, they can stretch or compress

when external force is applied, and return to their original shape [126]. This composition results in

highly flexible materials. One of the most widely used materials of this group is polydimethylsiloxane

(PDMS) because of its ease and low cost of production [127]. Due to its low surface tension, it can be

easily peeled from a master after being cured. Furthermore PDMS can be bonded to another substrate

made from PDMS, glass or silicon by plasma oxidizing the PDMS surface. Other beneficial properties

include [126, 128]: optical transparency, permeability to gas, bio-compatibility, natural hydrophobicity

and high elasticity. Because of these properties, it is often used in bio-related research. However, at the

same time these properties also limit the use of PDMS [129]. For example, the permeability of gasses

has side effects such as incompatibility with organic solvents, the adsorption of bio-molecules into

channel walls and change in concentration of solution by water evaporation through channel walls [130].

Although mainly PDMS is used in the industry due its mechanical properties and ease of prototyping,

alternative elastomers have been proposed [131]. One of those are polyester elastomers; which improves

PDMS properties by incorporating low adsorption.

Thermoset
Thermosets are plastics that become rigid due to the forming of a cross-link network, which can be

triggered by a chemical reaction, heat or radiation [132]. Once they are cured, they cannot be reshaped

anymore. Common examples of thermosets are SU-8 and polyimide. Generally, these materials are

stable even at high temperatures, resistant to most solvents, have a high stiffness and are optically

transparent [126]. However, the most evident disadvantage of these materials is their high cost [123]

Thermoplastic
Thermoplastics are plastics that soften around and above their glass transition temperature. This effect

is caused by the polymer chains which are not cross-linked allowing them to move inside the bulk at

higher temperatures [132]. Generally, these materials have a high permeability to gas, high rigidity and

are transparent [123]. Their main advantages lies in the high volume manufacturing using injection

moulding or hot embossing [124]. For low volume applications the process of creating a mold is often

considered to be too complicated. Furthermore, molding relies on micro-machining which uses costly

machinery and has a lower resolution compared to lithography solutions. Commonly used thermoplastic

materials include polymethylmethacrylate (PMMA), polycarbonate (PC) and polyvinylchloride (PVC)

[124]. Bonding to other materials is typically done by strategies such as thermobonding or gluing [124].

Recently, new types of thermoplastics have been studied, such as cyclic olefin copolymers (COCs) [133].

The interest in these materials is caused by properties such as good electrical insulation, long-term

stability of surface treatments, and an extremely low level of impurities [123]. Furthermore, because of

their increased chemical resistance, these materials proved useful for systems containing aggressive

solvents.

Hydrogel
Hydrogels are highly porous networks of hydrophilic polymer chains that allow the diffusion of small

molecules/bio-particles [123]. Usually these hydrogels have an aqueous medium which can be over

90% water [134]. Advantages of hydrogels are their biocompatibility, low cytotoxicity, biodegradability,

controllable pore size, high permeability and aqueous nature [123, 126, 135]. Because of their properties

resembling the extracellular matrix (ECM) applications of hydrogels are mostly cell-related [136]. They

are sporadically used as the main fabrication material because of their lack of structural integrity [131].

Nonetheless, hydrogels can be used in combination with a rigid material to enable new functionalities,

such as semipermeable barriers and sensors [128].
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Paper
Paper-based microfluidics devices where first introduced by Martinez et al. [137] as a means of creating

a inexpensive portable biosensor. Later they demonstrated the potential to create 3D structures that

can carry out analytical protocols inexpensively without external pumps [138]. Most benefits of

paper-based systems are derived from the capillary effect that drives the fluid through the system

and by hydrophobically modifying certain regions precise control can be achieved [123]. However,

paper-based systems are limited as only a few typical microfluidic applications have been demonstrated,

the reported minimum channel width is around 200𝜇𝑚 and there is a lack of convenient strategy to

integrate small-sized valves [126]. In addition, when considering the proposed DDS, the open-channel

design [126] of paper-based microfluidic systems can lead to uncontrolled liposome movement out of

the system.

F.5.3. Fabrication methods
For the realisation of the DDS, the choice of production technique can have a substantial impact. Besides

the limitations imposed on dimensionality and feature size of the design, the concept-to-prototype

time can be considerably different depending on the selected fabrication process. Therefore careful

consideration can lead to better designs, faster prototyping and ultimately a better prospect on a fully

functional system. This section will provide an overview of the available production processes, their

applications and (dis)advantages. All insights have been summarized in Table F.7.

Chemical processes
Chemical processes have been used for a long time and their popularity originates from the possibility

to simultaneously process large quantities of wafers in the semiconductor industry [123]. Commonly

used techniques include Electrochemical Discharge Machining (EDM), dry etching and wet etching.

Wet etching utilizes strong chemicals in order to remove material and therefore also imposes limitations

based on safety and environmental hazards [140]. Dry etching achieves material removal by particle

bombardment and thus removes these safety concerns, however it is slower compared to wet etching

[140] and therefore often not preferred. EDM uses an electrochemically generated spark which is

created by applying a voltage between two electrodes submerged in an electrolyte. The resulting high

temperature environment around the spark removes materials thermally or chemically [123]. The main

advantage of EDM is the material choice, allowing for both conducting and non-conducting materials

as well as high hardness metals such as stainless-steel [125]. However, the speed of EDM is limited by

the flushing of electrolyte. Furthermore, tool wear is difficult to predict [132], resulting in challenges in

identifying the exact location and thus decreased accuracy.

Mechanical processes
Subtractive micro-machining methods, including mechanical cutting, abrasive jet machining, and

ultrasonic machining, are generally effective because of their low costs and high degree of flexibility

[123]. However, they are limited by their reduced precision and productivity compared to lithographic

methods [124].

In abrasive jet machining (AJM), abrasive particles are injected through a nozzle at very high pressure.

Material is removed by the kinetic energy of abrasive particles at the time of collision with the surface

of work material [141]. Different media have been used to support the abrasive particles such as

air and water. Advantages of these methods include: process control flexibility, slow tool wear and

cost-effectiveness [142]. However, several drawback reduce the effectiveness: slow removal rate, unstable

flow for small microparticles and residual microcracks can be present in the sub-layer of the work

piece [142]. Next, another mechanical method is ultrasonic machining (USM); a process that utilizes

the vibration between work piece and tools to create cracks in brittle materials [123]. However, micro

machining by USM is limited by low material removal rate and fabricating microchannels via USM is

still challenging [141]. Finally, xurography is the method which refers to the patterning of an adhesive

film through the use of a razor blade. It is a relatively low cost method that is able to produce robust

microchips within just a few minutes [143]. Furthermore, it does not require clean room facilities. On

the other hand, limitations are the precision of dimensions below 300 𝜇𝑚 and the roughness of channel

walls.

These mechanical processes and others can be combined with injection molding, hot embossing

and soft lithography to create a high-throughput and low cost technique to produce microchannels.
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Table F.7: Overview of fabrication processes based on research from Waldbaur et al. [125] and combined with other references

[109, 123, 132, 139].

Feature size Fabrication
time

Scalability Costs Dimens. Materials

EDM 5 𝜇m Low Low High 3D Polymers,

metals,

ceramics

Wet etching Sub 𝜇m Low Good Low 2.5D Metals, glass,

silicon

Dry etching Sub 𝜇m Low Medium Low 2.5D Polymers,

metals, glass,

silicon

AJM [123] 50 𝜇m Medium Low Low 2.5D Metals, glass,

silicon,

ceramics

USM [123] 15 𝜇m High Low Low 2.5D Metals, glass,

silicon,

ceramics

Xurography

[123]

300 𝜇m Low Good Low 2.5D Polymers,

metals,

elastomers

Injection

molding

[109]

Mold

dependent

Low Good Low 3D Polymer

(Thermo-

plastic)

Hot

embossing

[132, 139]

Mold

dependent

Low Good Low 3D Polymer

(Thermo-

plastic)

Soft

lithography

[139]

Mold

dependent

Low Good Low 3D Elastomers

Photo-

lithography

Sub 𝜇m High Good Low 2.5D Photoresists,

polymers

SLA 𝜇m Medium Low Low 3D Photoresists,

light curable

monomers

DLP [132] 50 𝜇m Low Medium Low 3D Photoresists,

light curable

monomers

SLS 100 𝜇m Medium Medium Low 3D Metals,

polymers,

ceramics,

glass

2PP nm-𝜇m High Low High 3D Photoresists,

light curable

monomers

FDM Several 100

𝜇m

Medium Medium Low 3D Polymers,

metals,

ceramics

Inkjet

printing

100 𝜇 m Medium Medium Low 3D Wax, UV or

thermally

curable

resins

FIB 40 nm High Low High 2.5D Polymers,

metals, glass,

silicon

Processes without reference have been copied from Waldbaur et al. [125]

Injection molding and hot embossing both use molds combined with melting thermoplastics to form

microchannels. On the other hand, soft lithography uses a mold combined with a soft elastomer. During
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injection molding, melted thermoplastics are injected under pressure inside a heated mold cavity [123].

The temperature is decreased and after it drops below the glass transition temperature of the polymer,

the solidified material is removed from the mold. Benefits of this method are the ability to produce

large numbers of parts, the small tolerances achievable and high quality surface finish [132]. Though

effective to create high quantities quickly, this method is limited by material choice and high initial

entry cost for low-volume prototyping [139]. Hot embossing is similar to injection molding as it uses

heat and pressure to form thermoplastics, however the difference being the thermoplastic is poured

and pressed against the mold. This difference allows for stress reduction in the processed materials

and more delicate designs due to less shrinkage of the cast [123]. However, the same limitations as for

injection molding are still valid for this method with the addition of difficulty with producing complex

3D structures [139]. Lastly, soft lithography has become one of the most popular methods to create

microfluidic systems since its introduction by Xia and Whitesides [144]. The method relies on the

production of a soft elastomer based replica. This replica is created by pouring a liquid-set pre-polymer

on a silicon mold, heat curing it and removing it from the substrate. The soft replica that is created is

bonded to a glass sheet in order to create microchannels. The popularity around this method is based on

several advantages; namely the high-resolution in combination with the flexible, optically transparent

and bio-compatible materials (mainly PDMS) [139]. The limitations of this method are the result of

the soft materials used: pattern deformation and defects created during removal from the mold [123].

Furthermore, the process does require clean-room facilities to create high-tolerance silicon molds.

Light-assisted processes
One of the most well known fabrication techniques, often used in the MEMS industry, is photolithography.

This method uses a mask to pattern the light onto a photosensitive layer, causing the illuminated area to

be removed. Since these masks can be used repeatedly to produce many devices it proposes excellent

reproducibility and scalability for high volume applications [125]. However, the process requires

multiple sequential steps and can become complex and expensive [141]. The smallest feature size is

dependent on the wavelength of the light, therefore ultra-short pulse lasers are used for nanometer

sized features [141].

Additive laser assisted processes include stereolithography (SLA), digital light processing (DLP),

selective laser sintering (SLS) and two-photon polymerization (2PP). SLA uses a photoresponsive

polymer resin. By exposing the liquid resin to a laser the polymerization process is initiated, cross-links

are formed and the material solidifies locally. By moving the substrate bed downwards, a layer-by-layer

approach is used to build the desired structure. This method is ideal for generating very fine features in

a short time [123]. Another method similar to SLA is DLP. This technique exposes the entire surface

simultaneously though a mask [125]. Since this results in a whole layer to be printed at once, the

printing speed is considerably higher compared to SLA in which the laser moves from point-to-point.

However, the downside is a reduction is achievable resolution [132]. 2PP is a modified version of SLA,

where two photons are required to trigger polymerization between the photo-initiator and monomers

of the liquid resin. Since the absorption is a third order process, it is dependent on the light intensity

squared [109]. Using a focused laser beam, polymerization is only trigger locally around the focal point.

This eliminates the need for a layer-by-layer approach and allows for a higher resolution of the printed

structure. However, since 2PP is a serial writing technique, the process is inherently time consuming

[125]. SLS make use of a powder bed and a laser which selectively warms and fuses the powder into a

solid. Compared to other powder based printing techniques, SLS has the advantage of not requiring

any glue.

3D printing processes
Processed referred to as 3D-printing generally utilize a layer-on-layer technique creating structures

by selectively adding material. This can be achieved by phase changes (fused deposition modeling),

applying droplets of glue into a bath of the bulk material in powder form (powder printing) or droplets

of light curable resin (inkjet printing) [125]. The main benefits of these techniques are rapid prototyping

due to the one-step approach and allowing complicated 3D shapes to be created. Other 3D printing

processes not discussed here include SLA, DLP, SLS and 2PP as these have already been discussed

previously under light-assisted processes.

Fused deposition modeling (FDM) is based on consecutively melting a thermoplastic, guiding it through

a nozzle and cooling it; resulting in solidification at the desired location. The process is overall
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simple, affordable and allows for direct prototyping. Furthermore, FDM is also capable of printing

multi-material objects, creating more complex structures with locally different properties [145]. However,

due to the inadequate fusion between adjacent layers, structures are more susceptible to compressive

stress fractures [123]. Besides, minimum channel dimensions are bigger compared to other techniques

and surface finish is often compromised [145].

Inkjet printing was originally used to deposit colored inks, but it recently attracted interest for depositing

materials such as metals, ceramics and polymers [123]. During inkjet 3D printing droplets are formed

either continuously or on-demand. These droplets are ejected onto the substrate by pressure pulses

that are generated with piezoelectric elements, or via rapid heating and subsequent volume expansion

[146]. Other types of inkjet printing include electrospray and aerosol jetting, which use a high pressure

tank and electrostatic field respectively to generate droplets. The main advantages of inkjet printing are

the design freedom, process control adjustments and modularity [109]. The main drawback of inkjet

printing is the limited range of potential materials due to the process requiring sufficiently low viscosity

materials [125]. Besides inkjet printing there are many others types of 3D printers. Different curing

mechanisms can be used, such as powder bed fusion, binder jetting (glue) and multi jet fusion (photo

curing) [109].

Others
Focused ion beam uses high kinetic energy from ions to remove or add material. As the ions are far

heavier than electrons, ion beams bombard the target with greater kinetic energy plus the scattering is

relatively small compared to an electron beam. The FIB can engrave or deposit patterns on the work

piece directly from a CAD file and is thus an relatively easy way to modify a work piece. A spot size of

5 nm is feasible with a FIB [147]. The advantages of FIB are very high resolution and the possibility

to work with different materials, such as metals, inorganic semiconductors, and ceramics [132]. The

drawbacks are the low processing rate, vacuum environment requirement and due to the sputtering,

the machining typically roughens surfaces at the sub-micron length scales [132].

F.5.4. Generating flow
Different strategies can be used to create flow inside a microfluidic system. Since the flow-field is to be

precisely regulated in the experiment, a proper source for flow generation is important. Since the focus

is to demonstrate the precise control of the liposomes in the DDS, the integration of a microscale flow

generator has been left out of scope. Therefore the flow-generator can be of traditional macro-size and

the main focus is to select a source that is reliable and has precise control over the flow field.

Pressure driven flow
Pressure-driven flow is the most common method for generating flow in microfluidic devices. A pressure

difference is created between the inlet and outlet of the microchannel, driving the fluid through the

channel. The pressure can be applied using the hydrostatic effect or external pumps, such as a syringe

or peristaltic pumps. Different strategies are present; using a push mechanism/overpressure, pull

mechanism/underpressure or a combination of the two aforementioned. The strengths and limitations

of each of these methods have been summarized by Özkayar et al. [148]. The results show mostly

differences for multichannel and re-circulation setups. Since both of these are not required for the DDS,

all methods can serve as a viable option. Due to simplicity and availability of flow generators, a push

system is probably the most simple.

Next, when considering the flow generator different options are available. Elveflow [149] has created

an overview of the considerations to evaluate when selecting a proper flow generator. Firstly, using

hydrostatic pressure. These machines are simple but also limited by for example Laplace pressure, the

lack of dynamic control, and a decreasing pressure over time. The next option is a pressure generator.

The robustness and precision of these systems is highly dependent on a good compatibility of all the

components. Furthermore, the response time of these systems is limited by the mechanic deformation

of the tubing. Lastly a syringe could be considered. The main advantage of syringe pumps is their

capability to control the flow rate across microchannels independently of the hydraulic resistance.

Research done by Sebastian et al. [150] compared set-flow and set-pressure approaches for delivering

medicines in microneedles. In their results, it can be clearly noticed that set-pressure results in bigger
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variations of flow rate, which might be undesirable for the DDS. Also, the data highlights that significant

variations in delivery volumes may arise as a result of using set-pressure.

Centrifugal forces driven flow
Another way to control the flow through microfluidic channels is by using a rotating disk and resulting

centrifugal forces to drive the flow, often referred to as lab-on-a-disk. Since the centrifugal force density is

the quadratically proportional to the rotational speed, it can be coupled to the pressure-flow relationship

[151]. The mean flow rate can be computed with Equation F.30, where 𝑟 is the radial position and 𝜔
is the rotational speed. For radially oriented channels the following holds: Δ𝑟 = 𝑙, making the flow

independent on the channel length.

𝑄 = 𝑣𝐴 =
𝜋𝜌

128𝜂
Δ𝑟

𝐿
𝑟𝐷4𝜔2

(F.30)

This method shows great potential to precisely measure and control forces applied to a simple

microfluidic system. However, complex systems with channels in different orientations are locally

exerted to specific force fields, resulting in the introduction of complicated fluid dynamics.

Out of scope
Other readily available methods to generate flow rely on the addition of other physics, such as

temperature, electric or magnetic fields, to the system. Therefore the following driving techniques

have been left out of consideration: electrokinetic, thermal, acoustic, magnetic and pneumatic flow

generation.

F.6. Future Perspectives
To realize a commercially viable DDS within a brain environment, further developmental steps are

essential. Due to time constraints in the master thesis project, not all topics from the literature review

were included in the project proposal. However, in a later stage of follow-up research, these topics can

be considered. Therefore, this section could serve as an overview of research gaps that still need to be

filled after the proposed master thesis in order to complete the DDS.

F.6.1. Integrated microfluidic flow generation: micropumps
Although the research presented in this paper is limited to the design of the microfluidic system without

integrated microscale flow generation, micropumps could in the future be implemented in order to

achieve a completely independent design. Therefore, this section will provide an overview of the recent

developments in micropumps and serve as a starting point for future integration of a micropump.

Over the years many papers containing a reviews of micropumps have been published [152] [153] [154]

[155], these have been combined and most relevant points have been mentioned below. In order to select

a proper driving mechanism, Table F.8 serves as a starting point with the different (dis)advantages

found in literature summarized. Generally, micropumps are characterized as either mechanical or

non-mechanical, depending on the the presence of moving parts.

Mechanical micropumps
Mechanical micropumps work by an oscillation of a thin membrane that causes flow of the working

fluid. As a result of the oscillating nature of the mechanical micropumps, a pulsating flow is created,

which might be undesirable for the simplicity of the DDS. Usually, they contain a driver, some chambers

and one or more valves. For each of these components, different solutions have been examined. Drivers

can be based on different effects such as piezoelectric [156], electrostatic [157], electromagnetic [158],

thermopneumatic [159], shape memory alloys [160] or electroactive polymers [161]. Advantages and

disadvantages of each method can be found in Table F.8. The chamber configuration of each of these

pumps can be adjusted in order to increase the performance of the micropump related to fluid delivery.

Different valve types can be included and will be discussed in detail in subsection F.6.2.
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Non-mechanical micropumps
Non-mechanical micropump rely on the conversion of energy from non-mechanical sources to the

working fluid. Therefore, these micropumps are able to deliver a more continuous flow of fluids, also

termed as continuous micropumps. Different working principles for non-mechanical microvalves include:

electrohydrodynamic [162], magnetohydrodynamic [163], electro-osmotic [164], electro-chemical [165]

and acoustic [166]. Advantages and disadvantages of each method can be found in Table F.8.

Table F.8: An overview of the advantages and disadvantages of different micropumps found in literature that can be considered

when designing a microfluidic system.

Type Advantages Disadvantages
Piezo-electric High actuation force,

Fast response time,

Precise flow control

Material processing,

Attachment to membrane

Electrostatic Easy integration,

High frequency response,

Low power consumption

Low flow rates

Electromagnetic High flow rates,

Response time

High power consumption,

Difficult to integrate driver coils

Thermopneumatic High flow rate High response time (especially

during cooling)

Shape memory alloys High force to volume ratio,

High damping capacity,

Bio-compatibility

High power consumption,

Unpredictable behavior,

Bad high frequency response

Electroactive polymers High flow rates,

Fast response time

Repeatability

Electrohydrodynamic No moving parts,

High reliability,

Low power consumption,

Minimal maintenance

Low power efficiency,

Low flow rates

Magnetohydrodynamic No moving parts,

Multiple pumps driven

simultaneously

Bubble generation due to

ionization

Electro-osmotic No moving parts,

Easily integrated

High voltage requirements,

Bubble generation,

Electrode reactions

Electro-chemical Accurate flow control,

Low power consumption,

Low heat generation

Long respond time

Acoustic High-power density,

No restrictions on fluids

Complicated design,

Complex fabrication

F.6.2. Improving flow control by integrating microvalves
Microvalves are essential to the control of (multiphase) flow in microfluidic devices as its function

includes flow regulation, on/off switching and sealing of particles [167]. The microvalves can be divided

into two categories: active and passive. Active microvalves need specific control element in order to

properly function and thus require energy to operate, whereas passive microvalves work in principle

on the pressure field. A schematic overview of the an active and passive microvalve can be found in

Figure F.16. In this section, a complete overview of the available types of microvalves will be provided,

which has been summarized in Table F.9. Microvalves with high potential to be integrated into the DDS

are discussed in more detail.

Active microvalves Active valves, which use external systems to control and provide power to an

actuator, have been studied extensively [185]. Generally there are mechanical and non-mechanical

solutions, based on the presence of moving parts. Driving mechanisms of active mechanical microvalves

include designs operated by magnetic energy, electric potential, the piezo-electric effect, thermal energy,
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Figure F.16: Left: Schematic overview of an active microvalve, right: Schematic overview of a passive microvalve.

Table F.9: Classification of microvalves, adapted from Kwang and Chong [168] and updated for present-day literature with

references.

Categories Type Driving mechanism Example
Active Mechanical Magnetic External magnetic

fields [169]

Electric Electrostatic [170]

Piezoelectric Membrane [171]

Thermal Thermopneumatic

[172]

Pneumatic Membrane [173]

Light Carbon Nano Tube

[174]

Polymer based [175]

Non-mechanical Electrochemical Membrane [176]

Phase change Hydrogel [177]

Rheological Ferrofluids [178]

Centrifugal Rotary [179]

Passive Mechanical Check valve Flap [180]

Membrane [181]

Non-Mechanical Capillary Burst [182]

Stop [183]

Hydrophobic [184]

pneumatic and light actuation. Driving mechanisms of active non-mechanical microvalves include

designs operated by eletrochemical energy, phase changes, rheological and rotary energy.

In order to ensure simplicity in the proof-of-concept DDS, adding external components to control the flow

is avoided. Therefore most of the active microvalves have not been studied in detail. However one of

them, in particular the light actuated microvalve, might prove to be useful. Since there will already be a

light source integrated into the system in order to release the drug, this type of microvalve might prove

easy to implement. Therefore, a more detailed review of this type of microvalve will be provided next.

Light actuated microvalve are a recently developed technique in microfluidics and only a handful of

paper examining such devices have been published. Most of the light actuated microvalves work with

photoresponsive polymer-based hydrogels that undergo a phase change when exposed to light. Due

to the phase change, dimensions of the polymer hydrogel change and a porous membrane opens or

closes. One of the first systems reported using light to actuate a microvalve was by Sugiura et al. [186].

They used blue light irradiation to poly-N-isopropylacrylamide gels to induce shrinkage of the gels and

thus causing the microvalves composed of the gels to open. While effective, this technique required

more than an hour for the valve to close. Later research by Chen et al. [175] attempts to increase the

response time by using another thermo-responsive polymer (poly-N-isopropylacrylamide), resulting
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Figure F.17: Schematic representation of the light-actuated microvalve from Jadhav [187]

in response times around 4 seconds for opening and around 18 seconds for closing. Recently, such

a photoresponsive hydrogel (poly-N-isopropylacrylamide combined with polypyrrole nanoparticles)

irradiated by a near-infrared laser has been used with a ball-valve like approach [187]. A trapped ball of

microgel is exposed to light which causes shrinking and subconsequently opening of the valve. See

Figure F.17 for a schematic representation. Lastly, Cugno et al. [174] investigated the use of single-walled

Carbon Nano Tubes (CNT) dispersed into PDMS at 1% weight percentage to create a photoresponsive

actuator. Although the method was effective, the response time of the system was again slow with a

cycle taking around 400 seconds.

Although limited research has been done within the field of light actuated microvalves, these approaches

using light to operate the microvalve do show great potential and could be fused to selectively trap

liposomes if integrated properly into the drugs delivery system. However, specific hydrogels with

fast response times still need to be developed in order to be a viable solution to trap liposomes in the

DDS. The review on recent developments of photoresponsive hydrogels for biomedical applications by

Tomatsu et al. [188] serves as a promising starting point for future research.

Passive microvalves

Passive microvalves are valves whose operating state is determined by the fluid under control and do

not use external systems to control and power actuators [185]. Therefore, they are a relatively simple,

low cost and low power option compared to active microvalves. Passive microvalves can be categorised

into either mechanical or non-mechanical, just as for active microvalves. Passive mechanical microvalves

work by a movable check element, such as a ball, membrane or flap, that tightens the valve during

backward flow and enables minimal resistance for forward flow. Passive non-mechanical microvalves

mainly use capillary effects, for example in a burst, stop or hydrophobic valve.

F.6.3. Investigating the influence of elasto-microfluidics
Another emerging field within microfluidics is the integration of the effect of flexible walls; often referred

to as elasto-, compliant- or flexible-microfluidics. Since the application of the proposed DDS is in the

brain, it is likely that a flexible material will be used in the design to accommodate the environment.

Therefore it is important to understand the implications of the flexible walls of the microchannels.

Recent developments have been summarized by the review made by H. Fallahi et al. [189]. Current

applications include micromixers [190], micropumps [191], on-skin wearables [192] and the study of

cardiovascular-related diseases [193].
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Influence on hydraulic resistance
As shown in Equation F.2.4, the hydraulic resistance is dependent on the viscosity of the fluid and the

dimensions of the channel. In research by T. Gervais et al. [194] a model is created to predict the flow

rate in a shallow channel (𝑊 ≫ ℎ) with a flexible top wall. The geometry used for this model can found

in Figure F.18. It is shown that with deformation, the hydraulic resistance shows a nonlinear function

of the applied pressure, as given by Equation F.31. where 𝛼 is a proportionality constant, a fitting

parameter which has to be obtained from fluid-material structure computations. This model has been

validated with experiments and the effect is explained as a result of the increase in the cross-sectional

area.

𝑄 =
ℎ4

0
𝐸

48𝛼𝜂𝐿

[(
1 + 𝛼

𝑝0𝑊

𝐸ℎ0

)
4

− 1

]
(F.31)

Later research by Wang and Christov [195] creates an one-dimensional model without fitting parameter

to assess the pressure-flow relationship. Research by Rai et al. ([196]) investigated the effect of deformable

top and side walls and the thickness of the wall. In all of these research papers it is concluded that

because of the effect of the deforming wall(s), the flow rate shows a nonlinear relation to pressure and

higher flow rates are achieved for a given pressure drop compared to solid wall(s). Furthermore, it

is observed there is an upper limit for which the walls do not deform any more. Therefore, it can be

concluded the hydraulic resistance is highly impacted by deforming walls. Since it is important for the

DDS to accurately control the position of liposomes, these effects have to be taken into account when

working with soft materials.

Figure F.18: Schematic representation of polymer channel deformation under an imposed flow rate. A) Channel cross-section

normal to flow. B) Channel cross-section parallel to flow. [194].

Stability at lower Reynolds number
Theoretical analysis and experimental research [197] has shown that around Reynold number 200 the

velocity profile in the microchannel can be disturbed, whereas for rigid channels this is around 2000.

They allocate this to the fluid-structure interaction, which can disturb the laminar flow. Many models

have been made in order to access the stability of flow in flexible microchannels [198] [194] [193]. Recently,

X. Wang and I. Christov [195] combined the current knowledge and derived an one-dimensional model

that predicts the effect on global stability and can predict the pressure drop over the channel with

deforming top wall. This model also predicts that global instabilities can occur for 𝑅𝑒 ∼ 𝑂(2). Since

turbulent flow is more difficult to predict and theory in this research is based on laminar flow, it is

important to maintain in a laminar flow regime. Therefore future studies should be conducted in order

to better understand the non-linear dynamics of flexible channels and examine if they have a significant

impact on the DDS.

F.6.4. Integration of selectively releasing liposomes after exposure
Compared to trapping, the release of particles has seen less of an interest in research and is considered to

be one of the future perspectives of single cell/particle capture [45]. However, recently the significance

has started to be recognized and research is starting to pick up. An extensive summary has recently

been made by Gong et al. and can be found in Table F.4 [50]. Some examples include release based on

the formation of microbubbles [63], a multi-layer microvalve [199] and reversing flow direction [65].
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Generally, it can be concluded release techniques are based on changing the environment in which the

particle / cell is trapped. Passive particle release is achieved in sequential manner and is therefore

not selective. In order to properly release liposomes after exposure, the literature gap that needs to be

filled is to passively and selectively remove liposomes based on the changing physical properties of the

liposome.

The application of the trap-and-release mechanism in the DDS is different compared to conventional cell

analysis applications, as in the DDS there is no need to maintain cell viability after the drug delivery

event. This allows for a completely new research area with a release technique based on changing

particle properties (such as size), instead of changing environment properties. This would therefore

allow for a passive and selective trap-and-release system which has not been proposed before in research.



Nomenclature

Abbreviations
Abbreviation Definition
AJM Abrasive Jet Machining

CAD Computer Aided Design

CFD Computational Fluid Dynamics

CNT Carbon Nano Tubes

COC Cyclic Olefin Copolymers

CW Continuous Wave

DDS Drug Delivery System

DiLL Dip-in-Laser Lithography

DLP Digital Light Processing

ECM ExtraCellular Matrix

ECoG ElectroCorticoGraphy

EDM Electrochemical Discharge Machining

FDA U.S. Food and Drug Administration

FDM Fused Deposition Modeling

FEM Finite Element Method

FIB Focused Ion Beam

FMEA Failure Mode Effect Analysis

GUV Giant Unilamellar Vesicle

IPA Isopropanol

ITO Indium Tin Oxide

MVP Minimum Viable Product

NIR Near InfraRed

PC PolyCarboante

PDMS PolyDiMethylSiloxane

PGMEA PropyleenGlycolmonoMethylEtherAcetaat

PMMA PolyMethylMethaCrylate

PVC PolyVinylChloride

SEM Scanning Electron Microscopy

SLA Stereolithography

SLS Selective Laser Sintering

TCPFOS Trichloro(1H,1H,2H,2H-perfluorooctyl)silane

USM UltraSonic Machining

UV UltraViolet

WBS Work Breakdown Structure

2PP Two Photon Polymerization
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Symbols

Symbol Definition Unit
𝐴, 𝑎, 𝐵, 𝑏, 𝐶 Parameters [-]

𝐴, 𝐴0 Area, initial [m
2
]

𝐶𝐻 Hydraulic compliance [m
3
/Pa]

𝐷 Diameter of channel [m]

𝐷𝑑 Molecular diffusion coefficient [m
2
/s]

𝑑 Diameter of particle [m]

𝐸 Young’s modulus [Pa]

𝐸𝑏 , 𝐸𝑠 , 𝐸𝑚 Bending-, stretching, membrane energy [J]

𝐹𝑚 , 𝐹𝑝 Membrane, pressure force [N]

𝑓𝑖 , 𝑓𝑣 Inertial-, viscous force density [N/m
3
]

𝑔 Gravitational constant [m
2
/kg/s

2
]

ℎ Height of the microfluidic channel [m]

𝐾𝐴 Area expansion modulus [Pa]

𝑘𝑏 Bending rigidity modulus [N m
2
]

𝐿 Length of channel/nozzle [m]

𝑚 Mass of particle [m]

�̂� Normal direction [-]

𝑃 Perimeter [m]

𝑝 Pressure [Pa]

𝑝𝑙 , 𝑝ℎ Laplace, hydrostatic pressure [Pa]

𝑄 Flow rate [m
3
/s]

𝑅𝐻 Hydraulic resistance [Pa s/m
3

]

𝑅1 , 𝑅2 Principle radii of curvature [m]

𝑅𝑙 𝑖𝑝 Radius of liposome [m]

𝑟 Radius of channel [m]

𝑆 Surface area [m
2
]

𝑇 Temperature [Kelvin]

𝑡 Time [s]

𝑢 Velocity of fluid [m/s]

𝑣 Velocity of particle [m/s]

𝑉𝑖 Volume of particle [m
3
]

𝑤 Width of channel [m]

𝑊𝑡𝑟𝑎𝑝 Width of the nozzle [m]

𝑥, 𝑦, 𝑧 Cartesian coordinates [-]

𝛼, 𝛽, 𝜑, 𝜙 Parameters, angles [rad]

𝛾 Surface tension [N/m]

𝜖 Elongation [-]

𝜂 Viscosity [Pa s]

𝜃 Contact angle [rad]

𝜅 Curvature [1/m]

𝜆 Wavelength [m]

𝜌 Density [kg/m
3
]

𝜎 Stress tensor [Pa]

Continued on the next page
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Continued from previous page

Symbol Definition Unit
𝜏 Shear stress [Pa]

𝜔 Angular frequency [rad s
−1

]
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