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Abstract

This thesis aims at maximizing the profit of a strawberry producer while satisfying the
retailer’s demand and meeting other constraints. The amount of strawberries to be
delivered to the retailer signed in the contract is the main decision variable to be op-
timized in the problem. Furthermore, the transportation scheduling is also optimized
to help the producer reduce cost.

Firstly, three ensembles of LSTMs are applied to predict the yield, price and de-
mand of strawberries in a target month. The structure and hyper-parameters of the
LSTMs are chosen carefully using grid-search. Secondly, MILP model is applied for
optimizing the contract demand and the transportation scheduling. Finally, robust op-
timization is applied to the model to mitigate the shortage cost that may be introduced
by the uncertain yield amount. The feasibility of the problem and the sensitivity of the
parameters are also discussed in the thesis.

The result shows that the contract optimized by the MILP model earns 7.96% more
profit compared with the baseline contract. And the robust optimization increased the
profit by 1.69% by saving the shortage cost (when I is set to be 0.1). Therefore, it can
be concluded that the MILP model helps the producer to earn more profit and the ro-
bust optimization successfully increases the final profit by considering the bad cases
when the real yield is less than the prediction.

The contribution of this thesis is the combination of the deep learning neural net-
work with the traditional MILP optimization model, together with the improvement using
robust optimization. A case study with more complex conditions is expected as the
major further work of the thesis, in order to see whether the optimized contract can
over-perform the strategies commonly adopted by companies in the real scenarios.
The LSTMs in the thesis are also expected to be trained on more accurate datasets,
which are difficult to obtain without access permission.
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Constants & Variables

Constants
Symbol Definition Unit
M A very large constant -
€ A very small constant -
Z Cost of keeping strawberries in the inventory [$/Kg]
Z, Transportation cost of strawberries [$/Kg]
Ziruck Cost of each truck [$]
H;; The amount of strawberries harvested for batch i onday ;7  [KJ]
Dprediction The predicted demand on week w [Kg]
pprediction The predicted price on week w [$/Kg]
D;et“ile" The minimum demand of the retailer on day j [Kg]
T; The time consumption of the transportation [Days]
wmere Weight of the retailer’s reaction if ind2i/ference = 1 [$/K g
wless Weight of the retailer’s reaction if ind2/ference = () [$/Kg?]
Wiscount Discount in price -
limit The maximum amount of strawberries allowed to be sold in  [K¢]

the discounted price

Capiny The capacity of the producer’s inventory [Kg]
Capiruck The capacity of each truck [K9g]
o; The survival rate of strawberries in the producer’s inventory -
o The survival rate of strawberries during the transportation -
o, The survival rate of strawberries in the retailer’s inventory -

v



Decision Variables

Decision Variables

Symbol Definition Unit

Profit The final profit, which is the objective [$]

Income.oniraee  INCOMe by executing the contract [$]

Incomegiscouns  INCOMe by selling the strawberries in the discounted price [$]

Cholding Total cost of keeping the strawberries in the inventory [$]

Chransportation  TOtal cost of transportation [$]

Cshortage Total cost of failing to deliver enough strawberries [$]

Clispose Total cost of disposing strawberries [$]

Clacterioration Total cost because of deterioration [$]

Ddif ference The difference between Deontract and prrediction on week w [K g]

Deontract Demand of strawberries on week w stated in the contract [Kg]

peontract Price of strawberries on week w in the contract [$/K¢]

wprice Weight of the retailer’s reaction towards the Ddi//erence [$/K¢?]

left; The amount of strawberries left in the producer’s inventory [K¢]
before dispose from batch i on day j

I ; The amount of strawberries left in the producer’s inventory [K¢]
after dispose from batch i on day j

T; The amount of strawberries transported from batch i on day [K¢]
J

F; The amount of strawberries sold in the discounted price from [K ¢]
batch i on day j

dispose; ; The amount of strawberries to be disposed from batch i on [K¢]
day j

I etailer The amount of strawberries in the retailer’s inventory on day [K¢]
J

le ft?ot The total amount of strawberries left in the producer’s inven- [Kg]
tory before dispose on day j

Tjt"t The total amount of strawberries transported on day j [Kg]

th"t The total amount of strawberries sold in discounted price on [Kg]
day j

dispose” The total amount of strawberries disposed on day j

indDifferencendicating whether Ddi/ference js Jarger than 0 -

ind;" Indicating whether the amount of strawberries exceeds the -
capacity on day j

ind;{" Pt Indicating whether there are strawberries transported from -

batch i on day j



Contents Vi
Symbol Definition Unit
z’ndi@“em"’"y Indicating whether there are strawberries from batch i left -

' before dispose in the producer’s inventory on day j
z’ndffjp"se Indicating whether there are strawberries disposed from -
batch i on day j
z’ndfjf ! Indicating whether there are strawberries from batch i left -

Truck;

after dispose in the producer’s inventory on day j
The number of trucks scheduled on day j




Introduction

This chapter introduces the background and the meaning of the problem, followed by
the introduction of the outline and the contributions of this thesis.

1.1. Background

Perishable products consumption is essential for humanity to keep healthy, like fruits
and vegetables consumptions. Supply chains are playing an important role in distribut-
ing the products from factories or farms to customers or retailers. However, there are
numerous decisions involved in the supply chain to determine a complete strategy to
follow, making the supply chain fragile under the negative influence from like human
errors, bad weather, transportation disruption, etc. These factors unavoidably intro-
duce cost to each stage of the supply chain, hurting the interest of the producers, the
customers and even the environment. Furthermore, the perishability of such products
results in further loss of values.

The cost in such supply chains has already caught the researchers’ attention. It
is studied that 40-50% of all root crops, fruits, and vegetables are wasted [1]. Specif-
ically, at the farm level, waste can be as high as 20% whereas post-harvest waste is
estimated to be 3%; at the retail and consumer levels, waste increases to 12% and
28%, respectively [2, 3, 4]. In post-harvest, waste occurs during sorting, handling,
storage, and distribution [5].

Therefore, it is profitable to find the best trade-offs and the best strategy in order
to mitigate such costs. The decisions like fruits harbour scheduling, transportation
scheduling and the determination of the price are usually considered as the optimiza-
tion targets because there are always trade-offs among them. When trying to find
the best solution, many constraints should be considered about, ranging from the
maximum vyield value of the products, the capacity of inventory, to the satisfaction of
customers’ demands.

Considering the requirements and needs for solving the problem, combinatorial
optimization is often considered as an appropriate approach as it is able to optimize a
objective function while satisfying the constraints. Various combinatorial optimization

1
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models are attempted and the mixed integer linear programming model (MILP) is the
most frequently used one - the objective is usually to maximize the income and to min-
imize the cost introduced by transportation, keeping the products in the inventory, etc.
In this way, the profit of all the parties involved in the supply chain can be optimised.
Based on the MILP models, stochastic programming and robust optimization have
also been explored to make the results robust under uncertainties, like the fluctuation
in yield or the market price, or the weather.

When making decisions, there should be sufficient relevant data providing informa-
tion as guidance, which is likely unknown at the time. For example, the local market
price for the next month guides the manager to decide the price for their products.
But the price information cannot be obtained without the help of prediction algorithms.
Therefore, the accurate forecast of such data is significant. There are multiple algo-
rithms can be used to forecast time-series data, like Long Short-term Memory (LSTM),
AutoRegressive Integrated Moving Average (ARIMA) and Temporal Convolutional Net-
works (TCN), etc.

This thesis takes the strawberry supply chain as an example of the perishable prod-
ucts supply chains. The idea is to combine the deep learning model for data prediction
with the MILP model for optimizing the objective, and then apply robust optimization
making the result more robust. The LSTMs are used to predict the strawberry yield,
market demand and market price information. Then, the information is passed to the
MILP model for supporting the decision about the contract value and the transporta-
tion scheduling to maximize the producer’s profit. The robust optimization also uses
the predicted information to acknowledge the prediction distribution.

1.2. Related Work

Lots of efforts have been made to optimize problems about supply chains. There are
many different models designed to optimize the problem, with different concerns, sce-
narios and objectives. The functional areas are considered by most of the models,
others also focus on the decision-scenarios, the environmental effects and fruit char-
acteristics [6].

Caixeta-Filho et al. [7] proposed an MIP model for the orange supply chain in
Brazil. The model proposed is simple, including one farm, one inventory and one re-
tailer. 1t mainly considers about the optimization of the harvest time and transportation
cost. The model introduces a method of using total soluble solid and total acid as the
measurement of the orange ripeness. It proves that the best harvesting time is earlier
than the time when the yield peaks, but it ignores the effect of perishability.

Rocco et al. [8] proposed a conceptual model for the tomato supply chain in Brazil,
which includes multiple farms, multiple processing plants and one retailer. The loca-
tions of the farms are carefully chosen by the plants according to their distance and
production. And each farm can decide which tomato variations to plant for maximis-
ing the profit. The model is programmed in MLP and mainly considers about the cost
in the processing plant. The model helps to optimize the decisions about planting,
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transportation and processing of Brazil tomato in the supply chain, ignoring the decay
factor.

Ahumada et al. [9] came up with an LP model for the perishable product supply
chain in Mexico. The model includes multiple farms, packaging centres, warehouses,
distributors and customers, and all the three kinds of facilities have direct delivery
methods to the customers. It mainly focuses on optimizing the arrangement of labour
and transportation of the system. To consider about the effect of perishability, the
model adds a linear decay factor in the objective function to stimulate the deteriora-
tion.

Widodo et al. [10] introduced an MIP model for the flower supply chain. It utilises
the mature curves of the flowers, which has multiple generations at a time point, to
optimisze the harvest scheduling. They also consider the decay process during the
transportation by introducing a non-linear decay function into the model.

Dubinin et al. [11] introduced an MIP model integrated with decision tree method
for optimizing the vegetable supply chain. Grillo et al.[12] proposed a multi-objective
model, which is able to maximise the profit and to minimise shelf time simultaneously.
Itoh et al.[13], Kakaz et al.[14] and Bezat-Jarzebowska et al.[15] also used stochastic
algorithms to optimise the final profit in the supply chains by maximising the profit and
minimising the product loss.

There are also papers using robust optimisation, making the model robust under
various uncertainties. Bertsimas et al. [16] proposed a robust optimisation method
that can be used to MLP/LP models. Different from the approach introduced by Soys-
ter [17], which prevents the model from violating all the constraints by considering
the worst-case scenarios, [16] reformulated the model so that the model is less con-
servative with slightly higher risk of violation, but raising the expectation of the profit.
The paper also indicated a method of specifying the tolerance for violation of the con-
straints.

By using the approach proposed in [16], Bertsimas et al. themselves formulated
a robust optimization model to solve the supply chain management problems [18] by
considering about the uncertainties from the fluctuation in the retailers’ order amount.
It is proved that this method over-performs dynamic programming in terms of the com-
puting tractability and the expectation of the final results. Yehuda Bassok et al., Yue
Wu and Aharon Ben-Yal et al. also used robust optimisation to solve problems in sup-
ply logistic and to decide a best contract [19, 20, 21].

Different from the work mentioned above, the thesis only focuses on optimizing the
profit of the producer, which means how the retailer processes with the strawberries
is not considered. The contract signed between the producer and the retailer is the
key in this optimization problem. The thesis also combines deep learning model with
the MILP model, which has not been explored yet.
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1.3. Thesis Outline and Contributions

After the introduction in the first chapter, the second chapter describes the scenario
and the assumptions of the problem. The third chapter introduces the background
knowledge of LSTM, and how the LSTM functions in this model. That chapter is mainly
about the data processing and the structure of the LSTM. Then the MILP model’s struc-
ture and mathematical formulations are covered in the fourth chapter. The fifth chapter
illustrates the results of this model, followed by the further work and final conclusion
in the sixth and seventh chapters respectively.

The contribution of this thesis is the combination of the deep learning neural
network with the traditional MILP optimization model, together with the improve-
ment using robust optimization. The influence of the loss and the confidence of the
LSTMs on the optimized results is studied. Before solving the problem, the feasibility
of the problem is proven in advance. Finally, the sensitivity analysis of the parameters
is conducted to study the sensitivity of the model to the environment. By studying the
results, reasons why the model makes a certain decision are also better understood.



Problem Description

This chapter introduces the structure of the supply chain and the assumptions of the
problem.

2.1. Structure of the Supply Chain

The thesis picks a strawberry supply chain as the target to optimize, as there are sup-
portive strawberry data and information about trading methods extracted from inter-
views and researches done by Junhan Wen with strawberry companies and markets
in the Netherlands.

It is assumed that there are only one producer and one retailer in this supply chain,
simplifying unnecessary details in the problem. The producer harvests the strawber-
ries from his farm regularly and sells them to the retailer by signing the contract one
month in advance. For example, on 1st June a contract for July is signed. The con-
tract specifies the weekly amount of strawberries to be delivered in July, with the
corresponding price and the transportation scheduling. When signing the contract,
information about strawberry yield, market demand and market price is predicted by
LSTMs. Figure 2.1 illustrates how the contracts are signed.

Stawberry Delivery Amount
Price

Transportation Scheduling

Sign Contract for July
1stJune 1stJuly

Provide Supportive Information

Information for July
Predicted by LSTM

Strawberry Market Demand

{ Strawberry Yield Amount
Strawberry Market Price

Figure 2.1: With information about strawberries provided by the LSTMs, a contract is signed one
month earlier, including the amount of strawberries to be delivered, the corresponding price and the
transportation scheduling.
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After harvesting the strawberries, the producer stores them in the inventory imme-
diately. The time and money costs for transporting the strawberries from the farm to
the producer’s inventory are ignored. Then the strawberries will be delivered to the
retailer’s inventory following the signed contract. Finally, the retailer sells the straw-
berries to meet the market demand. It is assumed that both producer and retailer have
their own inventories, and strawberries stored in the inventories perish at a specific
speed. The whole structure is shown in Figure 2.2.

Deterioration Deterioration
| |
Harvest Producer’s Transportation Retailer’s
Farm ——— — Market
Inventory Trucks Inventory

Figure 2.2: There are only a producer and a retailer considered in the structure. Both of them have
inventories, in which the strawberries are deteriorating. Only the transportation cost between the
producer and the retailer is considered.

2.2. Trade-offs

When signing a contract, it is assumed that the retailer has various reactions to the
amount signed in the contract, affecting the final profit. Firstly, it is naturally recognized
that if the strawberries offered by the producer are too many, the retailer would only
receive them in a low price, because retailers do not want to buy excessive strawber-
ries. Similarly, if the strawberries the producer decides to deliver are less than usual
because of poor yield or other reasons, a slightly higher price is acceptable to the
retailer.

Sometimes, the yield of strawberries is extremely good and there are still straw-
berries left in the inventory after full-filling the contract, causing waste. In this case,
the excessive part can be sold to the retailer in a discounted price. But a limitation of
the amount of strawberries sold in this way is applied, measured by the proportion of
the amount agreed in the contract. Finally, the retailer gives feedback to the producer
according to the comparison between the signed contract and the real data in that
month. The feedback affects the prices slightly.

There are multiple trade-offs can be observed. For example, the final profit is
mainly decided by the amount of strawberries signed in the contract and the resulted
price, which changes reversely according to the signed amount. The producer should
also consider about whether it is worthy to sign a contract in the risk of the shortage of
the supply, which introduces shortage cost. All these and other optimization questions
under this problem making the problem interesting to be studied.

2.3. Assumptions
The model is built based on the following assumptions:
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There is one producer and one retailer in the whole supply chain.
Harvesting scheduling is fixed to harvest all the yield once a week on Sunday.

The harvested strawberries are delivered immediately to the inventory of the
producer without time cost and money cost.

Strawberries begin to deteriorate immediately after being harvested.
Each month equally has four weeks.
The model has been used for a while rather than cold-started.

When signing the contract, there is no backlog allowed. The amount of straw-
berries failed to be delivered will result in a shortage cost immediately.

Explanation for the cold-start problem: When the optimizer and the LSTMs are
used for the first time, there will be a lack of information for the current month, because
that the LSTMs are designed for predicting the situation a month later, as shown in
Figure 2.3. When the optimizer and the LSTMs are initialized on the ’Current Date’, the
data about the past month is known as it has already happened, and the data about
the next month (marked in orange circles) is also known because of the estimation by
the LSTMs. However, there is no estimation nor knowledge about the information for
the current month, which is marked by black dashed circles. Therefore, it is assumed
the model is being used for several periods. Then the missing values are recorded
one month ago by prediction.

Current Date

Past Month Missing Values Predictions by the Model

A
r B LI | 1
P amn N AN A/ 2mniN
\_;’ ‘\_l ‘\_l ‘\_l’

Figure 2.3: When initially started, the model can only be used to predict the data for one month later,
which means the data for the current month is unknown, marked by black dashed circles.

~a’
~a?

» (Weeks)



Prediction

This chapter introduces how the ensembles of LSTMs predict the yield, the market
demand and the market price of the strawberries to support the decisions made by
the optimizer.

3.1. LSTM

The LSTM is short for long-short term memory neural network, which is able to process
the entire sequence of data. The structure of an LSTM cell is shown in Figure 3.1.

Ce1 @

he.

Xt

Figure 3.1: The structure of the LSTM. The various gates play important roles in it.

Importantly, an LSTM has a cell, an input gate, an output gate and a forget gate.
Because of the function of both the cell and the input gate, an LSTM is able to mem-
orize the sequence of the data and to learn the time-series pattern from it. The forget
gate controls which history information to be forgotten, making sure that the memory
too far away does not have a high weight on the loss calculation, preventing LSTM
from gradient vanishment. Then the learnt pattern can be used to predict values that
having the same distribution as the training data. Due to this characteristic, LSTM is
suitable for predicting time series data, like the price in stock, precipitation, tempera-
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ture, etc.

The functions of all gates and paramaters are expressed as following:

fi=0,Wsxy + Ushi—y + by)
iy = 0g(Wizy + Uihe—1 + b;)
o = 0y(Woxy + Uyhy—1 + b,)
¢ = o(Wexy + Uchy—1 + b,)
ct=ftOc 1+ O

he = 0y © op(cy)

Compared with other algorithms like ARIMA, SARIMA and VAR etc., the LSTM are
more suitable for predicting data in short-term or mid-term range, delivering better
results in higher accuracy [22, 23, 24]. Therefore, LSTM is chosen to predict the
information in the project.

3.2. An Ensemble of LSTMs

In this thesis, three ensembles of LSTMs are used to study the influence of the pre-
diction distribution and confidence over the final optimized profits. The distribution of
the prediction results also provides information of the worst-case and best-case sce-
narios, which are exploited in the application of robust optimization.

The ensemble learning belongs to the integrated learning. In this project, there
are 50 LSTMs in each ensemble to predict the wanted data. Firstly, the LSTMs are
initialized randomly and then trained with bootstrapping technique. Both the random
initialization and the bootstrapping are to introduce diversity to the prediction results.
Afterwards, the LSTMs are validated and tested before the predicting.

The predictions of the LSTMs are plotted to visualize the distribution of the predic-
tion results. The mean value of the predictions are considered as the prediction value
of an ensemble. Figure 3.2 illustrates how does an ensemble of LSTMs function.

LSTM1
LSTM2 Average Value

Truth — | LSTM3 | &
Prediction Distribution

LSTM50

Figure 3.2: An ensemble of 50 LSTMs are trained together to get the predictions. The mean value is
used as the final prediction and the prediction distribution can also be drawn, which is important in
uncertainty analysis.
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3.3. Data Processing

Because it is impossible to obtain monthly or weekly data of strawberry yield and
market demand without the help from government or companies, and yearly data is
far from being sufficient to train the model, the data for strawberry yield and market
demand is replaced by other similar data. The strawberry price is accessed through
[25]. The strawberry market demand is replaced by the data from [26], and strawberry
yield is replaced by data from [27]. Specifically, the data for the strawberry demand
since year 2022 is abandoned as there is a tremendous increasing trend observed,
shown in Figure 3.3, caused by the COVID-19 probably. The LSTM cannot predict
such a sudden event using the history data. The original data sets are the indices
indicating the increase or decrease percent compared with a standard year, therefore
they are scaled firstly before application.

Jan 2022: 1.929

]

2005 2010 2015 2020

Figure 3.3: There is a tremendous increasing trend observed in the data, which is probably caused
by the pandemic shock and cannot be predicted. Therefore, the data after year 2022 is excluded.

Data is pre-processed before prediction. Taking the original dataset of history mar-
ket price as an example, there are two columns of data in the dataset, date and price
value respectively. Only the column of price is reserved as the LSTM should not di-
rectly link the price with the values of date. The nan values in the original dataset
are replaced by the mean value of its nearest non-nan neighbours. Afterwards, the
data is normalized using the Max-min scaler to improve the accuracy of the prediction.

After pre-process, data is scanned by the sliding-window algorithm and then is
fed into LSTMs for prediction. The LSTMs are designed to predict the yield amount,
market demand and market price for 1 month later, including four data points in each
kind(4 weeks = 1 month). Each window is only responsible for the prediction for one
week. Therefore to obtain four data points, the window are shifted four times. Con-
sidering that when making predictions, the real data for the current month is unknown
and the available data for the current month is also made by LSTM predictions, there
are 7 intervals between the training data and the truths, illustrated in Figure 3.4. Itis
the sum of the window shift times and the time interval of 4 weeks (because the data
predicted is about one month later). A portion of 0.1 of all the windows are reversed
for cross-validation for evaluating the performance and another 0.1 of all the windows
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are reserved as test data.

window length =5

1

00000000 TOOT

shfit times =4 timeinterval = 4
v J

'’
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Figure 3.4: The dots represent the data points for any data, including the yield, market demand and
maket price information. Before sending the data to the LSTMs, sliding window splits data into
patches. Each window is only responsible for one prediction, and the window is shifted four times to
obtain a complete prediction set.

3.4. Choice of Loss Function

When predicting the information using LSTMs, MSE is chosen as the loss function.
The primary reason is that the prediction of price, demand and yield is a regression
task, which makes it natural to adopt the MSE for measuring the distance between
the truth and predictions. And the results given by the MSE can be better interpreted,
exhibiting an intuitive impression about how the predictions mismatch with the truth.
Futhermore, MSE emphasizes on the large errors. When faced with very noisy data,
the LSTMs cannot predict completely accurately. Therefore, itis expected that at least
the outliers are punished more harshly, offering an accurate range where the target
values locate.

3.5. LSTM Structure

It is difficult to reasonably design the structure for LSTM to make its complexity ap-
propriate. The model is faced with challenges that the training data is not sufficient
and the patterns behind the strawberry yield and demand data are vague. A too com-
plex model suffers from overfitting but a too simple model cannot capture the pattern.
Therefore, the structure of the LSTM is carefully designed and the hyper-parameters
are tuned using grid search.

The structure of the LSTM is illustrated in Figure 3.5. Following the LSTM caell,
there are 3 fully connected layers. The Sigmoid activation function is used after the
first and the second fully connected layers. The fully-connected layers and the acti-
vation functions are applied to increase the model’s complexity as the training data is
noisy and a simple LSTM layer fails to capture the pattern behind it. And at least one
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fully connected layer is necessary as the output of the LSTM layer should be reshaped
by the fully connected layer. Early stopping with a warm-up is also implemented to all
of the LSTMs to avoid ovefitting.

Output

I

Fully Connected Layer3

sigmoid

Fully Connected Layer2

sigmoid

Fully Connected Layerl
1
LSTM Cell

I

Windows

Figure 3.5: The structure of the LSTM model. Each LSTM contains a LSTM cell, 3 fully connected
layers. The first and the second fully connected layers are activated by the Sigmoid function.

Figure 3.6 illustrates an example graph comparing the validation loss among vari-
ous structures of the LSTM neural network for predicting market demand of strawber-
ries. It can be seen that the configuration of 3 fully connected layers promises the best
performance. Before 4 fc layers, both the complexity and accuracy increases with the
number of fc layers, indicating the structure is more capable to capture the pattern.
However, a tremendous increase of loss can be seen after 4 fc layers, because the
data is not sufficient enough to support such a complex model.

Loss VS FC Layers Number

0.22 | —— validation loss

0.20 A

0.18 4

Validation Loss

0.14 A —

The Number of FC Layers

Figure 3.6: The result shows that 3 layers is the best choice for the LSTM structure. The validation
loss decreases as the number of fc layers increases to 3, and then increases dramatically after the
point.
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All the hyper-parameters are also searched using grid search similarly. Figure 3.7
gives an example of the result of grid search for the hyper-parameter Window Length
as an example. It can be seen that the best performance can be achieved by setting

the Window Length as 17.

Loss VS Window Length

\ —— validation loss

0.275 A
0.250 A \
0.225 A

0.200 A \
0.175 A \

0.150 A \

0.125 A

Validation Loss

0.100 A

16 18 20 22 24
Window Length

Figure 3.7: The comparison of loss among various configuration of the window length of the LSTMs

for predicting demand. It can be seen that the best performance can be obtained by setting the
window length as 17.

After the comprehensive grid search, the hyper-parameters for each LSTM are
tuned as Table 3.1.

Table 3.1: Tuned Hyper-parameters for the Three Kinds of LSTM

Window Length Hidden Size LSTM Layers Num Learning Rate Early Stopping Patience

Demand Prediction 17 24 1 0.00005 800
Price Prediction 12 10 2 0.0001 500
Yield Prediction 15 16 2 0.0001 1000




Mixed Integer Optimization Model

This chapter introduces the detailed structure and the formulation of the MILP model,
which aims at finding the best contract demand and transportation scheduling in order
to maximize the profit of the producer while satisfying the demand from the retailers
and other constraints. In the end, robust optimization is also explored to make the
optimized strategy robust under the uncertain yield prediction.

4.1. Formulation of the Model

The first part of the MILP is to calculate the contract price according to the difference
between the contract demand and the predicted market demand, decided by the pro-
ducer and the LSTM respectively. The calculation is shown in the following formulas:

D;iif ference _ Dgontract _ Dﬁn"ediction (4.1.1)
D;lif ference g _ w;}rice = e (4.1.2)
D;lz’fference <0 w;)m'ce _ wéess (4.1.3)
_chontract _ P)]PTediction _ (D ;zz'f;e;—ence)2 * wﬁ.’me (4.1.4)
D;ontract7 chontmct >0 (4.1.5)
Vi ={0,1,2,3}

The price in contract P«""et changes non-linearly from the prediction price prrediction
according to the difference between the amount signed in the contract D" <t and
the prediction demand Drrediction ' simulating the retailer’s reaction towards the fluc-
tuation of the contract. The weight w?™“ simulates the sensitivity of the retailer to
the amount signed in the contract. The retailer has different feelings according to
whether Dentrect is |arger than the Drrediction or not, When Deontract . pprediction ' the
retailer has the sensitivity w™°¢. Otherwise, the sensitivity is w'***. The value of the
two parameters are set to relatively low, representing that the producer is unwilling to
decrease the price for extra strawberries, and the retailer is not willing to pay more if
Deontract s |ess than the predictions. All these variables only represent the value for

14
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a week, therefore, j can be 0 to 3, indicating the week number within the target month.

Then the state of the inventory of the producer is described. The inventory ca-
pacity C;,,, transportation of strawberries to the retailer 7;; on day j from batch 7, the
excessive strawberries sold in the discounted price F;; and the deterioration rate o;,,
are the major concerns.

leftio < Hijo—Ti0— Fip (4.1.6)
leftij < ILij1*0me+ Hij—Tij— Fij (4.1.7)
Ii,j = leftiJ — di8p086i7j (41 8)
Batches
T =) Ty (4.1.9)
=0
Batches
Ft= %" Fy (4.1.10)
=0
6
Z Ti}??«kj < Dz)ontract (41 11 )
=0
6
> Bt < D@tk limit (4.1.12)
=0
l6fti7j, ﬂ’j, Fi,jy Ii,j; disposem, Y?Ot, F;Ot Z 0 (41 13)

Vi = {0, 1, ..., batches}
Vi = {0,1,..., 27}
Vw = {0,1,2,3}

The formula (4.1.6) states the initial state of the inventory, and (4.1.7) describes
the inventory state afterwards. left; ; indicates the amount of the strawberries left in
the inventory after storing the yield H, the transportation 7', discounted price sales H
and deterioration. After dispose, the final left strawberries are kept in the inventory 1.
The dispose usually happens when left.. is more than the inventory capacity, which
will be introduced later. Then, the formula (4.1.11) regulates that the total delivery of
strawberries in a week 7" shall not exceed the amount agreed in the contract. Oth-
erwise the retailer would take them for free, which is a kind of loss to the producer.
(4.1.12) limits the maximum total amount of strawberry sold in the discounted price in
a week [,

Specifically, the batches is used to distinguish the strawberries arriving on different
days. Strawberries arriving on the same day are grouped into the same batch. This
is for tracking the different deterioration progress of the strawberries as the producer
would like to deliver those closest to the expiration date to the retailer at first. As
illustrated in Figure 4.1, the rows represent the batches, the columns represent the
days, and the colour in each entry represents the amount of strawberries. It can
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be seen that the colour fades as the time goes by, indicating the strawberries are
deteriorating.

400.0

200.0

100.0

Batches
g
5
Amount (kg)

0.0
o 5 10 15 20 25
Days

Figure 4.1: The data about the amount of strawberries kept in the inventory. The rows represent the
batches of strawberries, the columns represent days, and the colour in each entry indicates the
amount of strawberries. For example, the entry in the second row of the 14th column represents the
amount of the second batch of strawberries left in the inventory on the 14th day is about 100kg in that
month.

Then the model judges whether the strawberries should be disposed due to ex-
ceeding the capacity, and calculates the amount of the strawberries to dispose.

batches—1
leftit = > lefti (4.1.14)
i=0
leftmt > Capiny, — dzsposewt left?Ot — Capine (4.1.15)

={0,1, ..., batches — 1}
Vj —{0,1,...,27}

If the total amount of strawberries left in the inventory le ft'** exceeds the inventory
capacity, then the excessive amount will be disposed, represented by dispose'*.

The FIFO (first-in-first-out) is applied to transportation(7".), sales in discounted
price(F..) and the dispose(dispose'®). It is applied because that the producer would
like to sell or dispose the strawberries arriving in the inventory at first to prevent straw-
berries from expiration in his own inventory. The FIFO for 7' . and F' . is implemented
as the following formulas:

(Tij + Fij) * ZIM— (4.1.16)

={0,1, ..., batches -1}
Vj = {0,1,...,27}
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Similarly, the FIFO for dispose is described as:

i—1

dispose; ; * Z lefty; =0 (4.1.17)
k=0
batches—1
Z dispose; ; = disposez."t (4.1.18)
i=0
dispose; j > 0 (4.1.19)

Vi ={0,1,...,batches — 1}
Vi =1{0,1,...,27}

The logic behind it is that if the model decides to transport or dispose strawberries
from a specific batch, then there should be no strawberries left from all the previous
batches according to the FIFO. If a specific batch still holds strawberries, then no
transportation or dispose from later batches is allowed.

Another part of the model is that the strawberries left in the retailer’s inventory
I’“et‘“l” should beyond a minimum level everyday. It is designed to be 5 of the weekly
predlctlon strawberries demand Drrediction for simulating an estlmated daily demand
from the market. In order to meet this requirement, multiple deliveries in a week can
be observed. Otherwise the strawberries kept in the retailer’s inventory will be less
than the minimum level because of the deterioration if there are no supplements. Itis
formulated as the following:

D;etailer Dﬁ);;gwtw"/m, Vi ={0,1,2,3} (4.1.20)
]getailer =0 (41 21)
[reteter = T s (o7t) 4+ I w0, Vi = {1,2,...,27} (4.1.22)
I;etailer > D;jetailer’ Vj = {1, 2, .. 27} (4.1.23)

The formulas (4.1.21) and (4.1.22) describes the retailer’s inventory state without
distinguishing batches. It is also considered that there is a delay of T; days and a de-
terioration rate (1 — o) during the transportation from the producer to the retailer. The
strawberries kept in the retailer’s inventory perish in rate (1 — o,). Itis often assumed
that the strawberries deteriorate faster in the retailer’s inventory compared with when
being stored in the producer’s inventory as the retailer’s freezer often has worse per-
formance.

Trucks are also needed for delivering the strawberries in 7" . and F

Truck; * Capgucy > T, + F}* (4.1.24)
Vi ={0,1,...,27}

The constraint regulates that the number of trucks should be sufficient to carry all
the strawberries to be delivered. The number of the trucks shall be integer.
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The costs and the profit for the problem is defined as following:

3

Incomeconiract = Deontract  peontract 4.1.25
J J
Jj=0
3
contract contract
]ncomediscount = E Dj * P] * Wi scount (41 26)
Jj=0

27 batches—1
C(holding Z Z ]7, g X (41 27)

27 batches—1

Ctransporation Z Z T‘z g + E j * Zt + Z TTU/C]{?] * Ztruck (41 28)
7=0 =0 j=0
3 6
Cshortage = Z Dicontract - Z 71tf$+] Pcontract * Wshortage (41 29)
i=0 =0
Cdispose = Z diSPOSBEOt (41 30)
7=0

27 batches—1

Cdeterioration - Z Z Ii,j * 0 (41 31)
j=0 =0

And the target of the model is:

Objective = Incomeontract + INcomegiscount (4.1.32)

- Cholding - Otransportation - Cshortage - Cdispose - Cdeterioration

The objective is composed by the income from selling the strawberries through the
contract Income onirace @and sales in discounted price Inconeg;scount, the cost introduced
by keeping strawberries in the inventory Cj,y4ing, transportation cost Cy,.4p.sportation, ShOrt-
age cost Cyoriq0e Caused by failing to transport enough amount of strawberries to the
retailer as signed in the contract, and the penalties for disposing the strawberries
Clispose @nd deterioration Coeterioration- 1hOUGN Clispose @NA Coeterioration Will NOt be re-
flected on the producer’s profit in the reality, as it has already caused loss of strawber-
ries without gaining income, the penalties are still added to encourage the optimizer
to find other better solutions rather than disposing the strawberries or letting them
deteriorate.

4.2. Linearize the Model

Then the MILP model is linearized for faster convergence and better performance.
The linearized MILP model is described as following:
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max Profit = Incomeconiract + INCOMEG;scount 4.2.1)

- Cholding - Ctransportation - Cshortage - Odispose - Cdeterioration

s.t. M = 100000, e = 0.000001 (4.2.2)
Ddifference — Dcontract o Dprediction (423)
pliference > Ny (gD ) (4.2.4)
Df,lfff”ence < M x z'ndgdiffereme (4.2.5)
wlpurice _ wmm.e « Z,ndgdifference + wless « (1 o l,ndgdifference) (426)

o dif ference\2 )
Ps]ontract — Pg]redzctwn _ (Dw 5 ) * wfumce (427)
leftio < Hio —Tipo — Fipo (4.2.8)
lefti; < ILij %0+ Hij—Ti;—Fij, 7#0 (4.2.9)
Ii,j = leftm- — disposei,j (4210)
Batches

T =) Ty (4.2.11)

i=0

Batches

Fit= Y Fy (4.2.12)

i=0

6
> Tl < Dgnirect (4.2.13)
§=0
6

> Fh < Dk Limit (4.2.14)
§=0

batches—1
leftf' = > lefti, (4.2.15)

i=0

left§°t > Capipy + M * (indj“p —1) (4.2.16)
left?" < Capipy + M * ind;™ (4.2.17)
disposel” > left?” — Capi, — M * (1 — ind;™) (4.2.18)
dz’spose;"t < leftz-"t (4.2.19)
Tij+ Fij > =M (1 — ind] "Prelon) 4 ¢ (4.2.20)
T, + Fpy < M ind]/ /" P 4 (4.2.21)
i—1
> Ly = =M (1—ind ") + e (4.2.22)
k=0
i—1 '
D Iy < MsindPMY e (4.2.23)
k=0
ind (" indM Y < 1 (4.2.24)
dispose; ; > —M (1 — indf?pose) +€ (4.2.25)

dispose; j < M indf-lf;pose +e (4.2.26)
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> lefty; > =M (1—ind") + € (4.2.27)
k=0
i—1
> lefti; < M xind ] + € (4.2.28)
k=0
ind{ =P +ind 't <1 (4.2.29)

i—1
dispose; ; * Z lefty; =0 (4.2.30)
retailer 7r6dzctwn
Dyetaiter — pprediction g (4.2.31)
Ieteiter = (4.2.32)
[;etm‘ler — Tv;gtTt % Ut + Iritlaz‘ler - ] 7& 0 (4233)
retailer retailer
;7 = Dj (4.2.34)
Truck; * Capyyer > T;Ot + F;"t (4.2.35)
3
TNCOMCopniract = Z D;ontruct " ‘P;:ontract (4236)
j=0
3
]ncomediscount = Z quontract * Pjgzontract * Wdiscount (4237)
7=0
27 batches—1
Cholding Z Z ]z g X (4238)
27 batches—1
Ctransporation Z Z T; \J + E ] * Zt + Z TTUCk * Ztruck (4239)
6
Cshortage = Z Dicontract - Z jlt:;—f—] Pcontract * wshortage (4240)
=0 7=0
27
Clispose = Z dispose?’t (4.2.41)
7=0
27 batches—1
Cdetemm"atzon — Z Z 1 — Oz) (4242)
Dcontract Pcontract > 0 (4243)
lefti;, I ;,T; ;, F; j, dispose; ; > 0 (4.2.44)
anglfference7 anc.ap d?r‘ansportatzon i d?nyentory .nddi§pose . dl‘eft —_ {O, 1} (4245)

={0,1, ..., batches}
Vj=1{0,1,...,27}
Vw = {0,1,2,3}

The changes for the linearization mainly happen in the decision of wr e, calcula-
tion of the dispose. . and the implementations of the FIFO. However, the definition of the
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Income,eiqiter @Nd Incomegiscoun: relates to the multiplication of Deontract gnd peontract,
which is a polynomial formula dominated by D<nia<t* after simplification and cannot
be linearized. Luckily, this component can still be solved by Gurobipy when the pa-
rameter nonConvex is set to 2.

4.3. Robust Optimization

The results given by the model mentioned above is determined, which means the best
profit can only be observed if all the external values are impossibly exactly equal to
the predictions. Sometimes even slight fluctuation results in great loss in final profit.
To improve this, robust optimization is applied to mitigate such potential loss, by con-
sidering about the worst cases based on the prediction distribution.

A big disadvantage of the current model is that sometimes the uncertainty of the
yield prediction may cause severe shortage cost. It happens when the yield is less
than the prediction and cannot satisfy the amount signed in the contract. The robust
optimization works by setting the yield amount to the worst case amount, forcing the
constraints not to violate this amount. By tuning the hyper-parameter I', the thresh-
old value of the worst case amount can be adjusted to be slightly higher than the
worst-case value, controlling the conservatism of the model. The calculation of the
worst-case value is visualized in Figure 4.2.

Prediction
(Average)

Truth

T

Worst case = Prediction — Variation * [

- Variation

Figure 4.2: The worst case equals to the average value minus a specific portion of the variation. The
portion controls the conservatism of the model.

The reformulation of the robust optimization model happens on the formulas de-
scribing the state of the producer’s inventory. The formulas are changed from
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leftio < Hio—Tio— Fig (4.3.1)
lefti; < Iij_1 % Ome + Hij —T; 5 — F (4.3.2)
Vi ={0,1,...,batches — 1}

Vi=1{1,2,..27}

to the tight formulation of

J Jj—1
lefti; < Z(sz —Tip—Fip—qi,kxTip —rig,* af_k — Z dispose; . (4.3.3)
k=0 k=0

Gij +Tigg = H" (4.3.4)
Vi ={0,1,...,batches — 1}
Vi ={0,1,...,27}

In this robust optimization, the box uncertainty is considered and the parameter I'
controls the worst cast-scenario by using:

H}xj;)rst _ HZ;}@”‘W}@ — T % HZ?riation (435)
Vi ={0,1,...,batches — 1}
vj={0,1,...,27}



Results

In this chapter, the results of all experiments are illustrated and explained. The imple-
mentation of the entire project is done by programming in Python. Specifically, the
building of the MILP model is done using the Gurobipy package. Pytorch is applied to

build the LSTM neural networks. Other typical packages such as Numpy, Matplotlib
are also used in the project.

5.1. Predictions Using LSTM

This section illustrates the prediction results and the loss of the LSTMs. The average
values are used as the final predictions for all the ensembles of LSTMs.

The LSTMs are trained using the hyper-parameters mentioned in Table 3.1. Figure
5.1 to Figure 5.9 visualize the train loss, validation loss and the normalized test results
of the three kinds of LSTMs compared with the truth.

Training Loss of Demand LSTM

0.40 - H —— Training Loss
035 |

0.30 - |

0.25 - |

0.20 '

0.15

0.10 \Hﬁa\\\‘

0.05 A

MSE Loss

0 2000 4000 6000 8000
Epochs

Figure 5.1: Demand LSTMs training loss.
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Validation Loss of Demand LSTM
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Figure 5.2: Demand LSTMs validation loss.
Truth VS Prediction of Demand LSTM
R Prediction
0.8 1 Truth
0.7 -
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0.5 - —
. -
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0.3 -
' ' ' ' 20 25 30 35
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Figure 5.3: Demand LSTMs test.

It can be observed from the above figures that though the validation loss has
reached the minimum value, the prediction does not match with the truth very per-
fectly for the demand LSTMs, but the general value level matches well. It is because
that the pattern behind the data is much more noisy compared with other data, mak-
ing it hard for LSTM to predict. However, a general value level is also meaningful to
the producer for making decisions as it offers a possible range indicating where the

demand will locate.
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MSE Loss

MSE Loss
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Figure 5.4: Price LSTMs training loss.
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Figure 5.5: Price LSTMs validation loss.
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Truth VS Prediction of Price LSTM
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Figure 5.6: Price LSTMs test.

These figures illustrate that the price can be predicted better compared with pre-
dictions of the demand, because the price values follow a more regular sine-wave like
distribution.

Training Loss of Yield LSTM
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Figure 5.7: Yield LSTMs validation loss.
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Figure 5.8: Yield LSTMs validation loss.
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Figure 5.9: Yield LSTMs test.

It can be seen that the predictions of first-half yield also match relatively well with
the truth, but there is a mis-match in the second-half. It is because that the regular

pattern has disappeared since week 24.

The final test loss for the three kinds of the LSTMs is illustrated in Table 5.1, all

measured by MSE.
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Table 5.1: The training loss, validation loss and the test loss of the three kinds of LSTMs.

Demand LSTM Price LSTM Yield LSTM

Train Loss 0.0359 0.0151 0.0057
Validation Loss 0.0874 0.0457 0.0642
Test Loss 0.0256 0.0552 0.0528

It can be observed that the LSTMs can generally capture the patterns of the data,
and the price data can be predicted pretty well. In order to increase the performance,
more complex LSTMs can be used but more data is required for the training.

5.2. Problem Validation

Before defining the MILP model to solve the problem, the convexity of how the objec-
tive profit changes with contract demands D«""e! is studied. There is a need to build
the MILP optimizer only if the problem is convex or partially convex. Otherwise if the
objective changes linearly, the conclusion can be drawn like 'Always sell all the straw-
berries’ without the assistance from the model. And if there are multiple optimal points
on the curve, it is require to manually compare the locally optimal solutions given by
the optimizer to find the global optimal solution.

When studying the convexity of problem, it is expected to see most of the trade-
offs in the MILP model. Therefore, the parameters are set as Table 5.2, which make
the problem interesting that most of the trade-offs can be observed and discussed.

Table 5.2: The setting of the parameters of the MILP model when verifying the convexity of the
problem.

Parameter Zt Zh Ztruck Capim) Captruck limit Wshortage

Value 0.1 0.1 100 5000 500 0.3 1
Parameter b Ot Or Wmore Wiess Wdiscount  Wdif ference
Value 09 09 0.6 0.0001 -0.0001 0.5 1

To study the convexity of the problem, a determined model executing the same
strategy as the optimizer is built using Python. In this way, other decision variables
will be fixed during modifying the values of the Dentract,

5.2.1. The Influence of D§"ra<t

Firstly, how the change of the first week contract demand Dg™"*<! affects the profit
is studied, because the contract demand D" are the primary decision variables
affecting the profit. The result is shown in Figure 5.10
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First Week Contract Demand VS Profit
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Figure 5.10: The curve indicates how the profit changes when the contract demand for the first
week(Dgontrect) is changing together. It can be observed the curve is conve, indicating the problem
is meaningful. The optimal point can be observed between the prediction demand and the yield.

As the figure shows, the curve is convex, indicating the problem is solvable and
meaningful. The best value for D§”""e“* is observed between the prediction demand
DErediction and the prediction yield for that week, indicating that though the price is a
bit lower, the extra amount of strawberries sold introduces more profit. However, the
shortage is too huge if Dgiract > pprediction and the producer is not advised to sign a

contract demand value that high.

In order to understand why the profit changes like this, two components, the in-
come and multiple costs, are studied together with the profit. The results are shown in
Figure 5.11 and Figure 5.12. Several results in Figure 5.12 are multiplied by specific
factors shown in the legend for making its shape obvious in the figure.

First Week Contract Demand VS Income
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Figure 5.11: The curve shows how the income by contract changes as D§°"'"%* changing. It can be
seen that the shape is similar to the final profit.
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First Week Contract Demand vs Other Components
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Figure 5.12: The curve shows how the income by contract changes as D§""*“* changing. It can be
seen that the shape is similar to the final profit.

It appears that the dominant component, Income shown in Figure 5.11, is close
to a quadratic function, resulted by the multiplication of Dg°"*r*<* and Pg°"ret, The
income drops dramatically after the peak point between the yield and the prediction
demand as from then on the Ps""*<* decreases too fast to be compensated by the
extra sold amount of strawberries. The tail of the curve is flat as the P < there is
as low as 0, reaching its lower boundary.

The income gained by selling strawberries in discounted price F' peaks at a point
between the yield and prediction demand then drops, because all strawberries are
delivered to coverage the D" and no strawberries are left for F'. Steps can be
observed in the transportation cost because of trucks are required for transportation,
and the number of trucks can only be integer. Finally, the deterioration cost contin-
uously decreases as there are less strawberries left in the inventory as the amount
transported increasing to cover the increasing D§"" ",

5.2.2. The Influence of D5t and Djortract

Then, the change of profit and other values are studied when Dgo"ir<t and D§ontract
are set to change independently. The results are shown in Figure 5.13 to Figure 5.17.
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First Two Weeks Contract Demand VS Profit

40000

- 30000

- 20000

10000

Figure 5.13: The change of profit.
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Figure 5.14: The change of income.
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First Two Weeks Contract Demand VS Income Discount
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Figure 5.15: The change of discounted income.
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Figure 5.16: The change of transportation cost.
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First Two Weeks Contract Demand VS Shortage Cost
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Figure 5.17: The change of shortage cost.

30000

- 25000

- 20000

- 15000

10000

5000

First Two Weeks Contract Demand VS Deterioration Cost

\ | 500
[ 400
300
200
100
.kf 0
‘sp 1000
cu"”fr 150800 &Dﬂ&m&nm \
50
Vg 2500 1000" and(¥9
q’ﬂ,‘q 0 l:,ﬂ“tta
f*&) geco”

Figure 5.18: The change of deterioration cost.
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5.2.3. The Influence of All Contract Demand

In the end, how the profit changes when all the contract demands D«""e¢t change
together in the same scale is studied. The standard value is set as the sum of the
prediction demand Drrediction  The result is shown in Figure 5.19.

All Contract Demand VS Profit
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Figure 5.19: The change of profit with all the contract demand.

The curve is still convex and the best point can be observed near the prediction
demand. The negative values of the beginning of the line is resulted by the holding
cost and dispose cost. Therefore, it is worthy to study how to make the best choice
considering all the trade-offs when all the contract demands D<""*** can change in-
dependently.

5.3. Optimized Strategy from the MILP Model

This section illustrates the results optimized by the MILP model of one scenario picked
within numerous possible settings, whose parameters are shown in Table 5.3. Com-
pared with Table 5.2, wg.rqge 1S S€t t0 2 as the retailer is not tolerant to the shortage.
limit is also decreased to so that the dispose of strawberries can be observed.

Table 5.3: The setting of the parameters of the MILP model when verifying the convexity of the
problem.

Parameter 727, Z, Zuyuwer Capine Capgruct  limit Wshortage

Value 0.1 0.1 100 5000 500 0.1 2
Parameter op) Ot Or Wmore Wiess Wdiscount  Wdif ference
Value 09 09 06 0.0001 —0.0001 0.5 1

The values for the Y., Dprediction gnd pprediction greg given as the following table:
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Table 5.4: Values for Y., Dprediction gnd pprediction

j=0 j=1 j=2 j=3

Drretienon9685.43  2673.31  2670.38  2668.97
pprediction 797 807 807 807
ypredietion 4340.36  4183.75 410238 3996.90

After inputting the values from Table 5.4, the optimized strategy is shown from
Figure 5.20 to Figure 5.27.
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Figure 5.20: The amount of strawberries left in the producer’s inventory.
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Figure 5.21: The amount of strawberries left in the producer’s inventory illustrated using lines.

Figure 5.20 and Figure 5.21 illustrate the amount of strawberries left in the pro-
ducer’s inventory everyday after trading them out. Similar to Figure 4.1, the brightness
of the colour of every entry in Figure 5.20 indicates the amount of the strawberries. The
x-axis indicates the date and the y-axis represents various batches. As the colour is
fading, it can be observed that the amount of the strawberries in the inventory is de-
creasing because of the deterioration. Figure 5.21 illustrates the amount level of the

strawberries more intuitively.

Transportation Scheduling
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Figure 5.22: The transportation scheduling.
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Figure 5.23: The transportation scheduling illustrated using lines.

Figure 5.22 illustrates the transportation scheduling for the producer. It can be
observed that sometimes multiple deliveries are arranged from one batch in a week in
order to ensure the retailer’s inventory level is not less than the minimum requirement.
Sometimes transportation delivering the same amount of strawberries is scheduled for

several days continuously for just keeping the retailer’s inventory level. Figure 5.23
illustrates the transportation scheduling using line plots.
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Figure 5.24: The discount sales.
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Figure 5.25: The discount sales illustrated lines.

The amount of strawberries sold in the discounted prices are illustrated in Figure
5.24 and Figure 5.25. There are strawberries sold in discounted price as there are
excessive strawberries left after covering the amount signed in the contract.

Dispose Amount
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Figure 5.26: There are strawberries disposed in each week.

Figure 5.26 shows that on each Sunday there are strawberries disposed. It hap-
pens because that after covering all the demand stated in the contract and the amount
to be sold in the discounted price, there are still strawberries left. Though the amount
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does not exceed the inventory capacity, the producer can do nothing with them. Com-
pared with letting them deteriorate in the inventory introducing deterioration cost, dis-

posing them in time seems to be a better choice.

Retailer Inventory
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Figure 5.27: The amount of strawberries in the retailer’s inventory. The orange line indicates the

minimum requirement.

Figure 5.27 illustrates the amount of strawberries in the retailer’s inventory. The

information of transportation date and delay from the producer can be seen. The
amount level is always kept not lower than the minimum requirement indicated using

the orange line.

The optimized contract demands D« contract price P«""et profit and other
income or costs are listed in Table 5.5 and Table 5.6. It can also be observed that the

shortage cost is also avoided by the optimizer.

Table 5.5: Optimized Deoniract and peeniract yalues.

7=0 7=1 j=2 7=3
D;"”tm“ 3029.09 2995.46 3025.68 3017.45
Pf‘mtmet 7.50 7.65 7.57 7.58

Table 5.6: Values for the profit, incomes and costs of the optimised strategy.

Name Total Profit Income Discount Income Transportation Cost
Worth($) 87347.73 91467.58 4573.37 4227.44
Name Shortage Cost Deterioration Cost  Dispose Cost

Worth($) 0 2232.05 1116.86
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5.4. Evaluation

In this section, the optimized profit is compared with a baseline model. However, there
is no access to obtain the data from the reality to evaluate the model. Therefore, the
baseline model is set as the model executing a strategy which is chosen intuitively

by most of people — setting the contract demands D<"re<t equal to the predictions
Dprediction .

The optimized results using the same information from Table 5.4 are listed in the
table Table 5.7. It can be calculated that the profit is increased for 7.69% by the opti-
mizer.

Table 5.7: Values for the profit, incomes and costs of the optimised strategy.

Name Total Profit Income Discount Income Transportation Cost
Worth($) 80629.89 86111.38 4305.56 3676.79
Name Shortage Cost Deterioration Cost  Dispose Cost

Worth($) 0 3600.65 1254.80

The optimizer is applied for 6 months for the evaluation of the model performance.
The comparison between the profit by the optimized strategy and the standard strategy
is shown in Figure 5.28 and Figure 5.29.

Profit of Baseline Strategy VS Optimised Strategy

140000
BN Optimised Strategy

130000 4 ™ Baseline Strategy

120000 7
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100000 A
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80000 -

Months

Figure 5.28: The comparison between the improved profit and the baseline profit. It can be seen that
the optimized strategy is able to improve the profit stably.
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The Improvement of the Profit in Percentage

—
@ 124 —— Improvement
)]
8
2 11
[
2 10
[}
e
T °
c
£ °
0 —
> 74 — \ —
3 -
—
E "’
0 2 6 8

4
Months

Figure 5.29: The percentage of profit improvement in each month. An average of 8% can be
observed from the figure.

From Figure 5.28 it can be seen that all the profit from these 10 months are im-
proved considerably. Figure 5.29 illustrates how much improvement is brought by the
optimizer exactly, and an average of 7.96% of improvement can be calculated out.

5.5. Robust Optimization

In this section, how the robust optimization can help the model behave better under
uncertainties from the fluctuation is studied.

5.5.1. Prediction Distribution

In order to have knowledge how much the yield can be in the target month, an ensem-
ble of 50 LSTMs are applied to obtain the distribution. The results of the predictions
are shown in Figure 5.30. It can be observed that after deleting the outsiders, the
predictions are approximately under the normal distribution. Therefore, the integral of
probability under normal distribution can be calculated to achieve the expectation of
the profit.
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Yield Prediction Distribution
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Figure 5.30: The distribution of the yield predictions made by 50 randomly initialized LSTMs. The
distributions are close to Gaussian distribution after removing the outsiders.

5.5.2. Best Possible Profit

Figure 5.31 illustrates the optimized profits when the yield amount is equal to the
minimum, average, maximum predictions and the true values. The profits optimized by
the robust optimization model are also plotted for comparison. When being optimized
using the robust optimization model, the yield is considered to be equal to the average
yield prediction. It can be seen that the profit is proportional to the predicted yield
amount. The profits optimized by the robust optimization model are a bit lower than
the profits from the determined model as the robust optimization models are more
conservative than the determined model.

Theoretical Maximum Profits under Various Yield Values
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Figure 5.31: The theoretical maximum profits when the yield is equal to the minimum, average,
maximum predictions and the true values. The profits optimized by the robust optimization model are
also plotted for comparison.
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5.5.3. Comparisons among Actual Profits

Figure 5.32 compares the profits when executing the contracts optimized by the model
assuming yield is equal to the average predictions under various yield amount scenar-
ios. It can be seen that the profits are still proportional to the yield, following a similar
shape as Figure 5.31. Noticeably, the profits optimized by the robust optimization per-
form better than the determined model in 5 months out of 6. The comparison between

the profit of the robust optimization model and the determined model is specifically
compared and is shown in Figure 5.33.

Actual Profits of the Producer under Various Yield Scenarios
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Figure 5.32: The comparison among the actual profits the producer can get under various yield
situations after executing the contract optimized with assumption that the yield is equal to the average
prediction.

Profits of Standard Contract and Robust Contract, Yield=Min
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Figure 5.33: The specific comparison between the profit of the robust contract and the standard
contract when the producer has a minimum yield.

The profit is improved by the robust optimization model by saving the shortage
cost. The comparison of the shortage cost is shown in Figure 5.34.



5.5. Robust Optimization 44

Shortage of Standard Contract and Robust Contract, Yield=Min
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Figure 5.34: Comparison between the shortage cost in the standard and the robust contracts. It can
be seen that the robust contract mitigates the shortage cost enormously.

It can be observed that among all the months the robust model suffers less from
the shortage cost. Specifically, both of the models do not suffer from the shortage
cost on the last month, which explains why the profit given by the robust model is less
than the profit of the determined model on the last month shown in Figure 5.33.

Figure 5.35 illustrates how much profit is improved by the robust optimization
model compared with the determined model in percentage. An average of 1.69% of
profit improvement can be calculated out under this scenario.

Profit Improved by the RO Model Compared with the Standard Model

—— Improvement

Percentage(%)

Months

Figure 5.35: The profit improvement by the robust optimization model compared with the determined
model in percentage.

5.5.4. Influence of T’

How the value of I' in the robust model affects the profit is studied in this section.
The parameters affect the final profit by adjusting the conservation of the model. The
worst-case yield value is decided by the T.
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The Effection of I' on Profit
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Figure 5.36: The profit increases with I if there is shortage cost.

T
1.0

Figure 5.36 shows the effect of I" over the final profit when there is shortage cost
on that month. As I" increasing, the profitincreases as well, because original shortage
costis covered by the increasing conservation controlled by I'. However, when there is
no shortage cost, as shown in Figure 5.37, the increase in I only decreases the profit.
The reason is that there is no shortage cost needs to be covered and the increased

conservation results in less profit.
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Figure 5.37: When there is no shortage cost, the profit decreases as the T increasing, raising the

conservatism of the model.

5.5.5. Expectation of Profit

T
1.0

To study which value of I gives the best profit, the expectation of profit changing with I"
is studied. The multiplication between integral of probability density function until the
worst case considered and the profit is calculated as the expectation. The expectation
is shown in Figure 5.38, and it can be observed that under this scenario setting I" as
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1 gives the best profit expectation. It is because that the shortage cost is huge in this
case and any risk of shortage is unworthy.

The Profit Expectation
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Figure 5.38: The expectation of profit changing with T'. It can be seen that setting I" as 1 promises
the best performance.

5.6. Sensitivity Analysis

Finally, the model’s sensitivity to the parameters is studied to analyze the importance
of different parameters. To analyze the sensitivity, values of Dprediction — pprediction
yprediction gnd parameters are set as Table 5.4 and Table 5.2.

It is found that the profit changes linearly with most of the parameters and change
non-linearly with Cap;,..... Parameters having a linear sensitivity are listed in Table
5.8. The sensitivity of Cap;,..... around the value in Table 5.2 is also listed in the table,
with Figure 5.39 illustrating the sensitivity shape more clearly.

Table 5.8: Parameters sensitivity.

Name Zt Zh Ztruck g; Oy Or T;E
Sensitivity —0.93% —0.98% —0.67 49.13% 24.32% 8.79% —2.42%

Name Wdiscount  Wshortage Wmore Wiess Oapim) Captrucks limit
Sensitivity  7.45% —1.39% —0.77% 72.40% 1.99% 9.02% 3.15%
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Sensitivity Analysis of Truck Capacity
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Figure 5.39: The sensitivity of the truck capacity Capy,-.cks- The higher the capacity is, the less trucks
are needed. Therefore, the transportation fee is reduced and the profit is increased.

Figure 5.39 shows the sensitivity of the truck capacity Cap;,....s- If the capacity is
huge, the model is not sensitive to this parameter as only 1 — 2 trucks are enough to
deliver all the strawberries. There are steps can be observed in the shape, which is
resulted by the fact that the number of trucks has to be integral.

From the results it can be concluded that the model is sensitive to the deterioration
speed of the strawberries, especially when they are stored in the producer’s inventory
and the trucks. Therefore, devices slowing down the deterioration speed of the straw-
berries are expected to tremendously reduce the cost. It is found that w;..,, which
indicates how the price increases if the contract demand is lower than the prediction,
also affects the profit dramatically. However, in the reality the parameter is set to a
reasonable constant value and will not cause serious troubles.



Further Improvement

This chapter introduces some possible improvements to improve the performance of
the model.

6.1. Sufficient Training Data

It is impossible to obtain weekly or monthly training data for strawberry demand and
yield without the assistance from the third party agencies. The loss of the LSTMs
can be reduced further as long as sufficient data is obtained to support more complex
LSTMs neural networks.

6.2. Case Study

Because of a similar problem met in Section 6.1, it is not possible to evaluate the
model using the real data. Therefore, data from the related companies are expected
to further verify the reliability of the model. For now the model is only evaluated using
the strategy that most people would choose by their intuition.

Similarly, the parameters for the models can also be set to be close to the reality.
The parameters for the model are currently set to the state from which more interesting
trade-offs can be seen.

6.3. Stochastic Optimization

Compare with robust optimization, which only considers about the worst cases, the
stochastic utilizes the distribution of the uncertainty more sufficiently. The profit ex-
pectation can be drawn in this way, also making the result meaningful and providing
the model with robustness.

6.4. Multi-agent Model

The model for now only considers about the profit of the producer. However, the
behaviors of the retailer can also be considered about and the profit of the whole
supply chain can be optimized in this case.
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Conclusion

The thesis utilizes the prediction of the strawberry market and yield as guidance in-
formation supporting the MILP model to make decisions. As a result, it can be seen
that the optimizer successfully raises the profit of the producer around 8% as demon-
strated in Section 5.4.

The robust optimization helps the producers suffer less from the shortage cost
induced by the fluctuation of the yield prediction by 1.7%. However, the robust opti-
mization can play a more important role if the shortage does happen. Otherwise, it
causes loss in profit because of its conservatism.

Sensitivity analysis is conducted and it is found that the profit is quite sensitive to
the deterioration speed of strawberries when being kept in the inventories or in the
trucks. Therefore, it is recommended that the producer and the retailer should use
better cooling devices to prevent the strawberries from perishing.

The LSTMs in the whole model play an important role in predicting the strawberries
market information and the yield, helping the optimizer make decision. The uncertainty
distribution drawn from the predictions of the ensembles of LSTMs is also essential in
terms of the robust optimization.

To improve the work, more reliable data is expected to train the ensembles of
LSTMs for more accurate predictions. A case study is also needed to set the pa-
rameters as the reality and to analyse the performance of the model in the reality.
Stochastic optimization can also be applied to replace the robust optimization part.
Finally, the behaviors of the retailer can be considered about making the model a
multi-agent model. In this case, the whole supply chain can be optimized and more
complex trade-offs can be explored.
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