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SUMMARY

Rendezvous in orbit has recently regained considerable attention, as it is required to en-
able on-orbit servicing or active debris removal activities. The pressing need for the re-
alization of such missions falls within the more general societal attempt to make human
activities more sustainable, avoiding wasting valuable resources and ensuring that the
environment remains clean after exploitation. Despite the technical heritage of decades
of experience, space rendezvous faces, with these new prospects, additional challenges
due to the possible noncooperative nature of the target of the rendezvous. A successful
and safe approach has to be ensured with limited relative navigation capabilities while
reducing the overall mission costs. This quest for cost-effectiveness is indeed required to
eventually reach an economically viable large-scale solution able to mitigate the threat
posed by the evergrowing population of orbiting space debris.

This dissertation demonstrates that the first part of a rendezvous to a noncoopera-
tive object, starting from large separations of several tens of kilometers down to a few
hundred meters, can be safely and reliably performed using line-of-sight navigation and
solely relying on a single spaceborne camera. More specifically, this research shows that
it is possible to use a simple, low-cost, computationally-light and autonomous camera-
based embedded navigation system to perform the far-to mid-range approach, thus
greatly reducing the necessary onboard equipment and the operational costs. In order to
demonstrate this assertion, the dissertation is articulated around three Research Ques-
tions: How to design a reliable and accurate spaceborne real-time angles-only relative
navigation system? How does it behave under real conditions? How can future angles-
only relative navigation systems be improved?

In-flight experience plays a predominant role in this research. As a matter of fact, this
dissertation mainly focuses on the validation of angles-only navigation systems in real
conditions, and on the subsequent exploitation of data collected in orbit. Two experi-
ments have been realized to support this research. The ARGON experiment, conducted
in 2012 using the PRISMA formation-flying demonstration mission, demonstrated the
ability to perform a ground-in-the-loop rendezvous from 30 km to 3 km intersatellite
distance based on line-of-sight measurements. The AVANTI experiment, executed in
2016 on the BIROS satellite, aimed at demonstrating a more challenging objective: the
ability to perform a fully autonomous far-to-mid range rendezvous with a noncoopera-
tive target by solely relying on angles-only navigation.

After a general presentation of the technical framework used to conduct these experi-
ments, the dissertation introduces the mathematical and astrodynamical tools required
to develop an angles-only navigation system. Following this introduction, an answer
to the two first research questions is elaborated by describing and justifying the design
of the onground and onboard angles-only relative navigation systems used during the
AVANTI experiment, and by presenting key flight results. The on-ground relative orbit
determination system is first described. This operational tool has primarily been used
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as verification layer to support the AVANTI experiment. Its design inherits from the de-
velopment done for the ARGON experiment and benefits from its lessons learned. In
particular, a new target detection algorithm has been introduced for improved perfor-
mance and robustness. In order to better highlight the specificities introduced by the
orbit of a given mission, previous flight data from the ARGON experiment are repro-
cessed using this new design and serve as comparison for the discussion of the results.
Together, both experimental data sets yield a unique description of the real navigation
conditions encountered in low Earth orbits.

The embedded real-time angles-only relative navigation system that enabled the au-
tonomous rendezvous performed during the AVANTI experiment is subsequently pre-
sented. Compared to a ground implementation, the algorithms and methods are tailored
to cope with the real-time requirements and limited onboard resources. After a brief
overview of the necessary adaptations and of the resulting system design, the in-orbit
behavior and performance are presented. Overall, this dissertation shows that the au-
tonomous angles-only rendezvous system outperformed the expectations, since it was
ultimately employed to reach the boundaries of the close-range field, yielding unprece-
dented pictures in orbit of the picosatellite BEESAT-4 at a distance of only 50 m.

The conduction of the ARGON and AVANTI experiment resulted in a priceless mine
oflessons learned and experience, which is finally exploited to answer the third research
question. In order to simplify the interfaces and avoid the provision of external a pri-
ori information to initialize the navigation systems, a novel algorithm is proposed to
solve the problem of Initial Relative Orbit Determination based on line-of-sight mea-
surements. Finally, the relative orbit determination task is revisited to remedy some
operational limitations encountered during the execution of the experiments. An in-
novative preprocessing stage is introduced to greatly improve the robustness of the orbit
determination process in the presence of measurement errors and large perturbations of
the relative motion. Overall, the proposed improvements make the navigation systems
employed for AVANTI operationally more sound, paving the way for the widespread uti-
lization of autonomous angles-only relative navigation systems to support upcoming
challenging rendezvous missions.
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Rendez-vous in een baan om de aarde heeft recentelijk aandacht herwonnen omdat het
een vereiste is voor onderhoud op locatie en voor actieve opruiming van ruimte-afval.
De dringende behoefte aan realisatie van dergelijke missies valt binnen de meer alge-
mene maatschappelijke beweging om menselijke activiteiten te verduurzamen, minder
waardevolle middelen te verspillen en er zorg voor te dragen dat de omgeving schoon
blijft na exploitatie. Ondanks het technische erfgoed van tientallen jaren aan ervaring
leveren de nieuwe vooruitzichten extra uitdagingen vanwege het mogelijke niet-co6pe-
ratief karakter van het doelwit van de rendez-vous. Een succesvolle en een veilige aanpak
moet worden gerealiseerd met beperkte relatieve navigatiemogelijkheden en een ver-
mindering van de totale missiekosten. Deze zoektocht naar kosteneffectiviteit is ver-
eist om uiteindelijk een economisch haalbare grootschalige oplossing te bereiken die de
dreiging van de steeds groter wordende populatie van ruimteafval kan verminderen.

Dit proefschrift laat zien dat het eerste deel van een rendez-vous met een niet-codpe-
ratief object, beginnend bij grote afstanden van enkele tientallen kilometers tot enkele
honderd meters, veilig en betrouwbaar kan worden uitgevoerd met behulp van gezichts-
lilnnavigatie en slechts afthankelijk van een enkele camera in de ruimte. Meer specifiek
toont dit onderzoek aan dat het mogelijk is om aan boord een eenvoudig en goedkoop
autonoom navigatiesysteem te gebruiken met beperkte rekenkracht voor toenadering
met middel- tot ver bereik. Hiermee wordt de benodigde apparatuur aan boord en de
operationele kosten verminderd. Om deze bewering aan te tonen, is het proefschrift
gearticuleerd rond drie onderzoeksvragen: Hoe kan een betrouwbaar en nauwkeurig
‘real-time’ navigatiesysteem met alleen hoeken worden ontworpen voor de ruimte? Hoe
gedraagt dit zich onder reéle omstandigheden? Hoe kunnen in de toekomst navigatie-
systemen met alleen hoeken worden verbeterd?

Vlucht ervaring speelt een overheersende rol in dit onderzoek. In feite richt dit proef-
schrift zich voornamelijk op de validatie van navigatiesystemen met alleen hoeken on-
der echte condities en op de daaropvolgende exploitatie van gegevens die in een baan
om de aarde zijn verzameld. Twee experimenten zijn gerealiseerd om dit onderzoek te
ondersteunen. Het ARGON-experiment, uitgevoerd in 2012 met behulp van de PRISMA
demonstratie missie voor formatie vliegen, toonde het vermogen aan om met tussen-
komst van de grond een rendez-vous uit te voeren van 30 km tot 3 km afstand tussen
satellieten op basis van zichtlijnmetingen. Het AVANTI-experiment, uitgevoerd in 2016
op de BIROS-satelliet, richtte zich op het demonstreren van een meer uitdagende doel-
stelling: het vermogen om een volledig autonome rendez-vous van middel- tot ver bereik
uit te voeren met een niet-cooperatief doel door uitsluitend te vertrouwen op navigatie
met alleen hoeken.

Na een algemene presentatie van het technische kader dat werd gebruikt om deze
experimenten uit te voeren, introduceert het proefschrift de benodigde wiskundige en
astrodynamische hulpmiddelen om een navigatiesysteem met alleen hoeken te ontwik-
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kelen. Na deze inleiding wordt een antwoord van de eerste twee onderzoeksvragen uit-
gewerkt door het ontwerp te beschrijven en te rechtvaardigen van de relatieve navigatie-
systemen met alleen hoeken die op de grond en aan boord worden gebruikt tijdens de
AVANTI-experiment en door de belangrijkste vluchtresultaten te presenteren. Het rela-
tieve baanbepalingssysteem op de grond wordt eerst beschreven. Dit operationele hulp-
middel is voornamelijk gebruikt als verificatie-laag ter ondersteuning van het AVANTI-
experiment. Het ontwerp is een erfenis van de ontwikkeling van het ARGON-experiment
en profiteert van de geleerde lessen. In het bijzonder is een nieuw doeldetectie-algoritme
geintroduceerd voor verbeterde prestaties en robuustheid. Om de specificiteiten van de
baan van een bepaalde missie betere toe te lichten worden eerdere vluchtgegevens van
het ARGON-experiment opnieuw verwerkt, gebruikmakend van dit nieuwe ontwerp en
dienend als vergelijking voor de bespreking van de resultaten. Beide experimentele da-
tasets geven samen een unieke beschrijving van de echte navigatie omstandigheden die
zich voordoen in lage banen om de aarde.

Het ingebedde ‘real-time’ relatieve navigatiesysteem met alleen hoeken, dat auto-
nome rendez-vous mogelijk maakte tijdens het AVANTI-experiment, wordt vervolgens
gepresenteerd. In vergelijking met een implementatie op de grond zijn de algoritmen
en methoden op maat gemaakt om te voldoen aan de ‘real-time’ vereisten en beperkte
middelen aan boord. Na een kort overzicht van de nodige aanpassingen en van het re-
sulterende systeemontwerp, worden het baangedrag en prestaties gepresenteerd. Al met
al laat dit proefschrift zien dat het autonome rendez-vous systeem met alleen hoeken de
verwachtingen overtrof, omdat het uiteindelijk was gebruikt om de grenzen van het na-
bije veld te bereiken, wat ongekende foto’s van de picosatelliet BEESAT-4 op een afstand
van slechts 50 meter opleverde.

De uitvoering van het ARGON- en AVANTI-experiment resulteerde in een goudmijn
van geleerde lessen en ervaring, die uiteindelijk wordt benut om de derde onderzoeks-
vraag te beantwoorden. Om de ‘interfaces’ te vereenvoudigen en het verstrekken van ex-
terne a priori informatie om de navigatiesystemen te initialiseren te voorkomen, wordt
een nieuw algoritme voorgesteld om het probleem op te lossen van initiéle relatieve
baanbepaling op basis van zichtlijnmetingen. Tot slot wordt de relatieve baanbepalings-
taak opnieuw bekeken om enkele operationele beperkingen te verhelpen die werden on-
dervonden tijdens de uitvoering van de experimenten. Een innovatief voorbereidings-
systeem wordt geintroduceerd om de robuustheid van de het baanbepalingsproces aan-
zienlijk te verbeteren in de aanwezigheid van meetfouten en grote storingen van de rela-
tieve beweging. In algemene zin zijn de voorgestelde verbeteringen aan de navigatiesys-
temen werkzaam voor AVANTI operationeel beter verantwoord, waardoor de weg wordt
vrijgemaakt voor een wijdverbreid gebruik van autonome relatieve navigatiesystemen
met alleen hoeken om komende uitdagende rendez-vous missies te ondersteunen.
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INTRODUCTION

1.1. NEW PROSPECTS FOR SPACE RENDEZVOUS

The ability to send artificial objects in space has opened up new doors for humankind,
paving the way for space exploration but also providing unprecedented services and ap-
plications, such as telecommunication or outstanding scientific instrumentation. Since
the launch of Sputnik 1, the first artificial satellite in 1957, about 9,000 spacecraft have
been placed into orbit [1]. Meanwhile, many of them have become inactive but did not
return to Earth. According to the United Nations Office for Outer Space Affairs, about
5000 satellites (active or inactive) are currently orbiting the Earth [1]. The conquest of
space is a difficult and risky endeavor. Numerous spacecraft have suffered from unre-
coverable failure before their nominal end of life and, even worse, about 500 unfortu-
nate events such as explosions or collisions resulted in spacecraft fragmentation [2]. As
aresult, the space surrounding the Earth is nowadays populated with a large number of
inactive and uncontrolled objects. Recent estimations indicate that about 34,000 objects
larger than 10 cm and 900,000 smaller parts between 1 cm and 10 cm are now orbiting
the Earth [2].

It has early been recognized that the increasing number of space debris could be-
come a major threat to the space sector. Kessler already warned in 1978 that collisions
between large spacecraft could create fragments which, in turn, could hit other space-
craft, resulting in a dramatic collisional cascading between space debris and satellites
[3]. In order to limit the probability of experiencing such a horrific scenario, some stud-
ies recommend removing at least the largest inactive objects or placing them on less
populated graveyard orbits [4]. Most of the envisioned solutions for the so-called active
debris removal activities are based on a physical capture of disabled spacecraft [5], thus
requiring a rendezvous in space.

Space rendezvous is not a new topic. It was already studied and exercised in the
60’s during the first human spaceflight programs [6]. Nowadays, this activity is still fre-
quently performed, for example to resupply the International Space Station. The more
recent need for active space debris removal gives a second youth to this field. As ex-
plained in more detail in the next sections, dealing with passive and tumbling space
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objects poses new challenges compared to a rendezvous with an active and stabilized
spacecraft. Furthermore, reliable and affordable technology is required to safely ren-
dezvous with a debris at economically viable cost, in order to make active space debris
removal a reality. In fact, large-scale space cleaning remains unlikely if removing an ob-
ject has a non-negligible probability of creating more debris or if the associated costs
remain prohibitive. Some of the solutions adopted so far for space rendezvous can be
reused, but many technological bricks still need to be developed or refined to reach the
desired level of cost-efficiency and reliability.

Active space debris removal faces several challenges culminating with the safe cap-
ture of a tumbling object. This research intends to advance the technical solution needed
to realize the first chronological step towards capture: how to safely navigate to an in-
active object during a rendezvous using simple and low-cost technology. Note that,
even if active debris removal was primarily the main motivation for this research, other
space applications such as on-orbit servicing, sample return or even asteroid exploration
might also benefit from this work.

1.2. RELATIVE NAVIGATION TO A NONCOOPERATIVE OBJECT

Space rendezvous requires the ability to accurately determine the relative motion, that
is, the motion of the object which is being approached with respect to the spacecraft per-
forming the rendezvous. In the general case, the subject of the rendezvous can either be
passive or active. Passive, in this context, means that the object is not exerting any force
to control its motion. This research only focuses on passive noncooperative objects. In
this thesis, the passive object is called target and the active spacecraft is named chaser.
During a rendezvous, the absolute motions of the chaser and target, which are expressed
relative to an external reference system, are of little interest compared to the relative mo-
tion. In fact, the absolute motion is relevant, for example, for ground communication or
to ensure proper illumination conditions. Thus, the absolute orbits can be determined
with poor accuracy (position estimation errors at kilometer level are still acceptable for
the two above-mentioned examples). Instead, the relative motion has to be precisely
known to avoid collision and to ensure successful rendezvous and capture. The required
relative navigation accuracy greatly depends on the phases of the rendezvous. When
initiating the approach at far-range (more than 10 km distance between the satellites),
relative position errors of a few hundred meters might be acceptable, but not anymore
when capturing the target. In this case, the required relative navigation accuracy can
drop to the centimeter level if it is, for example, necessary to grasp a specific part of the
target with a robotic arm.

The set of physical variables required to fully determine and predict the future mo-
tion of a spacecraft is named state of the dynamical system. In what follows, the relative
state will be used to describe the relative motion of the target with respect to the chaser.
The determination of the (relative) state is performed by a so-called (relative) navigation
system, comprising a set of sensors and dedicated algorithms to further process the mea-
surements delivered by the sensors. These additional processing algorithms, such as the
model of the dynamics of the problem, are often justified by the necessity to gain further
information not provided by the sensors or to enable new functionalities. For example, if
a sensor only provides position measurements, it is possible to derive velocity informa-
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tion by considering a set of position observations over time. Or it might be desirable to
fuse different sensor measurements to reach a better estimate of a physical quantity by
combining the specific advantages brought by different sensors. Generally, it is simply
desired to smooth the noisy data delivered by the sensors and to predict the value of the
state in the absence of measurements. In case that none of these additional functional-
ities is needed, a navigation system can be, in its simplest form, only composed of one
single sensor.

Several criteria influence the design of a navigation system. Among them, two im-
portant aspects need to be introduced. First, it has to be distinguished whether the state
estimation, performed as part of the navigation task, has to be done in real-time (for ex-
ample to feed a controller) or whether it can be done a posteriori with relaxed time con-
straints. Usually, real-time requirements are often associated to onboard applications,
where it is necessary to quickly react, while subsequent data processing done on-ground
can afford some time lag. In this thesis, both relative state estimation strategies are, re-
spectively, called onboard real-time navigation and on-ground orbit determination to
ease the distinction. When dealing with rendezvous in space, another important aspect
will also drive the design of the relative navigation system: the ability of an object to pro-
vide any information about its state and characteristics to a rendezvousing spacecraft.
An object which does not have this capability or feature is called noncooperative.

When dealing with cooperative spacecraft, there exists a large variety of sensors to
support the relative navigation task. For most spacecraft in low Earth orbits (LEOs),
a GNSS (Global Navigation Satellite System) receiver represents the best sensor choice
for absolute and relative navigation, because it combines low mass, limited power con-
sumption, a high technology readiness level (TRL), and accurate measurements. It nom-
inally provides absolute position information at meter level but, depending on the mis-
sion needs, advanced processing techniques can extend its capabilities to provide ab-
solute and relative position information respectively at centimeter and millimeter levels
[7]. If an intersatellite link is available to exchange data between the satellites, it be-
comes possible to design GNSS-based embedded real-time navigation systems, which
can be used to autonomously control a formation of several cooperative spacecraft as
demonstrated with the TanDEM-X [8, 9] or PRISMA [10, 11] missions. These capabilities
and flexibilities make a GNSS receiver a well rounded sensor which is the first choice for
absolute and relative navigation of many space projects.

However, there exist cases in which such a receiver cannot be used: missions fly-
ing far beyond the GNSS constellations (e.g., deep-space projects or formations flying
on high elliptic orbits such as Proba-3 [12]), missions requiring specific performance
unreachable with GNSS technology (e.g., determination of the intersatellite range rate
within 1 ym/s for the GRACE formation [13]), or missions requiring ultimate availabil-
ity and reliability of the sensors (e.g., when docking to the International Space Station,
it is highly probable but not guaranteed that GNSS constellations will always be prop-
erly functioning. Standalone optical sensors are thus preferred). To satisfy such needs,
dedicated sensor systems (self-contained Formation Flying Radio Frequency metrology
[14], optical metrology [15], microwave ranging system [16], etc.) have to be installed.
All of them require dedicated hardware on each spacecraft (sender, transponder, reflec-
tors, etc.), thus requiring a certain level of cooperation between the spacecraft. Note that
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in case of rendezvous, the cooperation is not necessarily actively done in orbit but can
be made at a design level by introducing passive elements (such as reflectors or special
markers) to ease the collection of measurements. In this case, the target object is semi-
cooperative.

For the specific case of rendezvous with a noncooperative object, any sensor requir-
ing the smallest level of cooperation (for example the use of passive elements) is, how-
ever, excluded, posing severe constraints to the relative navigation task. In fact, the sens-
ing methods which can be employed are reduced to only two options: either actively pro-
ducing electromagnetic radiation which will be reflected by the target and measured by
the chaser spacecraft, or passively observing the radiation naturally emitted or reflected
by the object. The first approach encompasses sensors like radar, lidar, time-of-flight
cameras, while the second option relies on cameras (monocular, stereo, in the visible or
infrared domains, etc.).

Apart from the technical or physical feasibility of the sensing method, several crite-
ria have also to be considered when designing a navigation system, such as mass, cost,
power consumption, complexity. The active sensors present, for example, the drawback
of high power requirements if the noncooperative object is far from the chaser satellite.
On the contrary, it was early recognized that passive imagery could play a predominant
role in the sensor assembly required for the relative navigation to a noncooperative tar-
get [17]. A camera can be a simple, cheap, small, low-mass and low-power consump-
tion device presenting a high technology readiness level. These characteristics are ar-
guably not shared by all space cameras. Dedicated scientific cameras (such as used for
the space telescope Hubble [18] or for Earth observation satellites like Sentinel-2 [19])
are expensive and complex devices. In fact, a large variety of parameters affects the de-
sign of a camera, such as quality of the optics, optical resolution, type of imaging sensor
chip, spectral utilization, thermal stability. The Advanced Camera for Surveys [20] on
Hubble comprises, for example, three cameras with a resolution better than 0.05 arc-
sec/pixel, has a mass of 397 kg and costs more than US$ 80 millions. The camera perfor-
mance requirement for space rendezvous are, however, not so stringent. In fact, as seen
later in this thesis, a resolution of about 1 arcmin/pixel in the visible spectrum is suf-
ficient. Numerous suitable space cameras are now available, driven by the wide adop-
tion of star trackers and the emergence of low-cost imaging technology for picosatellites.
Among them, the star-tracker from the Technical University of Denmark (DTU) [21] is a
radiation-hardened device based on a Charge-Coupled Device (CCD) sensor of 752 x 580
pixels and offers a resolution of 80 arcsec/pixel. It can act as a standard camera by offer-
ing the possibility to transmit the images processed by the star tracker functionality. The
5MP space camera from Space Micro [22] provides a radiation tolerant design, a sensor of
2560 x 2160 pixels and several possible configurations for the fields of view (29°, 39°, 80°).
The C3D camera from XCAM [23] is a flight-proven device based on Commercial-off-the-
Shelf components with 1280 x 1024 pixels and also offers different possible field-of-view
configurations. From the specifications of these three examples, it can be concluded that
a typical space camera belonging to this category has a mass of less than 1 kg, a power
consumption of a few Watts, and a resolution of about 1 arcmin/pixel.

The aforementioned characteristics make a camera often well suited to support the
relative navigation task, delivering line-of-sight measurements (i.e, the direction to the
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target) at far-range when the shape of the target cannot be distinguished and allowing
for advanced shape-matching techniques at close-range. These appealing sensing capa-
bilities come, however, at the cost of additional difficulties. First, the image of an object
strongly depends on the illumination conditions. Second, the sensor does not provide
direct measurements. The measurements have to be first extracted from the image. In
other words, it is, compared to other sensors requiring for example precise time syn-
chronization or fine pointing, easy to make an image of the environment. However, ad-
ditional advanced processing techniques have to be subsequently introduced to reliably
find and extract the measurements from the pictures and accurately estimate the rela-
tive state. At far-range, the difficulty rather lies in distinguishing the target from other
celestial objects. At close-range, retrieving the full pose (relative position and attitude)
of the target constitutes the main challenge. Still, in view of its aforementioned quali-
ties, a camera remains nonetheless a first-choice sensor to navigate to a noncooperative
spacecraft and was thus selected as the fundamental sensor for this work.

The scope of the research has intentionally been restricted to the far- to mid-range
domain, where only line-of-sight observations can be exploited, thus focusing on angles-
onlyrelative navigation. This choice is driven by the fact that an autonomous rendezvous
with a noncooperative target in space is a delicate task (in view of the risk of collision
and of the difficulty to achieve reliable real-time close-range navigation with image pro-
cessing techniques) whose complexity has to be mastered step-by-step. Before reaching
close proximity, it is first necessary to demonstrate the ability to initiate an approach
from a separation distance between the chaser and the target of several tens of kilome-
ters (the far-range field) and the capability to safely navigate to the target up to an in-
tersatellite distance of a few hundred meters. This frontier with the close-range domain
(below hundred meters) constitutes the boundaries of this research. At smaller separa-
tions, specific methods and sensors will have to take over the relative navigation task, in
order to much more precisely measure the state and attitude of an object based on its
visible shape or relying on other sensing technology.

1.3. STATE OF THE ART
1.3.1. LINE-OF-SIGHT NAVIGATION

Line-of-sight navigation itself is an ancient technique (see Section 3.1) which has al-
ready extensively been addressed in the literature. In fact, such a method is used in
many domains, such as in naval applications [24] or for the orbit determination of aster-
oids or artificial satellites from the Earth’s surface [25]. More recently, it has been recog-
nized that angles-only measurements might as well help navigating in space. Chari [26]
and Woffinden [27] have both provided major contributions to this field by investigat-
ing the usage of angles-only navigation for autonomous orbital rendezvous. Most of the
research done in this field deals with the problem of weak observability and proposes
solutions to improve it by altering the natural dynamics [28, 29, 30, 31], introducing a
camera offset [32, 33] or improving the measurement and dynamical models [34, 35, 29,
33]. Several authors have more specifically focused on algorithms and methods to solve
the initial relative orbit determination problem using solely angular measurements [36,
37, 35, 38, 39, 40]. A deeper insight into the state of the art concerning these particular
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research topics is provided in Section 6.1.2. Note that the availability of a set of bearing
observations is usually taken for granted by the authors. In reality, the extraction of the
measurements from the images is sometimes not obvious in the presence of undesired
additional artificial objects in the field of view, showing room for further investigations.

1.3.2. SIMULATION CAPABILITIES

It has to be emphasized that the research activities presented in the previous Section
remain fairly theoretical. Numerical simulations were sometimes used to support the
investigations, but no author could afford building a testbed in space for realistic be-
havior and performance analysis. In real conditions, the angles-only relative navigation
problem becomes more arduous. First, because some perturbations of the relative mo-
tion of spacecraft can hardly be simulated with high fidelity. The distribution of obser-
vations over time and the measurement errors are also extremely difficult to be faithfully
modeled as they intricately depend on the orbit, on the target object and on the chaser
spacecraft and operations. In order to better investigate these aspects, several research
groups have recognized the need for highly realistic simulation and test environments
able to include real hardware sensors in the loop. The robotic facilities, widely used to
test and verify close-range navigation algorithms and sensors, are not adapted to cover
the far-range field because of the limited size of the buildings hosting the hardware-in-
the-loop facilities. Thus, the only way to include a far-range sensor in the loop is to
simulate the environment sensed by the hardware device. This is the approach retained
by DTU when developing their Optical Stimulator for Vision-Based Sensors (VBS). This
system relies on a monitor viewed by a sensor through corrective optics [41]. The Space
Rendezvous Laboratory at Stanford University has also developed high-fidelity simula-
tion tools for vision-based sensors. Among them, a far-range stimulator has been created
based on similar principles. In order to achieve physically sound simulations, consider-
able efforts have been spent in understanding and quantifying the radiometric budget
and optical distortions [42]. Even if these hardware-in-the-loop facilities are precious
assets to develop and test vision-based systems, the underlying simulations are often
too limited to realistically assess the achievable performance and the robustness of the
line-of-sight navigation. This opens up gaps in the body of knowledge which this thesis
tries to cover.

1.3.3. IN-ORBIT EXPERIENCE

In fact, the real in-orbit expertise in angles-only relative navigation is very limited. It is
generally admitted that the first relevant experience in this field has been collected in
2007 in the frame of Orbital Express, a technology demonstration mission for on-orbit
servicing from the American Defense Advanced Research Projects Agency (DARPA) [43].
Among the different activities conducted during the mission lifetime, a noncooperative
autonomous approach mainly based on passive imagery has been conducted. How-
ever, the detailed outcome of the mission remained confidential, making it difficult to
assess what precisely has been done and achieved. The Prototype Research Instruments
and Space Mission Technology Advancement (PRISMA) formation-flying demonstration
mission [44], conducted by the Swedish Space Corporation (SSC), constituted the second
major gain of flight experience. Among others, it offered the possibility to image a target
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satellite using a dedicated VBS composed of two different cameras (far- and close-range)
[45]. Thanks to dedicated algorithms located in its data processing unit, the far-range
sensor was able to extract line-of-sight measurements of the luminous objects which
were not included in its star catalog. Several vision-based rendezvous activities were
conducted by the different partners of the mission. The Autonomous Rendezvous ex-
periment (ARV) on PRISMA led by the former Swedish Space Corporation could exercise
angles-only navigation using the line-of-sight observations delivered in real-time by the
VBS [46]. The French and German space research centers (respectively CNES and DLR)
also performed their own investigations on angles-only navigation. While the CNES ex-
periment relied on the measurements extracted by the sensor [47], the DLR activities
were instead designed to work directly with the pictures output by the camera and cul-
minated with the ARGON (Advanced Rendezvous demonstration using GPS and Optical
Navigation) experiment [48], which demonstrated the ability to perform a ground-in-
the-loop approach from 30 km to 3 km to a noncooperative target using solely line-of-
sight measurements. The ARGON experiment constituted the starting point of this re-
search.

Despite the substantial achievements of the PRISMA mission, the aforementioned
experiments could benefit from the optimal visibility conditions offered by the dawn-
dusk orbit of the mission and from the safety guaranteed by the onboard formation mon-
itoring system based on differential GPS. Thus, they were not fully representative of the
conditions encountered when rendezvousing with an object flying on an arbitrary orbit.
This has been identified as additional gap in the body of knowledge. This research aims
at demonstrating that angles-only relative navigation can in fact be reliably employed
in more challenging conditions and intends to shed light on the aspects which are too
often ignored or omitted in the theoretical research but are crucial to successfully use
this technology in real missions: reliable target detection, data screening, operational
friendliness and robustness, real-time implementation with limited resources and real-
istic performance assessment.

1.4. OBJECTIVES AND RESEARCH QUESTIONS

The objective of this work is to demonstrate the ability to reliably and safely reach the
close-proximity domain, paving the way for further research and development activities.
Such a safe and reliable rendezvous is often guaranteed at the expense of multiple costly
and redundant sensors combined with intensive ground support. This research aims
at demonstrating that it is instead possible to use a simple, low-cost, computationally-
light and autonomous camera-based navigation system to perform far-and mid-range
approach, thus greatly reducing the necessary onboard equipment and the operational
costs. It has to be noted that autonomy may not only contribute to a cost reduction
but might be a mission requirement to ensure enough reactivity if the mesh of ground
stations is not dense enough to provide full satellite coverage.

The focus of this research lies in the design and implementation of a spaceborne
autonomous angles-only relative navigation system, and in the analysis of its behavior
under real conditions. As this thesis focuses on an end-to-end engineering application,
only limited theoretical advances are addressed. Any of the employed methods belong
to the standard mathematical and astrodynamical toolboxes. The backbone of this re-
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search instead consists of the design and engineering of a real system able to perform in
orbit, in order to collect meaningful flight data which will constitute a priceless mine of
lessons learned and experience.

The desire to build such an autonomous system raises several Research Questions
(RQs) which constitute the core of this thesis:

* RQ1: How to design a reliable and accurate spaceborne real-time angles-only
relative navigation system?

Onboard autonomy raises the need for reliability and real-time capability. Even
if the theoretical foundations for angles-only navigation are already available, the
question of how to design and implement a reliable relative navigation system able
to operate on a spacecraft with limited resources remains open. In particular, the
reliable extraction of line-of sight measurements from pictures and the choice of
accurate but computationally-light estimation concepts have to be addressed. In
order to monitor the proper functioning of the system, the addition of a ground-
based verification layer is of advantage, raising the question of whether more ro-
bust and accurate estimation concepts can be used when more resources and less
time constraints are available.

* RQ2: How does an angles-only relative navigation system behave under real
conditions?

The main achievement of this research will consist in the experience collected in
orbit from real missions. This allows addressing the fundamental question of ro-
bustness of the data processing algorithms and of the validity of the underlying
assumptions and models. In particular, this research question aims at investigat-
ing how do the orbit perturbations and system uncertainties affect the navigation
behavior, what is the impact of the visibility conditions and how robust is the nav-
igation system in the presence of outliers.

* RQ3: How can future angles-only relative navigation systems be improved?

Answering RQ2 will allow questioning some of the design choices made when re-
sponding to RQ1. In particular, RQ3 intends to investigate what can be improved
to make the relative navigation task more robust, faster and simpler.

1.5. RESEARCH METHODOLOGY

This research has been conducted using a stepwise iterative approach, putting emphasis
on collecting real flight data and subsequently improving the algorithms and methods
based on the lessons learned. As already stated, the origin of this work dates back to
2011. At that time, a unique opportunity arose to collect images of another spacecraft in
orbit using the PRISMA formation-flying demonstrator, which had been launched one
year before. As described in more detail in Chapter 2, the PRISMA mission was com-
posed of two cooperative spacecraft (called Mango and Tango) and aimed at demon-
strating and qualifying key technology and methods for formation-flying. The main
spacecraft (Mango) was equipped with several relative navigation sensors (among which
a far-range camera) and could rely on a propulsion system to build a close formation
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with Tango. Both satellites carried a GPS receiver. Since the spacecraft were flying on
a similar orbit, it was possible to gather images of Tango using the onboard camera of
Mango with reduced operational effort. In fact, it was enough to point the camera in the
flight direction to image the target spacecraft at several kilometer distance. The first few
images of the target at far-range were collected for DLR at the end of the PRISMA ex-
tended mission phase in August 2011, initiating the Research and Development (R&D)
activities on angles-only navigation.

Simulation-based R&D | devel 7
(2011) developement environment

* simulated world

* no operational constraint ARGON
(PRISMA, 2012)
« ground-in-the-loop scheme

 orbit determination

« safety monitoring with GPS AVANTI

« optimal visibility conditions (BIROS, 2016)

« limited orbital perturbations

« dedicated chaser spacecraft * onboard autonomous rendezvous

« fully noncoopertative target
* poor visibility

« strong differential drag

* Earth observation spacecraft

Figure 1.1: Research roadmap. The blue arrows depict the high-level systems used to conduct the research. The
green ones represent the transfer of expertise needed to initiate the development of a more complex system.
The red arrows correspond to the feedback experience used to improve the processes.

This triggered the development and conduction of the dedicated ARGON experiment
in 2012, aiming at demonstrating the ability to rendezvous with a noncooperative space-
craft based only on line-of-sight navigation [48]. In order to reduce the complexity of this
task, the experiment had been designed in a ground-in-the-loop scheme: the images
were acquired in orbit but processed post-facto on-ground, and the resulting guidance
profile for the rendezvous was uploaded to the chaser spacecraft at the following ground
contact.

The fruitful experience gained with the PRISMA satellites served as baseline to de-
sign and implement the more complex AVANTI (Autonomous Vision Approach Naviga-
tion and Target Identification) experiment [49]. This technological demonstration was
conducted in autumn 2016 using the BIROS Earth observation satellite [50] and could
successfully show in orbit the ability to fully autonomously approach a passive object in
a safe and propellant-efficient way using only line-of-sight measurements provided by a
single camera. As sketched in Fig. 1.1 and explained in more detail in Chapter 2, AVANTI
was way more complex than ARGON, due to the quest for autonomy but also to some
additional constraints posed by the satellite and orbital environment.

In view of the complexity and experimental status of the AVANTI onboard software, it
early appeared obvious that a ground-based verification layer would be needed to sup-
port the characterization and validation of the onboard algorithms, giving the birth to
the ground facility for precise vision-based relative orbit determination. Compared to
the onboard real-time navigation, the ground-based orbit determination benefits from
larger computational power (allowing thus for more advanced and accurate algorithms),



10 1. INTRODUCTION

from much more relaxed time constraints, and from the critical eye of the human oper-
ator, able to better assess the plausibility of the solution. As a consequence, the resulting
reconstructed relative trajectory becomes the best possible post-facto knowledge of the
state of the formation. This can serve as reference to characterize the performance of the
onboard algorithms and, of course, to monitor from ground the safety of the formation
during close approaches. This facility was an evolution of the version built to support the
ARGON experiment and benefited from the experience gained at that time. For clarity,
this thesis will only present the most mature version used for the AVANTI experiment.
Data from ARGON has retroactively been processed to support the analyses.

Conducting such an endeavor would not have been possible without a realistic sim-
ulation environment for the design, implementation, validation and test of the algo-
rithms. This environment had to mature in parallel to the progress of the experiment
preparation. Different assumptions had been made concerning the orbit perturbations,
sensor behavior and visibility of the target. The experience gained in orbit indicated that
some of the assumptions were not fully correct, opening new doors for further improve-
ments. Furthermore, some of the adopted technical solutions also showed the need for
enhancement. As a consequence, in a final movement, the thesis revisits the algorithms
and methods, looking for what could have been done better by extracting lessons learned
from past applications which can be used for future missions.

1.6. THESIS OUTLINE

The thesis closely follows the historical roadmap of the research. Chapter 2 and 3 intro-
duce the problem of angles-only relative navigation in detail as well as the experimental
framework used to validate the algorithms and to gain relevant flight experience. Chap-
ter 4 tackles the problem of on-ground relative orbit determination. As already stated, in
order to better highlight the specifics of each mission, flight data coming from the AR-
GON and AVANTI experiments are analyzed together. Chapter 5 focuses on the design
of a spaceborne relative navigation system. In view of the limitations posed by onboard
implementation, dedicated design choices had to be made in order to ensure a real-time
utilization. The experience coming from the AVANTI experiment is used to support the
discussion. Chapters 6 and 7 summarize the further research activities that have been
carried out since the AVANTI experiment was conducted. They aim at answering RQ3
by investigating what could have been improved in order to make the relative orbit de-
termination task operationally more sound. Chapter 6 focuses on the problem of ini-
tial orbit determination, demonstrating that it would have been possible to make the
relative navigation algorithms fully standalone. Chapter 7 concludes the investigations
by introducing new methods to improve the robustness of the navigation in the pres-
ence of outliers and enhance the realism of the expected navigation errors. Chapter 8
summarizes the achievements and lessons learned and concludes with open issues and
recommendations.



MISSIONS AND TOOLS

This chapter provides an overview of the framework used to develop and conduct the in-
orbit experiments. After the description of the PRISMA and FireBird missions, which re-
spectively hosted the ARGON and AVANTI experiments in 2012 and 2016, the model-based
development and simulation environment is presented. This tool set was employed to sup-
port the design, implementation, testing and validation of AVANTI's spaceborne angles-
only autonomous rendezvous system.

Parts of this chapter have been published in Advances in Space Research 31, 11 (2018) [51], Proceedings of
the 69! International Astronautical Congress [52] (2018) and Proceedings of the Workshop on Simulation for
European Space Programmes (2015) [53].
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2.1. IN-ORBIT DEMONSTRATION MISSIONS

2.1.1. THE PRISMA FORMATION

The PRISMA satellites [54] constitute one of the most ever sophisticated and successful
formation-flying missions. This technology demonstration was led by the Swedish Space
Corporation (now OHB-Sweden) and launched in 2010. Its objective was to advance and
validate key technology (sensors, actuators, methods, algorithms) for formation flight
[44]. As already mentioned in the introduction, several international partners were in-
volved in the mission: the French space agency (CNES), the Technical University of Den-
mark (DTU) and the German Aerospace Center (DLR). Two small satellites have been
injected in a near-circular, Sun-synchronous dawn-dusk orbit at about 750 km altitude
to create the PRISMA formation depicted in Fig. 2.1: Mango, equipped with a propulsion
system and bedecked with different formation-flying sensors, actively chasing Tango, a
simpler satellite without orbit maneuvering capability.

Figure 2.1: The PRISMA formation: Mango (left) chasing Tango (right) (image credit: OHB-Sweden).

Mango was a three-axis stabilized satellite with 3D maneuver capability. Its precise
attitude control relied on reactions wheels and star trackers. In addition to the equip-
ment required for attitude and orbit control, Mango embarked dedicated sensors for
formation-flying: a Formation Flying Radio Frequency (FFRF) system contributed by
CNES [14], a Vision-Based System (VBS) constituted of far- and close-range cameras to-
gether with a processing unit provided by DTU [45], and a spaceborne real-time GPS-
based navigation system delivered by DLR [55]. Tango was instead simpler, featuring
a coarse three-axis attitude stabilization based on magnetometers and torquers. De-
spite its simplicity, Tango was equipped with sensors enabling precise formation-flying:
a GPS receiver delivering in real-time raw measurements to the Mango spacecraft via an
intersatellite link, as well as additional equipment to support the FFRF and VBS systems.
Table 2.1 summarizes the main mission and spacecraft characteristics. Note that, in Ta-
ble 2.1, the nominal cross-sectional area A (i.e., normal to the spacecraft velocity) has
been used to compute the ballistic coefficient B = Cp A/ m, where = Cp and m stand for
drag coefficient and mass. For a dawn-dusk orbit, the normal to the solar panels is ori-
ented towards the orbit angular momentum, so that the cross-sectional areas for Mango
and Tango respectively amounted to 80x80 and 80x30 cm?. An identical drag coefficient
Cp = 2.3 has been assumed for both spacecraft in order to compute their ballistic coeffi-
cients.
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Table 2.1: Relevant characteristics of the PRISMA mission.

Item Value Unit
. semi-major axis 7130 km
.2 | eccentricity 0.004 -
g inclination 98 deg
5 | local time of ascending node 06:00 hour
- argument of perigee 178 deg
g | mass (wet) 145 kg
£ | dimensions 80x80x130 cm?
= | ballistic coefficient 102x 103  m?kg!
o | mass 40 kg
%D dimensions 80x80x30  cmd
& | ballistic coefficient 13.8x10°3  m?kg!

The GPS-based navigation system was composed of single-frequency GPS-receivers
developed by DLR [56], of two antennas per spacecraft (to ensure full sky coverage) and
of an onboard navigation filter implemented on the Mango spacecraft able to process
the GPS raw measurements of both spacecraft, in order to deliver real-time absolute and
relative navigation with unprecedented accuracy (at meter and centimeter levels respec-
tively). This system served as backbone to continuously monitor the safety of the forma-
tion and to perform precise GPS-based formation control. The onboard navigation sys-
tem was complemented with an on-ground verification layer, which could deliver even
more precise relative positioning products accurate at sub-centimeter level [11]. These
products served as reference to calibrate and cross-validate all the other relative naviga-
tion sensors during the mission.

During the mission experiment time-
line, numerous advanced formation-
flying activities were conducted by the
different partners [54]. In addition to the
delivery of the GPS system, the contribu-
tion of DLR consisted in the conduction
of the SAFE (Spaceborne Autonomous
Formation Flying Experiment) forma-
tion keeping [57, 10] as well as the AOK
(Autonomous Orbit Keeping) [58] exper-
imental campaigns. This latter experi-
ment was set up to show how formation-
flying techniques could also be exploited
to accomplish autonomous control for
a single satellite to maintain its ground
track close to a reference trajectory. In Figure 2.2: Cooperative close-proximity operations (dis-
the framework of the SAFE experiment, tanc.e of about 15 m) during the PRISMA mission (image

. . . credit: OHB-Sweden).
several autonomous formation acquisi-
tion and control experiments based on
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the impulsive control and relative orbital elements frameworks (described in Sec-
tion 3.2.4) were conducted, demonstrating close rendezvous up to a few tens of meters
[57]. Other experimenters of the PRISMA project focused on continuous control applica-
tions and could even demonstrate closer approaches such as depicted in Fig. 2.2. In fact,
being specifically designed for precise formation-flying in low Earth orbit, the PRISMA
testbed offered the possibility to demonstrate what could ultimately be done using two
cooperative spacecraft.

2.1.2. THE ARGON EXPERIMENT
After the successful completion of its primary mission goal, namely of the demonstration
of precise GPS-based formation-flying, it became tempting for DLR to use the PRISMA
testbed to simulate rendezvous with noncooperative targets. In this context, noncooper-
ative means that the target spacecraft does not transmit any information anymore (po-
sition, velocity, etc.) to the chaser. This triggered the conduction of two camera-based
experiments. In order to get familiarized with this topic, images of the target spacecraft
have been first collected during the time in which the mission was operated by DLR [59].
Based on this precursory experience, the ARGON (Advanced Rendezvous demonstration
using GPS and Optical Navigation) experiment has been designed and executed between
April 220d gnd 27t 2012 [48]. The objective was to demonstrate the ability to conduct a
ground-in-the-loop vision-based rendezvous to a noncooperative target from 30 km to
3 km intersatellite separation. Mango played the role of the chaser spacecraft in charge
of the approach. Tango, which had been considered noncooperative for the sake of the
experiment, took the role of the target. In view of the reduced experimental time slot,
only one approach could be exercised.

This on-orbit demonstration could benefit from the technological wealth offered by
a formation-flying testbed: 3D maneuver capability, precise attitude control and dedi-
cated far-range tracking camera on the chaser side. Because the target was considered
noncooperative, the GPS-based relative navigation system was not directly used during
the experiment but was in the background always active for formation safety monitor-
ing, such that valuable accurate measurements of the formation at any time could be
stored for further investigations. The existence of precise relative positioning products
derived post-facto using the raw (code and carrier phase) GPS data [11] constitutes in
fact a precious asset for the precise analysis of the navigation and control errors, but also
for the characterization and validation of the sensor and image processing performance.

The VBS far-range sensor used to track the target object was a modified version on
the fully autonomous miniaturized pASC star-tracker [21], whose main characteristics
are summarized in Table 2.3a. The same sensor would be later used for AVANTI, allow-
ing for extensive transfer of experience between both experiments. As already explained
in the introduction, compared to the traditional star-tracker, the VBS introduces an elec-
tronic shutter control for improved dynamic range and dedicated algorithms located in
the digital processing unit to automatically detect non-stellar objects [45]. During the
ARGON experiment, it has been preferred to directly process the raw images (i.e., to de-
tect and extract the non-stellar objects from the pictures) instead of relying on the addi-
tional built-in feature provided by the VBS system to do this task.

In order to cope with the limited data budget of the Mango satellite, a special feature
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Items Value Unit [ ] ]
field of view 18.3x13.7 deg =
resolution 752x 580  pixel p b
focallength 20 mm
g o
n
(a) Key camera parameters. (b) Delivery of Regions of Interest.

Figure 2.3: Some relevant characteristics of the #ASC star tracker.

of the camera allowed sending only the most important information of the image, by
automatically selecting Regions of Interest (16x16 pixels) around the luminous objects
detected in the image as depicted in Fig. 2.3b. This compression format allows for a
substantial reduction of the picture size. In fact, the size of a typical image comprising
60 objects is decreased from 436 kB to only 15 kB.

2.1.3. THE FIREBIRD MISSION

The second experimental opportunity for this research was given by the FireBIRD mis-
sion, which is primarily a small-scale Earth observation mission for the detection and
quantitative analysis of High Temperature Events like wildfires and volcanoes [50]. Fire-
BIRD consists of a constellation of two similar satellites: TET-1 (Technologie-Erprobungs-
tréiger 1, launched in 2012) and BIROS (Bispectral InfraRed Optical System, launched in
2016) which are both equipped with a bispectral infrared sensor and a camera record-
ing in the visible and near-infrared ranges. Together, the satellites constitute an exper-
imental platform for early fire detection with high spatial resolution. Both spacecraft
inherit from the technological expertise gained with the precursor satellite BIRD (Bis-
pectral InfraRed Detection, launched in 2001) and fly on near-circular low-altitude high-
inclination orbits typical for Earth observation missions (c.f., Table 2.2) .

(a) The main payload of TET-1/BIROS. (b) Fire detection made by TET-1 in Chile (2017).

Figure 2.4: Fire detection payload and product (image credit: DLR-OS).
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TET-1 and BIROS share the same satellite bus and are thus similar in shape. Both
spacecraft belong to the class of small satellites with a wet mass of less than 150 kg and
are three-axis stabilized thanks to the use of reaction wheels and star trackers (the same
HASC star-trackers [21] as for PRISMA). Despite their similarity, TET-1 and BIROS em-
bark different secondary experimental payloads. Two of them are of special relevance
for this research. First, a single-direction cold-gas propulsion system has been intro-
duced for BIROS, allowing for minor orbit corrections. Second, BIROS has been designed
to embark a third-party picosatellite built by the Technical University of Berlin (named
BEESAT-4 [60]) to be released in-orbit by means of a picosatellite launcher [61].

Table 2.2: Relevant characteristics of the AVANTI formation.

Item Value Unit
o semi-major axis 6880 km
.S | eccentricity 0.001 -
g inclination 97 deg
5 | local time of ascending node 21:30 hour
- argument of perigee 246 deg
v | mass (wet) 140 kg
8 dimensions 58 x 88 x 68 cm?
& | ballistic coefficient 8x103 m?kg!
£ | mass 1 kg
% | dimensions 10x10x10  cm3
&= | ballistic coefficient 23x103 m?kg!

This latter feature has been motivated by the desire to gain experience in the design
of small distributed Earth observation satellite systems, for which a child spacecraft flies
well in advance in front of a mother satellite to coarsely detect events of interest, letting
time to the mother spacecraft to subsequently orient its accurate payload towards the
location of this event. The ejection of a Cubesat in space was a unique opportunity for
this research, since it could serve as noncooperative target for the sake of a rendezvous
experiment without the need of spending a large amount of propellant to navigate to
an existing space object. The resulting formation (depicted in Fig. 2.5) has been used as
experimental platform to conduct the AVANTI experiment in autumn 2016, which aimed
at demonstrating spaceborne vision-based autonomous approach to a noncooperative
target [49].

Figure 2.5: The AVANTI formation: BIROS (left) chasing BEESAT-4 (right).
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2.1.4. THE AVANTI EXPERIMENT

The major advance of the AVANTI (Autonomous Vision Approach Navigation and Tar-
get Identification) experiment is summarized in the first letter of the name: autonomy.
Many tasks had to be autonomously executed onboard: image processing and target de-
tection, relative navigation, creation of safe and propellant-optimal orbit guidance plan,
execution of maneuvers, switch between different attitude modes, and formation safety
monitoring [49]. The ground activities were limited to the choice of the final formation
configuration to be reached by the onboard autonomous system, and to some additional
monitoring and validation activities. In view of the required level of onboard autonomy,
the core algorithms have been implemented as additional guidance navigation and con-
trol (GNC) modes directly interfaced to the Attitude and Orbit Control System (AOCS) of
the chaser spacecraft [62], implying that the onboard AVANTI software module had full
translational and rotational control of the chaser satellite during the experiment lifetime.

camera chaser ~maneuver GPS

data attitude  data data
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bostar l ees il aOCS | Angles-only Navigation
| trackers i JIL | Relative System
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Figure 2.6: Architecture of the AVANTI experiment.

In fact, AVANTTI is a complete self-contained GNC experiment, as depicted in Fig. 2.6.
The real-time angles-only relative navigation system and the facility for angles-only rela-
tive orbit determination, main topics of the thesis and highlighted in blue, are only parts
of the whole system. As shown in the figure, the onboard relative navigation system is in
charge of processing the images collected by the camera and, together with the knowl-
edge of the maneuvers which have been executed, is able to derive in real-time a relative
navigation solution which feeds the onboard controller. A safety monitoring module ul-
timately validates the onboard autonomously generated guidance plan before sending
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the maneuver commands to the AOCS. The AVANTI flight software is written in C++ and
runs under the RODOS operating system [63]. More details on the experiment design
can be found in [49].

As already sketched in Fig. 1.1, this peculiar experimental framework induced some
additional difficulties compared to the ARGON experiment, making AVANTI a much
more challenging scenario in terms of angles-only rendezvous in orbit [64]. Four ad-
ditional difficulties can be in fact identified. First, contrary to the ARGON experiment
which, thanks to the dawn-dusk orbit of the PRISMA satellites, benefited from optimal
illumination conditions, AVANTI is meant for approaching target objects flying on any
kind of low Earth orbits. As depicted in Fig. 2.7, this has dramatic impacts in terms of vis-
ibility of the target with respect to the chaser, since the target object is eclipsed during a
large part of the orbit (blue part of the relative elliptical motion) and the camera becomes
blinded by the Sun during another large part of the orbit (corresponding to the portion of
the relative motion represented in orange). As shown in the figure, the camera is blinded
during a large period of time. This is due to the fact that, at far-range, the exposure time
of the camera is set to a high value (0.25 s) in order to track the faint objects (up to a
visual magnitude of 6-7). Even if the camera is not directly pointing to the Sun, multiple
reflections of light within its baffle might be enough to blind it. A Sun-exclusion angle of
70°(according to the constructor) has thus to be kept to ensure the proper functioning of
the camera. As a result, only a small portion (about 10 %) of the relative motion can be
observed, weakening thus the observability property. Note that, during most of the ex-
periment time, the camera was used as standard star-tracker with a fixed exposure time,
but the device also offers the possibility to activate automatic shutter control if needed.
This function was used during the experiment when entering the close-range domain
(typically for intersatellite distances smaller than 1 km).

target S S

eclipsed,” tI/M

S ) Jlinaec

=TT T —
- chaser |V S T T T ——

Vq\visible
relative
target motion

focal plane

Figure 2.7: Limited visible relative motion in low Earth orbits. The part of the trajectory which is not visible is
represented by a dashed line.

The second major difference with respect to ARGON is due to the low altitude of the
BIROS orbit. Combined with the fact that BIROS and BEESAT-4 greatly differ in shape
and mass, thus featuring a very different ballistic coefficient (c.f, Table 2.2), this induces
a strong unknown differential drag which has to be estimated as part of the relative nav-
igation process.

The third difference comes with the limited onboard resources and the constraints
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posed by the satellite. In particular, it had been chosen to make use of one of the existing
star cameras as shown in Fig. 2.6 to follow the picosatellite instead of using a dedicated
tracking camera like in PRISMA, resulting in a non-nominal attitude profile which, in
turn, conflicted with the power and thermal requirements. As a result, dedicated phases
were necessary to cool down the satellite during which the target was not anymore in the
field of view. Furthermore, BIROS was equipped with a single-direction thruster, so that
dedicated slews of the satellites were necessary to execute maneuvers, reducing further
the time allotted to observe the target. Last but not least, the frequency of observations
was limited to one image every 30 seconds to cope with the limited data bandwidth and
computational power of the onboard computer. In fact, the star tracker was interfaced
to the onboard computer with a serial link, requiring 10-15 s to transfer a single image
comprising 60 Regions of Interest. The onboard computer was based on an industrial
Power PC 823e processor without floating point support and clocked at 48 MHz, yield-
ing a computational speed of 66 MIPS [65]. In view of this limited power, several seconds
were necessary to perform the image processing activities. As highlighted in the follow-
ing chapters, these constraints (poor visibility and spacecraft limitations) contributed to
a very limited amount of measurements.

The final major difficulty of AVANTI lies in the lack of any external reference for cross-
validation. Contrary to ARGON, no differential GPS could support the experiment, mak-
ing the monitoring of the formation safety and the subsequent analysis of the system
performance much more difficult. As already explained, the results of the precise orbit
determination done on ground are the best possible post facto knowledge of the state of
the formation. This optimistic statement should not hide the fact that in such conditions
(degraded visibility conditions and strong orbit perturbations), angles-only relative orbit
determination in low Earth orbit remains a delicate task. As a result, collecting valuable
in-orbit experience regarding the system behavior and the achievable performance was
also part of the experiment. In order to obtain a unique independent assessment of
the accuracy of the relative trajectory reconstruction, a short ground-based radar track-
ing campaign has been carried out during the commissioning of AVANTI using the Ger-
man TIRA (Tracking and Imaging Radar) ground station of the Fraunhofer-Institut fiir
Hochfrequenzphysik und Radartechnik (Institute for High Frequency Physics and Radar
Techniques).

More than two months in orbit were necessary for the successful completion of the
experiment, most of the time being dedicated to a thorough commissioning of the space-
craft. Dealing with spaceborne autonomous close-proximity formation-flight, it was in-
deed necessary to ensure that all subsystems involved in the experiment were working
properly before starting an autonomous approach. As depicted in Fig. 2.8, following
the ejection of BEESAT-4 on 9 September 2016, several rendezvous and recede activities
with different levels of autonomy could be already exercised during the commissioning
phase, generating a valuable collection of images at different ranges. Once the satel-
lite was commissioned, the full featured experiment (called autonomous rendezvous in
Fig. 2.8) could start on 19 November 2016, during which two autonomous approaches
were performed, first from 13 km to 1 km, then from 3 km to 50 m [62].

The problem of angles-only navigation presents different flavors depending on the
intersatellite distance. Since the complete AVANTI experiment (including the commis-




20 2. MISSIONS AND TOOLS

N nom
commissioning iz:]odec;v::ss

[=))
(=]

.
)

1st approach
2nd approach

distance [km]
(98]
[

—_
wn

§
L]
g
0 g
09/09 29/09 19/10 08/11 28/11

Figure 2.8: Intersatellite distance during the AVANTI campaign in 2016.

sioning phase) covered the full range between 50 km to 50 m, the following scenarios
could be investigated during the experiment:

 Far-range field (during the commissioning phase: 21 September to 6 October and
15 to 23 October). This corresponds to the first contact with the target object at
far-range, typically for separations of a few tens of kilometers. The main difficulty
here is to be able to distinguish the target and to perform a meaningful orbit deter-
mination given the hardly observable variations of relative motion at this distance.

* Far to mid-range approach (during the commissioning phase: 7 to 14 October
and 24 October to 18 November; autonomously: 19 to 23 November). This range
covers the main objective of the AVANTI experiment, namely the ability to au-
tonomously navigate towards a desired hold point at a few hundred meters dis-
tance, far enough to guarantee homogeneous visibility and brightness conditions
throughout the entire approach.

* Close-range field (autonomously: 25 to 28 November). When decreasing further
the distance, the increasing brightness and target size greatly degrade the accuracy
of the line-of-sight measurements, posing new challenges to the relative naviga-
tion.

The peculiarities encountered at different distances will be described more in details
in Sections 4.4 and 5.4.

2.2. DEVELOPMENT, SIMULATION AND TEST ENVIRONMENTS

The scarcity of real space missions makes a flight opportunity an exceptional occasion
for every research team and a unique chance which should not be missed. However, it
can be challenging to design a system able to perform in orbit if the resources and time
allotted to the development are limited. The design, implementation and operations of
the AVANTI experiment were made by a small team of two people within a limited time
span of about four years. A few engineering solutions have been identified during the de-
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velopment of AVANTI which have undoubtedly contributed to its successful realization.
They are summarized in what follows.

2.2.1. MODEL-BASED MULTI-SATELLITE SIMULATOR

The more complex a system, the more acute the need for a comprehensive and highly re-
alistic simulation environment. In the case of AVANT], it early became obvious that such
a tool would be needed in view of the numerous challenging and sometimes conflicting
interactions posed by the experiment (see [66] for further details). In order to simultane-
ously address all this issues, an advanced simulation environment is required to properly
model the perturbations acting on the system, understand the interactions between the
different spacecraft components, assess the impact of the error sources, define and ver-
ify the behavior in case of contingencies, etc. Understanding the main factors impacting
the navigation performance in the AVANTI experiment allows deriving the following re-
quirements in terms of level of realism:

» The simulator shall create realistic pictures of the sky, affected by image distortion
and comprising additional random non-stellar objects. Rationale: in low Earth
orbit, the probability to image other debris is non negligible, which might impact
the target detection performance.

e The simulator shall allow for translational control during the execution of a sce-
nario, shall simulate the typical maneuver execution errors and shall offer the pos-
sibility to simulate failures of the thruster system. Rationale: as described later in
Chapter 3, angles-only relative navigation suffers from weak observability, requir-
ing the execution of maneuvers to solve the ambiguity in the range determination.
These maneuvers are part of a rendezvous guidance profile, which has to be done
safely, and which has to be autonomously computed onboard. Maneuver execu-
tion errors affect the relative navigation and guidance performance.

e The simulator shall allow for rotational control during a scenario and shall simu-
late the time required to slew. Rationale: since BIROS does not have 3D maneu-
vering capability, the spacecraft needs to rotate to execute an orbit maneuver, in
which case the target spacecraft might exit the field of view of the camera. The
same happens if the communication antennas need to be directed to the ground
stations.

* The simulator shall realistically model the target visibility. Rationale: eclipses and
camera blinding due to the Sun greatly affect the target visibility and relative nav-
igation performance.

e The simulator shall include attitude-dependent power and thermal models. Ra-
tionale: the camera has to be directed towards the target picosatellite, resulting in
a non-nominal attitude profile, which impacts the power and thermal budget of
the chaser spacecraft.

» The simulator shall realistically model the orbit perturbations. Rationale: the high
differential drag encountered at low altitude (500 km) greatly disturbs the relative
navigation and control algorithms.
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The design of the AVANTI experiment could fortunately rely on DLR’s in-house Multi-
Satellite Simulator (MSS) [67], which had already been used in the past to design ad-
vanced autonomous embedded formation-flying systems like the TanDEM-X Autono-
mous Formation Flying System [9] or the SAFE experiment with PRISMA [57]. MSS is
based on the C++ libraries provided in [68] and comprises a collection of aerospace com-
ponents to accurately model the environment (gravity field, orbital perturbations, posi-
tion of the celestial objects, reference frames) as well as key sensors and actuators. This
simulation environment originally focused on GNSS-based formation navigation and
control. Therefore new developments were necessary to cover the problem of camera-
based navigation. Still, the majority of the models were already existing and validated,
resulting in a significant gain of time during the development phase of the simulation
tools. Two models needed to be added to support the experiment:

* A camera model, able to create representative images. Here, some trade-off were
necessary, because the simulation of high-fidelity images is an extremely difficult
task. However, dealing with line-of-sight navigation, most of the difficulties could
be avoided: all objects imaged by the camera (stars, planets, artificial satellites)
can be approximated by a Gaussian point spread function, whose shape only de-
pends on the object magnitude. Still, the model has to account for typical error
sources in order to faithfully model the reality: background noise, optical distor-
tion, aberration, hot spots (pixels which are constantly bright), presence of other
satellites, non-visibility during eclipse and blinding due to the Sun. The execution
of ARGON prior to AVANTTI was of great help, because the camera model could be
calibrated using real images [57].

* Aspecific spacecraft model, able to mimic the relevant characteristics of the satel-
lite (time necessary to slew, thermal and power behavior, maneuver execution and
attitude guidance errors).

Despite the considerable efforts devoted to the realization of a high-fidelity simula-
tion environment, it is always wise to have in mind that a model might have some de-
ficiencies. For AVANTI, the most difficult modeling aspect was the visibility prediction.
Dealing with a very small target whose apparent magnitude at several tens of kilome-
ters reaches the sensitivity limit of the camera (magnitude 6-7), the maximal distance
at which the spacecraft could be imaged was not precisely known. Similarly, the time
during which the camera was blinded by the Sun was also extremely difficult to model,
because of the multiple reflections of the stray lights with the spacecraft structure which
might affect the camera.

Being written in C++, the MSS framework can support a large variety of missions.
For the past research activities, a MATLAB/Simulink® wrapper had been created by the
means of so-called S-Functions. For AVANTI, it appeared more convenient to embed
the models within a proprietary graphical interface (shown in Fig. 2.9) able to offer more
flexibility (such as to display in real-time simulated images) and able to integrate custom
tools (creation of procedures, control of an external optical simulator).
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Figure 2.9: MSS simulator used to simulate the AVANTI experiment.

2.2.2. RAPID SOFTWARE PROTOTYPING

During the development of the flight software, two aspects greatly reduced the imple-
mentation efforts.

1. Interfacing from the very beginning the flight software with an existing simula-
tion environment. In order to speed up the development process, it is tempting
to begin with the implementation of the flight software at a very early stage, while
the underlying core algorithms are still under investigation and development. This
approach presents the advantage of providing well in advance relevant system in-
formation (telemetry budget, interface definition, system behavior, etc.). On the
other hand, the development of novel complex GNC algorithms might require the
use of an already existing and validated external high-fidelity simulation environ-
ment, as described in the previous section. This poses severe constraints in terms
of software design since, having been developed and validated prior to the start
of the project, this simulation environment is not necessarily compatible with the
software environment required by the flight software (featuring, for example, a dif-
ferent operating system or programming language).

The solution to this issue consists in creating a separated container where the ex-
periment flight-software is running and where the key functionalities of the on-
board operating system are implemented. This container can take the form of an
external computer, of a virtual machine, or simply of a dynamic library running
on the simulation computer, which is then called by the different functions and
models composing the simulation.
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Figure 2.10: Interfacing an existing validated simulation environment with the flight software.

Figure 2.10 provides a graphical representation of this approach. The flight soft-
ware is implemented in the container using the target programming language and
relies on the libraries provided by the target operating system (access the other
devices of the satellites bus, timing and threading functions, handling of teleme-
try and telecommands, etc.). The main advantage of this approach is that the flight
software does not need to be adapted for the sake of the simulation. In fact, it uses
the same objects and methods as the ones available on the satellite bus, so that the
blue component in Fig. 2.10 is identical to the flight version. As a result, there is
no need to keep several versions of the software for different purposes: the flight
version is directly used during the early investigations of the GNC algorithms and
grows in maturity as the developments mature.

Inside the container, some software stubs need to be implemented as gateways to
the simulation models (and are thus totally different from their equivalent flight
version). For example, a model of a GPS receiver computes a simulated GPS nav-
igation fix in the simulation environment, which is sent to the stub of the object
instance interfacing the GPS receiver. The stub, which is fed with simulation data,
provides this simulated navigation fix when requested by the flight software as if
data from real hardware components were read. Of course, it is also needed to
modify the handling of time within the container, so that the algorithms can run
in accelerated time (the operating system is nominally designed to work in real-
time, which is not suited to the design of the GNC algorithms). Note that there
is no general recipe for such a low-level modification which is specific to the op-
erating system. For AVANTI, this has been done by replacing the RODOS timing
functions (which controls the thread scheduling) with a modified version which is
externally triggered by the simulation environment.

2. Interface definition as meta data. Interfaces are one of the most important as-

pects for the successful integration of a subsystem into a complex system. As a
result, special care must be taken to precisely define the interfaces in the very
early phases of the project. The interfaces definition is however subject to fre-
quent updates throughout the development process. Automation can be of great
help to reduce the efforts needed to reflect the interface changes in the documen-
tation and software. It has been found useful to rely on a central database serving
as backbone for the development and documentation tools. A dedicated library
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has been developed in form of a C++ class for this purpose, comprising several
methods to generate different products (documents, code) once the database has
been loaded. Some of these functions are illustrated with a yellow background
in Fig. 2.11. The library takes advantages of the Object Linking and Embedding
(OLE) automation offered by Microsoft ActiveX to access and write inside docu-
ments from an external application [69].
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<name>FILTER_INITIALIZE</name>
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TC_FILTER INITIALIZE =~
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Initialize the filter.
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Name Description Size x Data Type  Unit
PO Initial Position Vector 3 x double m
threshold Data editing threshold 1 x ushort m

Documentation

Figure 2.11: Centralized interface database as backbone for several interfacing tasks.

The database contains:

* The inputs/outputs of each component of the GNC system (such as filter,
guidance, safety monitoring, or image processing modules).

* The telecommands, comprising Application ID, description, and list of pa-

rameters, etc.

* The telemetry packets, comprising Application ID, description and content,
which is made of a selection of the outputs of the GNC components.

As depicted in Fig. 2.11, the centralization of all interface information into a unique
database allows for a rapid update of the documentation and software, and ensures the
overall consistency of the interfaces. In particular, the update process takes care of:
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* Generating the C++ objects describing the inputs and outputs of every GNC com-
ponent.

* Generating the C++ functions to generate telemetry packets by assembling the
outputs of the GNC components and to read the content of a packet.

* Updating the Interface Control Document and filling the interface database of the
external partners (such as Ground Segment).

Overall, this approach based on a centralized database presents many advantages,
which are only tempered by two small drawbacks. First, this requires the development
and maintenance of additional tools to support the aforedescribed automation (note
that this effort is greatly reduced once the tools already exist). Second, this might result
in a lack of flexibility during the definition of the interfaces if, for example, non-standard
data types have to be introduced but are not supported by the database.

2.2.3. HARDWARE-IN-THE-LOOP CAPABILITY

Last but not least, the ability to include the real sensor hardware in the simulation envi-
ronment greatly improves the validation and test activities. Here again, the construction
of such testbeds can require considerable resources. The basic underlying idea consists
in physically simulating the environment sensed by the camera. This can be realized by
building a model of the target spacecraft and illuminating it in a realistic way (as done
with the DLR’s European Proximity Operations Simulator facility (EPOS 2.0) [70]), or by
actively stimulating the sensor with electromagnetic radiations generated by a dedicated
device. This latter approach is much more flexible and more adapted to far-range navi-
gation, and was thus retained to support the AVANTI experiment. However, reproducing
the reality in this way can be extremely challenging, even for simple line-of-sight naviga-
tion. If the objective of the hardware-in-the-loop facility consists in assessing the sensor
performance, dedicated efforts have to be made in the realistic modeling of the quan-
tity of light emitted by the different objects of the imaged scene and in compensating
the possible optical distortions. Such realistic test facilities are used for the development
of star trackers and could unfortunately not be used for AVANTI because they do not
foresee the possibility to simulate in real-time a moving artificial satellite.

As a result of the needs and constraints, a simple solution was preferred. In view of
the difficulty of simulating realistic images, it has been decided to restrict the scope of
the hardware-in-the-loop facility to a functional verification tool. In fact, performance
analyses could already be conducted to a large extent using the flight-data collected dur-
ing the ARGON experiment. For AVANTI, only additional functional tests were needed to
verify the proper interfacing of the camera with the flight software, to perform software
profiling activities using the target computer and to conduct end-to-end tests during the
integration of the satellite.

A minimalistic approach was shown to be enough to satisfy these basic functional
needs. In fact, a star camera often recognizes the celestial objects based on the geome-
try of the star pattern, and the pASC is no exception. Thus, the luminosity of the stars
does not need to be modeled to ensure proper recognition of the spacecraft attitude. In
addition, a star camera tolerates some angular errors (typically up to a few arcminutes
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[71]) to compensate for its own optical distortion, making the introduction of complex
and expensive compensation optics unnecessary.

(c) Content of the box. The LCD display is on the left.

Figure 2.12: Minimalistic optical simulator built to support the development and testing of the AVANTI exper-
iment.

As shown in Fig. 2.12, the design adopted for the AVANTI experiment simply consists
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in a 90 cm long box, in which a LCD display is fixed at one side and an engineering model
of the star tracker is located at the other side. Because the star tracker expects rays of
light coming from a source located at infinity, a collimation has to be introduced. This is
realized with a simple convex lens with a focal length of 70 cm. The stars are simulated
by activating single pixels of the display. As shown in Fig 2.12b, the images taken by
the star tracker are affected by distortion, induced by its own optics and by the use of a
simple convex lens. However, in the center of image, the quality is good enough to derive
attitude information and simulate a moving target object. This non-stellar moving object
was simulated in the same way as the stars, by activating a single pixel on the screen and
updating in real-time its position based on a model of the relative dynamics.

Despite its simplicity and poor simulation performance, this basic testbed revealed
itself incredibly useful during the tests, showing that simple engineering solutions might
often be as suited as much more complex and expensive alternatives.

2.2.4. SOFTWARE VERIFICATION AND VALIDATION

The afore-presented tools are in fact part of a larger integrated methodology employed
for the verification and validation of the AVANTI autonomous embedded system, which
is depicted in Fig. 2.13 and is commonly known as V-diagram. According to the diagram,
the development of the flight software is the result of a top-down cascade of activities.
Starting from the definition of the top level needs (what shall the system do?), the system
requirements are derived, followed by the architectural and detailed design. Finally, the
system components are implemented during the coding phase.

Concept of .
Operations Operations
System
Requirements Verification and
Validation

Architecture Integration, Tes'
& Verification,

Detailed Design Unit Testing

Implementation

Figure 2.13: Graphical representation of the Verification and Validation process, inspired from Reference [72].

On the contrary, the verification and validation activities are done in a bottom up ap-
proach. The proper implementation of the components is verified by the means of unit
tests. This process is entirely automated and runs at every change of the flight software.
Unit testing plays a fundamental role during the development, since it accompanies all
the components from their very early phase up to their most mature version. Numerous
software errors and flaws could be successfully detected using this method during the
development of AVANTL

The verification of the interactions between the different components constitutes the
second step. This is first performed using the simulation environment and then using
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the real sensor in the loop during integration tests.

Finally the system behavior and performance are validated using the simulation en-
vironment during the development phase and then during commissioning activities fol-
lowing the launch. Here again, it has been found extremely useful to early define refer-
ence scenarios which are well understood and allow for an immediate comprehension of
the advantages and drawbacks induced by every further modification of the algorithms.

At a later stage, the experience gained during operations provides relevant feedback
on how the system could be improved, paving the way for the next generation of product.

It has to be mentioned that this verification and validation flow represents a desired
and idealized process. In reality, vicissitudes of life (lack of communication, inexperi-
ence, unexpected problems) make this process nonlinear and highly iterative. In view of
the experimental nature of the system, it is not uncommon that new requirements arise
at a very late stage of the testing process (or even during the commissioning phase), or
that components flaws are detected during operations, thus requiring software patch.
During the AVANTI experiment, it was for example first discovered in orbit that the spe-
cial spacecraft attitude profile required to follow the target with the camera resulted in
an overheating of the spacecraft, which had not been properly simulated before launch.
Therefore, a new functionality was introduced in the AVANTI software (the so-called
cool-down mode, see Fig. 4.18) to automatically orient the radiators away from the Sun
every time the spacecraft temperature reached a certain threshold.

Still, the adopted validation and verification approach revealed itself to be a funda-
mental tool to ensure the quality of a complex system.







ANGLES-ONLY RELATIVE
NAVIGATION

This chapter describes the core principles of relative navigation using line-of-sight mea-
surements and addresses the problem of observability. Relevant mathematical and astro-
dynamical concepts are also introduced to ease the comprehension of the following chap-

ters.

31



32 3. ANGLES-ONLY RELATIVE NAVIGATION

3.1. OVERVIEW

The principles of line-of-sight navigation are straightforward and can easily be recalled
using a two-dimensional representation. As depicted in Fig. 3.1a, two bearing angles
{aa, ap} to a static object located at position C and measured at known positions A and
B are enough to determine in the plane spanned by A, B, and C the unknown position
C. This method is called triangulation and has been known since thousands of years: it
was, for example, already used by Hero of Alexandria [73] for the design of its dioptra,
an ancient astronomical and surveying instrument. If the object is moving, the two ob-
servations have to be simultaneously taken from two different observers at time ¢ to de-
termine the position C(#). Alternatively, if the motion of the object can be modeled, one
single observer can determine the resulting trajectory by taking measurements at differ-
ent epochs (Fig. 3.1b). Since the motion model relies on the initial position C(#y) and
velocity C(fy) of the object, at least four observations are necessary to solve the problem
in the two-dimensional space.

Such a case is, however, rarely encountered: most of the time, the motion of an un-
known moving object (car, airplane, animal, etc.) cannot be modeled nor predicted be-
cause the object is actively controlling its trajectory, and this control action is unknown
to the observer. On the contrary, if no action is exerted by the moving object to alter its
trajectory, the motion obeys the laws of dynamics and can be modeled, provided that
the natural forces acting on the object are known and can be mathematically described.
This favorable case can be advantageously exploited in astrodynamics, where the phys-
ical forces are well understood and where most of the objects are passive (except for
some artificial satellites). The main drawback of this method lies in the possible sin-
gularity which might appear if identical measurement profiles exist for different initial
conditions. An example is shown in Fig. 3.1c. In this case, two state vectors at initial time
fp can result in different trajectories C(#) and D(t) yielding exactly the same set of mea-
surements: the state determination suffers from range ambiguity. Thus the value of the
initial state cannot be determined from the system output (i.e, the line-of-sight measure-
ments) and the system is said unobservable. Note that this issue would be immediately
solved if only one single distance measurement were available.

L gDiect

(1)

A A

(a) Triangulation. (b) Trajectory determination (c) Unobservable motion.
using a motion model.

Figure 3.1: Determination of a position or trajectory using line-of-sight measurements.
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The use of angles-only observations has early been adopted in astrodynamics in or-
der to determine the trajectory of asteroids. In this case, the problem is three-dimension-
al and the observations are direction vectors which can be parameterized by two angles.
In view of the large distance to the asteroid, a simple triangulation method would not
work in a real application because the baseline AB between two observers on Earth
would be too small to yield enough observability (i.e., A and B would be almost con-
founded in Fig. 3.1a). Fortunately, the motion of objects in space can be modeled with
great precision, so that a trajectory determination as represented in Fig. 3.1b becomes
possible, with the difference that at least three independent observations are now re-
quired to fully determine the motion: three pairs of angles to solve the six unknown
components of the initial state vector. Different methods have been developed to solve
this problem, the oldest one dating back to more than 200 years (Laplace and Gauss,
respectively, developed their own algorithms in 1780 and 1809 [74]).

Estimating the relative state of a target satellite during a rendezvous in orbit is very
similar to the orbit determination of asteroids, except that the observations are taken
by a chaser satellite instead of a station on the Earth. This difference has a dramatic
consequence: the system becomes unobservable (in reality it is only weakly observ-
able, as described in Section 3.3.2). This property can be intuitively understood using
Fig. 3.2. Before initiating a rendezvous, the orbit of the chaser is first altered relying on
ground-based absolute navigation to coarsely match the target orbit. Thus the chaser is
ultimately co-moving with the target along a common orbital path. This configuration
greatly differs from an observer which would be fixed in space. Fig. 3.2 depicts the case
for which the chaser and target are flying on similar orbits with identical semi-major

axis. As seen later in this chapter, this configuration results in an elliptical relative mo-
tion with a fixed mean separation between the satellites. The projection of the relative
motion on the focal plane of the chaser camera can be well measured, but not the inter-
satellite separation: an infinity of configurations corresponds to one given measurement

profile.

Qo—- - -—
—— ) J o B e
- chaser s i P ——
~ a ;S target -
measurement
profile on the
focal plane

Figure 3.2: Range ambiguity in the determination of the relative motion: several solutions match the same

measurement profile.

This limitation constitutes a severe difficulty when estimating the relative motion
using a single observer but, unfortunately, no other affordable alternative exists when
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dealing with noncooperative objects at far-range. As explained in the introduction, the
use of active ranging devices would result in high power consumption. The method of
triangulation could also solve the range ambiguity but would require the use of two dif-
ferent cameras separated by a very large baseline. The exact computation of the distance
L estimated by measuring two angles aj and ap as shown in Fig. 3.1a is:
L=AB—IASIIB (3.1)
sinap +sinag
Without entering into a cumbersome variance analysis of this triangulation equation,
a rough order of magnitude of the offset required to yield exploitable measurements
can be obtained by considering the angle subtended by a camera offset AB seen from
a distance L = 50 km. This angle is smaller than the typical sensor noise € = 40” if the
baseline AB is smaller than 10 m. Thus, a baseline of several times this value would be
needed to discriminate the measurements from the sensor noise and solve the range
ambiguity. Alternatively, this could also be done using two chaser satellites simulta-
neously observing the same target, but this would dramatically increase the cost and
system complexity. Thus, the single-observer strategy is the most suitable method for
far- to mid-range angles-only relative navigation. When reaching the close-range field,
the shape of the object becomes visible. Thus, other optical methods become possible
to directly estimate the distance between the spacecraft, such a stereo vision using two
cameras or pose estimation by measuring the shape of the model and comparing it to a
known model [75].

3.2. RELATIVE MOTION MODELS

3.2.1. INTEGRATING THE EQUATIONS OF MOTIONS

It is now assumed that a rendezvous in orbit is initiated. For this purpose, the orbit of a
chaser spacecraft has been beforehand modified to match the orbit of the desired target
satellite, and the distance between the satellites has been reduced to less than 50 km.
The fact that both spacecraft are co-moving in close vicinity makes a description of the
relative motion more simple and convenient. It is assumed that the absolute chaser state
yCT = (rCT, vCT ) expressed in an inertial frame .# is known. Here, r. and v, stand for inertial
position and velocity of the chaser satellite. In low Earth orbit, this is easily achieved by
equipping the chaser with a GNSS receiver. The inertial target state y! = (r!,v]) is in-
stead unknown. If Ar () = r¢(t) — r.(¢) denotes the inertial relative position at time ¢, the
most general approach to describe the relative motion consists in integrating Newton’s

second law of motion:
. F(r) F.(1)
AF(t) = - , (3.2)
my me

where m and F(?), respectively, denote the mass and force acting on the spacecraft. Here,
the subscript ¢ and ¢ are introduced to denote quantities related to the chaser and target.

The main advantages of this approach are the flexibility and achievable model accu-
racy, because F;(t) can be described with high precision and complexity. This is not true
anymore if the target is actively performing unknown orbit maneuvers, but this case is
not considered in this research. This strategy comes, however, at the cost of high com-
putational efforts because the integration has to be numerically done as there exists no
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analytical solution for such a general problem. However, if the motion is Keplerian (i.e.,
the gravity field created by the Earth is approximated as a mass point and is the only
force acting on the satellites), a simple solution exists, provided that the absolute mo-
tion is parameterized in terms of orbital elements:

at)! =(a,ei,Q,0,M(1). (3.3)

Here, the components of the vector respectively denote the semi-major axis, eccentric-
ity, inclination, right ascension of the ascending node, argument of perigee and mean
anomaly of the orbit. Note that the mean argument of latitude

u=w+M (3.4)

can also equivalently be used in the place of M). In this case, the time evolution of the
absolute satellite state is trivial [68]:

a(t)’ =(0,0,0,0,0,n), (3.5)

where n = v/ /a® stands for the orbit mean motion, ue being the gravitational coeffi-
cient of the Earth. Despite this simplicity, the Cartesian relative state corresponding to
this model (called nonperturbed relative motion) is not as trivial, because a nonlinear
transformation f is needed to convert the orbital elements into their Cartesian repre-
sentation:

Ay () = yi(1) = ye (1) = fla(D) — f(ac(D). (3.6)

3.2.2. HILL-CLOHESSY-WILTSHIRE MODEL

In view of these limitations (computational complexity of the general formulation or
nonlinearity of the nonperturbed relative motion), considerable research efforts have
been dedicated in the last decades to derive analytical models able to describe the rel-
ative motion in a more simple way. The first and most famous one is represented by
the Hill-Clohessy-Wiltshire equations (referred as HCW in what follows), developed to
study the rendezvous problem. This model describes the relative motion in the rotating
Cartesian Hill frame & [76] whose origin is located at the center of mass of the reference
satellite (chosen to be the chaser in the thesis). The axes of this local co-moving frame
(also called orbital frame) are defined based on the inertial state of the reference space-
craft. The x-axis is along the radius vector, the y-axis is in the orbit plane in the direction
of the motion, and the z-axis is perpendicular to the orbit plane. This frame is called
Local Vertical Local Horizontal (LVLH) or RSW [77] in the literature. Note that this latter
convention is named after the unit vectors R, S, W defining the local orbital frame in [77]
and oriented, respectively, in radial, along-track and cross-track directions. This work
uses a different but equivalent naming convention, where the x,y,z directions are called
Radial-Tangential-Normal (or R-T-N) as depicted in Fig. 3.3. Mathematically, the unit
vectors of the orbital frame & with respect to the inertial frame are defined as follows:

Ic Fec X Ve

eR = eT = eN X @eR. 3.7)

TR eN:—)
lI7el e x vell
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Figure 3.3: Definition of the R-T-N local orbital frame.

Note that the y direction is named tangential because this work focuses on near-
circular orbits. The relative state xT = (x, ¥ %, X%, ¥, 2) between both spacecraft is expressed
in the frame @. Three assumptions are made to derive the HCW equations: the chaser
orbit is circular (i.e., e = 0), the Earth is a point mass (i.e., the motion is Keplerian), and
the distance between the spacecraft is small compared to the radius of the chaser or-
bit (i.e., |Ar| < |Ir.]l). Based on these assumptions, the linearized equations of motion
become [78]:

¥-2ny-3n*x=0, (3.8a)
j+2ni=0, (3.8b)
£+n’2=0. (3.8¢)

This system of first order ordinary differential equations is analytically integrable, yield-
ing the following solution of the initial value problem:

x(t)=2 (Zxo + @) - (3x0 + 2@) cosnAt+ =2 sin nAt, (3.9a)
n n n
X y 2% y
y@)=yo— 220 3 2x0 + @) nAt+ =2 cosnAt+2 3Xxp +2&) sinnAt, (3.9b)
n n n n
2
z(t) = zgcosnAt+ 2 sinnAt, (3.9¢0)
n
X(t) =3xgnsinnAt+ xycos nAt + 2y sin nAt, (3.9d)
y(t) =6xpn(cosnAt—1)—2xpsinnAt+ yo (dcosnAt-3), (3.9¢e)
z(1) = —nzypsinnAt + zgcos nAt, (3.90)

where the subscript Oy denotes the initial value taken at reference epoch f;, and intro-
ducing At = (¢ — tp). Equations 3.9a to 3.9f show that the relative motion is coupled with
the absolute motion of the formation by the term

nAt=u(t) — ugp. (3.10)



3.2. RELATIVE MOTION MODELS 37

The general solution of the HCW homogeneous linear ordinary differential equations is
conveniently expressed using a fundamental matrix @ such as

x(1) = @(1, 1) x(%), (3.11)

® is called state transition matrix and directly relates the state at different times. This
formulation is of great relevance since it allows taking benefit from the powerful linear
theory, widely used for state estimation and control. The state transition matrix can be
finally derived using Equations 3.9a to 3.9f:

(1, 1) =
4 —3cosnAt 0 0 %sinnAt %(l—cosnAt) 0
6(sinnAt—nAt) 1 0 Z(cosnAt-1) L(4sinnAt-3nAr) 0
0 0 cosnAt 0 0 %sin nAt
3nsinnAt 0 0 cosnAt 2sinnAt 0
6n(cosnAt—1) 0 0 —2sinnAt 4cosnAt—-3 0
0 0 -—nsinnAt 0 0 cosnAt

(3.12)

3.2.3. ALTERNATIVE MODELS
Simplicity and linearity are the two major strengths of the HCW model, which also ex-
plains its popularity. However, it is only valid under the following assumptions:

1. small intersatellite distances ( i.e, |Ar| < |rcl)
2. circular orbits
3. Keplerian motion

These limitations can easily be explained by the fact that the HCW equations were
mainly derived to support the spacecraft close-proximity and docking applications in
the 60’s, thus assuming small separation and limited duration of the rendezvous. Since
then, new applications in the field of navigation, guidance, control and maintenance
of formations of satellites have arisen, shedding light to the deficiencies of this simple
model. In the last decades, numerous research activities were conducted to remedy
these issues.

In particular, Assumption #1 is due to the fact that the motion parameterization in
the orbital frame @ does not take the curvature of the orbit path into account. The result-
ing errors are not negligible anymore for separations reaching several tens of kilometers,
which is clearly a problem when addressing far-range rendezvous. This issue can be
mitigated using a curvilinear system [79] or using a parameterization based on relative
orbital elements [80, 81].

Assumption #2 constitutes a problem if the chaser orbit is elliptical (which is not the
case for this research). Tschauner-Hempel [82] and Yamanaka-Ankersen [83] have both
derived models able to deal with elliptical relative motion. Here again, a parameteriza-
tion based on orbital elements such as provided in [81] is also well adapted to take the
eccentricity of the reference orbit into account.
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Finally, Assumption #3 is a real problem in LEO, where for example the Earth’s oblate-
ness strongly influences the orbital motion, causing secular and periodic variations of
the orbital elements, and where atmospheric drag might also have a strong impact, de-
pending on the spacecraft altitude and on the difference in the ballistic coefficients of the
two satellites. In the presence of a non-spherical gravity field, the orbital elements corre-
sponding to a given Cartesian state vector are named osculating. If the motion were Kep-
lerian, they would stay constant. Instead, they vary over time because of the variations of
the gravitational potential. The usual approach to deal with the nonhomogeneous mass
distribution of the Earth consists in computing the mean orbital elements (i.e., by remov-
ing the short- and long-term periodic oscillations) to isolate their slowly varying secular
variation [84, 85]. The contribution of this secular effect is then introduced to improve
the modeling of the relative dynamics. The conversion between osculating and mean
orbital elements is performed using averaging techniques applied to analytical orbital
theories [84, 85]. The geopotential perturbation depends on the position of the satellite
with respect to the Earth and is therefore almost identical for two spatially close space-
craft. Thus, in a first approximation, the mean and osculating relative orbital elements
might be considered identical if such an approximation is compliant with the required
accuracy. Thisis illustrated in Table 3.1, where a formation of two spacecraft flying on al-
most identical orbits and separated by 5 km is defined. At this distance, the simple differ-
ence of osculating elements @ and mean elements & yield similar results (especially for
the relative inclination and relative right ascension of the ascending node), but notable
differences for the other relative orbital elements already appear. Thus, approximating
relative mean and osculating elements might be a problem when designing control laws
based on relative orbital elements. This is the case, for example, if a fine control (at meter
level) of the intersatellite distance is required. According to Eq. 3.15 (introduced later in
this chapter), a relative semi-major axis error of about 8 m resulting from such approxi-
mation would translate into along-track errors of about 37 x 8m = 75 m after one orbit.

Table 3.1: Example of relative orbital elements for a close formation with 5 km intersatellite distance. y. and
¥yt are the absolute inertial state vectors of the chaser and target at a given epoch.

ye [m,m/s] (2220310 633762 6815160 7015.79 -1138.41 2170.52)
¥t (m,m/s] (2224938 633095 -6813904 7014.08 -1138.53  2175.32)
ai—ac [m,-]  (-2.29 1.96x10° -4.24x10% 422x10° -0.0055  0.0062)

& —acm,-]  (-10.00 1.63x10° -4.17x10% 421x10° -0.0126  0.0133)

Consequently, a careful distinction between mean and osculating quantities is of-
ten necessary. The non-homogeneous mass distribution of the Earth generates a gravity
field that can be modeled through a potential function comprising zonal, tesseral, and
sectorial terms [86]. With respect to the uniform mass distribution, the main perturba-
tion effect is produced by the second order zonal contribution (called J»). Among the
relative motion models that include the secular effect produced by J;, one may men-
tion the contributions done by Sedwick-Schweighart [87], by Gim-Alfriend [81], and the
model described by [88] and presented in detail in the next section. These models are
based on the propagation of mean relative orbital elements. Thus, if the relative state
in a Cartesian frame needs to be retrieved out of these relative motion models, it is first
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required to convert the mean relative orbital elements into osculating quantities, which
are finally used to compute the Cartesian relative position and velocity.

This section does not pretend to provide a comprehensive and comparative overview
of all the existing models. Such a survey can be found in [89]. Instead, it aims at indi-
cating that, currently, several models exists, based on different possible parameteriza-
tions and offering distinct benefits, depending on the specific application case [90]. The
model retained for this research also belongs to the class of J>-perturbed relative motion
models relying on relative orbital elements [10]. The following section will show that
this model has been selected based on its operational friendliness, long-term accuracy,
ability to also take the mean effect of the atmosphere into account but also on the fact
that a special parameterization of the motion is adopted which is particularly suited for
angles-only navigation. This model is however only valid for near-circular orbits in its
current formulation. This is, however, not a limitation for this research, since all demon-
stration missions were flying in near-circular orbits. Note that the accuracy of several
models is also later discussed in Section 3.3.3.

3.2.4. ANALYTICAL MODEL FOR THE J>-PERTURBED RELATIVE MOTION
In order to address and solve the angles-only relative navigation problem, a model is
needed to faithfully represent and predict the relative motion with a precision equivalent
or better than the measurement noise (40”) over a time span of several days. For this
research, it was also required to have a computationally-light solution able to enable
an onboard real-time implementation. Dealing with real demonstration missions, it was
finally highly desirable to have a model able to ease the operations. The model presented
in this section fulfills these requirements. It makes use of a special parameterization of
the relative motion based on relative orbital elements. It has been intensively used at the
German Aerospace Center (DLR) to support the formation flying activities conducted in
the last 15 years [52]. Compared to other J,-perturbed models, the main advantage of
this formulation lies in its operational friendliness, since it provides an easy insight into
the geometry of the relative motion and a simple criterion to guarantee the safety of the
formation [91].

The relative state vector § & is composed of relative orbital elements defined as fol-
lows:

Sa=(6a 67 ey ey, &ix i), (3.13)
where da is the relative semi-major axis, 1 stands for the relative mean longitude and
Se=(8ey,bey) T and 6i = (6ix,6iy)T are respectively called relative eccentricity and in-
clination vectors. According to [10], the relative orbital elements are derived from the
classical Keplerian elements defined in Eq. 3.3:

da=(a;—ac)lac, (3.14a)
O =u— uc + (Qf —Q¢) cos i, (3.14b)
de = (e;coswi — ecCoSWe, e Sinw — e. sian)T, (3.14¢)
8i = (it —ic, Qi — Qo) cosic) . (3.14d)

This set of relative orbital elements is used to describe the state of the formation
at any time and can, if needed, be translated into a Cartesian representation. Fig. 3.4
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depicts for example the relative motion in the orbital frame @. Note that d @ is adimen-
sional. In order to retrieve the geometrical dimension of the relative motion, the vector
components have to be scaled by the semi-major axis a = ac.

€r

chaser

éN

Figure 3.4: Relative motion parameterized with relative eccentricity/inclination vectors.

Figure 3.4 shows that the in-plane relative motion (RT plane in the upper right part)
is described by 6a, 6e and 61 whereas di is responsible for the cross-track motion (RN
plane in the upper left part). By using a proper phasing of the relative eccentricity and
inclination vectors (parallel or anti-parallel configuration) and under the assumption of
a small relative semi-major axis d a, it can be ensured that the intersatellite distance in
the plane perpendicular to the flight direction (RN plane) will never drop below a certain
value dp, which depends on da, 6e and 6i [10]. This allows for the design of relative or-
bits which are passively safe. When conducting a rendezvous in space, the introduction
of a nonzero relative semi-major axis creates a spiraling approach (Fig. 3.4, bottom) that
guarantees that the formation will stay safe even in the presence of unexpected events
(except for specific failures of the thruster system resulting in undesired random orbit
maneuvering). Note that some care has to be taken during the drifting phase if 6a is
large, since this can lead to a dramatic reduction of dp, [66].

The convenience of this formulation becomes obvious when considering the strong
anisotropy exhibited by angles-only navigation. Because of the absence of range mea-
surements, the achievable lateral accuracy (that is, perpendicular to the line-of-sight) is
always much better than the longitudinal accuracy. In terms of relative orbital elements,
this means simply that, at far- to mid-range, 61 is less observable and its estimation
will be affected by larger errors, while 6 a, 6e and §i will be estimated much more accu-
rately, which is exactly what is needed to assess the safety of the formation. Note that
this statement applies only to the type of formations considered for a rendezvous, where
the along-track component of the relative motion is predominant. Under this assump-
tion, the lateral directions correspond to the radial (er) and cross-track (ey) unit vectors,
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while the longitudinal one is almost aligned with er. In Fig. 3.4, this means that the lat-
eral accuracy relates to the plane R-N (top left). Later in this section, Eq. 3.23 will show
that the R-N components of the relative position Ar(f) depend in a first approximation
on all the relative orbital elements except 1.

Dealing with orbital elements, one additional major benefit of this parameterization
is the ability to predict the state 6 a(#) knowing the initial value d @(#). This property
derives from the fact that, compared to a Cartesian state vector, the underlying absolute
orbital elements are slowly varying according to Eq. 3.5. In fact, for the nonperturbed
motion, the state transition matrix takes this simple form (which is equivalent to the
HCW state transition matrix expressed in terms of relative orbit elements [38]):

1 00000
-3nAt 1 0 0 0 0
0 01000
®(1, 1) = Pucw(t, o) = 0 001 0 0 3.15)
0 000 10
0 000 01

In a Jo-perturbed environment, within the assumption of near-circular problem and
first-order relative dynamics, the state transition matrix is complemented with an ad-
ditional contribution:

D (1, tp) = Pucw(t, o) + @2 (1, o). (3.16)

This additional term is described in detail in [88] and recalled here for convenience:

0 0 0 o0 0 0
-ZyHm+1) 0 0 0 —3ysin@i)@Bn+4) 0
B 0 0 0 —¢ 0 0
D) (1, 1) = nAt 0 0 ¢ 0 0 0 (3.17)
0 0 0 0 0 0
Hysini) 0 0 0 3ysin?i 0

where the auxiliary quantities are defined as follows (Rg being the Earth radius and J»
the geopotential second-order zonal coefficient):

bR
2 alpt
K=(5cos?i.—1), ¢'=(3/2)yK.

n=y1-¢€ H=3cos?i;—1)

(3.18)

During the design of the AVANTI experiment, it has also been recognized that, at low
altitude, the differential drag needs to be accounted for. Unfortunately, the mathemati-
cal derivation of the impact of this perturbation on the relative elements would require
the introduction of a model of the atmospheric density and additional parameters to
take into account the geometry of the spacecraft. Moreover, the resulting linearized dy-
namics would be a complicated linear time-variant system, not solvable in closed-form.
Consequently, in order to obtain a compact state transition matrix independent from
any density model, it has been decided to use a semi-empirical method. This consists in
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introducing the following additional parameters: the mean time derivative of 6a and 6e
due to the differential drag, which are able to reproduce the effects of this perturbation
on the relative orbital elements. Accordingly, the state d & is augmented to form the new
state [88]:

£=(6a” bsa bé. béy)" (3.19)
and the associated state transition matrix becomes:

Ducwl(t, fo) + @j2(t, o) DParag(?, fo)

D (1, o) = : 3.20
{( 0) 03)(6 13x3 ( )
where
At 0 0
-EyHm+D+IHnAn®> 0 -3At
0 At 0
(I)drag(t» f) = 1/n 0 At (3.21)
0 0 0
Aysini)n(An)? 0 0

Note that [88] also includes some additional small periodic variations of the relative or-
bital elements which have been neglected (because their effect on the apparent relative
motion is much smaller than the measurement noise). The coupling effect of J» and
differential drag (the terms proportional to y) has been instead retained.

Finally, the impact of the execution of maneuvers from the chaser, such as arising
from thrusters, needs to be described to provide a complete model for the relative mo-
tion able to support formation control and guidance activities. This can for example
be found in [10], which describes the instantaneous change of relative orbital elements
Ad a due to an impulsive maneuver with velocity increment AV expressed in the orbital
frame €@ and executed at argument of latitude uy:

0 2 0
-2 0 0
_ 1 sinuy 2cosuy 0 _
Aba= —-- _cosuy  2sin iy 0 AV = B(upm)AV. (3.22)
0 0 COS UM
0 0 sin uym

It has to be again emphasized that the relative orbital elements constitute the frame-
work of the relative motion model. If other quantities need to be retrieved (for example,
the relative position), additional transformations are needed, which could lead to a per-
formance degradation. This is the case for instance if a linear mapping is required to
provide the Cartesian relative state in the frame &. This transformation is provided in
[10]:

1 0 —cosu(t) -—sinu() 0 0
Ar(t)=a| 0 1 2sinu(t) —-2cosu(t) 0 0 da(t)
0 0 0 0 sinu(t) —cosu(t) (3.23)

=C(u(t)dal(t).
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As shown later in Section 3.3.3, the accuracy of this transformation is however not
enough for the need of this research, because the curvature of the orbital path is not
modeled and this has a large impact on the radial component at far-range (see Sec-
tion 3.3.3 for more detail). Consequently, a nonlinear transformation is used in this work
to model the Cartesian position from the formation state parameterized with relative or-
bital elements. This complex transformation is composed of several nonlinear transfor-
mations which are summarized in Fig. 3.5

Note that the aforedescribed model is only valid for near-circular orbits. Recent re-
search activities have shown that the state transition matrix can also be reformulated to
account for an arbitrary eccentricity [92, 90].
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Figure 3.5: Process flow of nonlinear transformations to properly compute the Cartesian relative position from
the relative state.

3.3. ESTIMATING THE RELATIVE MOTION
3.3.1. LINE-OF-SIGHT OBSERVATIONS

The angles-only relative navigation task consists in finding the relative state x(t) be-
tween a target and a chaser spacecraft corresponding to a given set of n line-of-sight
measurements {u;} taken at times ¢;,i € [1,n], and collected by a camera mounted on
the chaser spacecraft. To that end, a model h(t) of the measurement taken at time ¢ is
needed to relate the observations with the relative state. If rcam(f) denotes the inertial
absolute position of the camera optical center, the line-of-sight vector to the center of
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mass of the target is given by:

r¢(£) — ream(?)

h(t)= ———.
@ 17 () = ream (Dl

(3.24)
Note that, practically, the line-of-sight to the center of mass of the target cannot be re-
trieved in case of a noncooperative target. What is measured by the optical sensor is the
center of the target image seen by the camera. At far-range, this can be approximated by
the target center of mass, but this is no more valid as the distance decreases, resulting
in increasing line-of-sight errors (see for example Fig. 4.9). This research focuses on the
far- to mid-range domain, where the intersatellite distance varies between several tens
of kilometers and a few hundred meters. The camera offset with respect to the chaser
center of mass does typically not exceed one meter on a small satellite. Thus, this offset
is considered negligible in what follows, simplifying Eq. 3.24 to:

r-r(® _ Ar(D)
Ire(O) —re(Il AP

h(t) = (3.25)
The line-of-sight is a three dimensional vector but, because it is normalized, some infor-
mation is lost (i.e., only bearing angles are provided). In fact, only two angular variables
are enough to fully describe k (note that the parameter ¢ has been omitted for clarity):

Ccos @ cosd
h=| sinacosd |. (3.26)
sind

Thus it is possible to reduce the line-of-sight h to an equivalent two-dimensional mea-
surement vector h':

ho
tan -=
hT = ( @ ) = arc h , 327

o arcsin h3 (3.27)

where the subscript 0; corresponds to the i™ component of the vector k;. If k' is de-
scribed in the inertial frame, a and 4 are called right-ascension and declination. If it is
instead expressed in a Cartesian frame linked to the camera frame (in this case, one axis
is conveniently chosen to be aligned with the camera boresight), the angles are called
azimuth and elevation. A third parameterization is also possible using the slope of the
unit vector b = (hy/hs, ha/hs) L.

From now on, the model of the measurement will simply be noted h, disregarding
which parameterization has been chosen.

3.3.2. THE PROBLEM OF OBSERVABILITY

The combination of both relative motion and measurements models enables the estima-
tion of the state vector from a set of observations. However, the previous section shows
that, disregarding the choice of parameterization, the measurement model is nonlinear
with respect to the Cartesian relative position. This is at the first glance a major limita-
tion, which makes the characterization of the system observability much more difficult,
preventing the use of tools from the linear theory. By linearizing a nonlinear system
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around a particular state, powerful analyses can be made using the Gramian matrix as
done, for example, in [93]. This matrix can be used as measure for observability, where
large eigenvalues indicate good observability in the directions corresponding to those
eigenvalues. These analyses are often justified by the fact that the nonlinearities are very
small. However, it has to be kept in mind that linear observability analyses for a particu-
lar state may not necessarily be globally valid. It has early been recognized that it is still
possible to reach a linear measurement relation, able to provide some global insight into
the observability of the problem. Hammel and Aidala [94] showed that it is possible to
reformulate Eq. 3.27 to create a linear measurement relation of the form HAr = 0. Simi-
larly, Woffinden [95] also derived an alternative linear measurement relation to elegantly
demonstrate that, under the assumption of a homogeneous linear relative motion with a
linear model of the Cartesian relative position, the relative motion is simply not observ-
able. The demonstration is quickly recalled here for completeness. Let x(¢) denote the
relative state at time ¢ (either in a Cartesian frame or parameterized with relative orbital
elements). A linear relative motion model implies that

x(1) = ®(t, 1) x(to), (3.28)

where ®(t, f) is the state transition matrix. Let us assume that the relative position Ar ()
has a linear dependency to the state vector x(#) (which is trivial if x is formulated in the
Cartesian frame but is not necessarily the case if relative orbital elements are employed,
cf. Section 3.2.4):

Ar(t) = C(H)x(1). (3.29)

Since the line-of-sight measurements are assumed to be directed to the center of mass of
the target, they are aligned with the relative position vector Ar, assuming that the optical
center of the camera is located at the chaser center of mass. Thus, in the absence of
measurement noise, each line-of-sight observation u; from a given set of measurements
satisfies:

u; xAr(t;))=0,i€[1,n]. (3.30)

Substituting Eq. 3.28 and Eq. 3.29 into Eq. 3.30 yields:
u; x (C(5;)®(t;, 1) x(tp)) = 0,i € [1,n]. (3.31

It can clearly be recognized that, if x(#y) = xo is a solution of Eq. 3.31, the scaled solution
14Xy is also a solution, leading to an infinity of solutions matching a given measurement
profile. This result is known as Woffinden’s dilemma [27].

The nonobservability is however only strictly valid under the aforementioned as-
sumptions. By relaxing some of them, it is in reality however possible to reach a weak
observability. This is described in more detail in Chapter 6. Still, the most obvious and
simple way to improve the observability consists in executing maneuvers, so that the
relative motion is no more homogeneous (i.e., x(t) # ®(t, fp) x(y)). This corresponds to
the classical approach to mitigate the observability problem posed by angles-only nav-
igation. This strategy has been used during the two in-orbit experiments ARGON and
AVANT], in order to reach observability. It has to be noted that this is not a real limita-
tion, because maneuvers are anyway needed to perform a rendezvous.
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3.3.3. SUITABLE RELATIVE MOTION MODELS

The objective of this section is to select relative motion models suitable for the angles-
only relative navigation task. This selection is done based on the achievable accuracy of
the models: as rule of thumb, the line-of-sight errors coming from the model deficien-
cies should be smaller than or at least at the same order of magnitude as the typical mea-
surement noise (40”). Among the different possibilities presented in Section 3.2, only 10
candidates have been retained (it is not intended here to make an exhaustive compari-
son of all existing models). Their characteristics are summarized in Table 3.2, where the
last column indicates how the modeled relative position is related to the model state.

Table 3.2: Models retained for the following investigations.

Model Type Perturbations Modeled Ar

M1 numerical propagation  all linear (Ar = Ay;_3)
M2 numerical propagation ~ 20x20 gravity field and drag linear

M3 numerical propagation  J, and drag linear

M4 two Keplerian motions - nonlinear (Eq. 3.6)
M5 HCW model - linear

M6 curvilinear HCW model - nonlinear

M7 analytical (Section 3.2.4) ], linear (Eq. 3.23)
M8 analytical I nonlinear (Fig. 3.5)
M9 analytical J» and drag effect (64, 6é) nonlinear

M10 analytical J» and restricted drag (64)  nonlinear

The investigations are conducted as follows: the accuracy of Model 1 is first verified
using real flight data. This model subsequently serves as reference to simulate different
cases for which flight data might not exist. The model fitting accuracy is investigated,
meaning that, given a 3D reference trajectory, the initial conditions of the relative state
vector referring to a specific model are adjusted to best fit the trajectory over a given
time interval. The resulting fitting errors are an indication of the model deficiencies. A
model will be considered suited for the navigation task if the fitting residuals are below
the typical measurement noise of 40”. Note that this process does not exactly correspond
to the angles-only navigation task, where only direction vectors are fitted instead of 3D
positions.

Model 1 consists in a numerical propagation using a 20x20 gravity field and including
the perturbations due to the drag, solar radiation pressure and luni-solar perturbations.
The drag is modeled using a simple cannon-ball model, empirically-measured ballis-
tic coefficients and an atmospheric density described by a simple Harris-Priester model
[96]. Model 1 is validated against flight data coming from the PRISMA mission (during
a 10-hour-long maneuver-free phase where the spacecraft were separated by 30 km).
During this data arc, both satellites of the formation were following their nominal atti-
tude profile, resulting in a constant differential drag. This reference relative trajectory
has been determined using differential GPS and is accurate at subcentimeter level [11].
Figue 3.6 shows that Model 1 matches the reality with a precision of a few decimeters
over 10 hours. Note that this reference model is not state-of-the-art (the differential drag
could be better described using more advanced models) but is fully sufficient for the
following analyses.

The same procedure is now applied for Models 2-10 with respect to Model 1. In order
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Figure 3.6: Fitting errors of Model 1 with respect to GPS-based flight data from the PRISMA mission.

to better relate the model deficiencies with the measurement noise, the model errors are
from now on translated into line-of-sight (LoS) errors. This is done by computing the
modeled relative position Ar(¢) at time ¢ and evaluating the angular deviation p with
respect to the reference Ar'®f(¢) as follows:

Ar(HAFe(f) ) (3.5

_ -1
pl#) = cos (nAr(t)n [areto]]

Two representative cases are investigated:

1. 4-day-long arc without differential drag (similar to the ARGON experiment)

2. 4-day-long arc with differential drag (similar to the AVANTI experiment)
Both cases are simulated using a near-circular orbit. A high value for the differential drag
is selected for the Case 2 to match the experimental conditions offered by the AVANTI
experiment (c.f.,, Chapter 2). This is done by setting very different ballistic coefficients B
to the chaser and target spacecraft and by assigning a low altitude to the orbit (500 km).
The simulation parameters used for the investigation are summarized in Table 3.3.

Table 3.3: Simulation parameters used to produce Cases 1 and 2. Note that the modeling of the drag is deacti-
vated for Case 1.

a’ (6877 x 10°,0.001,1.7,5.0,5.5,0) [m,-]
asa”  (0,30000,0,400,0,600) m

B 10.0 x 1073 m?kg ™!

By 20.0 x 1073 m?kg ™!

Comparing all models together could rapidly become confusing. For this reason, the
focus is first given on some models which are obviously not adapted. Figure 3.7 depicts
the fitting errors for Models 4 to 7 using the drag-free case.

A few conclusions can already been drawn. By neglecting the curvature of the orbit
path, Models 5 and 7 exhibit a similar large offset of about 500”. As depicted in Fig. 3.8,
this corresponds to the contribution of the orbit curvature at an intersatellite distance
L=30 km.

According to Fig 3.8 (left), if r denotes the radius of the near-circular orbit (i.e., r = a),
an error € = Vr2 + L% — r is introduced when using a rectilinear frame instead of a curvi-
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Figure 3.7: Models obviously not suited for far-range angles-only relative navigation (Case 1).

linear one. This error is depicted in Fig 3.8 (right) after division by the intersatellite dis-
tance, in order to provide an angular line-of-sight error. Models 4 and 6 are not suffering
from this limitation and are thus clearly more accurate.

Interestingly enough, the error patterns of Model 4 and 6 are similar, meaning that
the linearization of the Keplerian relative motion using a curvilinear frame is very accu-
rate in the particular case described by Table 3.3 (where the eccentricity is small and the
relative motion mainly consists in an along-track separation). Alas, Models 4 and 6 do
not take the contribution of J, into consideration, and this deficiency is responsible for
large fitting errors. In fact, a clear long-term difference is observable between Models 4-6
and Model 7, which includes the secular effect of J, and thus reaches a more balanced
error pattern. The short-term variations affecting all the models are instead due to the
unmodeled periodic contributions of J,. In view of the large errors exhibited by these
four models, and having in mind a typical sensor noise of about half-a-pixel or 40” (c.f.
Chapter 2), Models 4 to 7 can already be declared not suited for far-range angles-only
navigation, leading to the following conclusion: an appropriate relative motion model
needs to take both effects of J, and orbit curvature into account.

Figure 3.9 depicts the model fitting errors using numerical propagations (Models 2
and 3) and analytical model (Model 8) in the drag-free case. Here again, several inter-
esting conclusions can immediately be drawn. The model deficiencies are now of the
same order of magnitude as the measurement noise. These errors correspond to the
small perturbations which have not been modeled (third-body, solar radiation pressure,
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Figure 3.8: Line-of-sight errors introduced by the orbit curvature.
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Figure 3.9: Numerical vs. analytical models without differential drag (Case 1). Note that the LoS errors of
Models 2 and 8 are almost confounded.

higher gravity orders etc.) and become visible when using an extended propagation arc
of several days (they would be hidden by the sensor noise if the time span were reduced
to a single day). Interestingly, the analytical model which only considers the effect of J,
(Model 8) behaves slightly better than the numerical propagation using only J» (Model
3). This is due to the numerical integration errors affecting Model 3 which accumulate
over a long propagation time.

Figure 3.9 shows that, in spite of minor differences, Models 2, 3, and 8 are more or less
equivalent for our needs. Thus, the perturbation due to the higher orders and degrees
of the gravity field can be neglected to describe the relative motion similar to Case 1. On
the contrary, the effect of the differential drag has to be taken in account at low altitude.
Based on Case 2, Fig. 3.10 shows that neglecting this perturbation (as done with Model
8) is unacceptable at 500 km altitude.
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Figure 3.10: Numerical vs. analytical models in the presence of differential drag (Case 2).

The error pattern exhibited by Fig. 3.10 might be surprising. Intuitively, one would
expect the errors to be symmetrical with respect to the center of the data arc like in
Fig. 3.7. The reason for this behavior lies in the specific method adopted to assess the
quality of the models: a least-squares adjustment is done to best fit a trajectory pre-
dicted by a given model with a reference trajectory. In the presence of differential drag,
however, a rapid drift of the relative motion will appear, even when initializing the sim-
ulation with vanishing relative semi-major axis. As a consequence, the trajectory to be
fitted corresponds to a drifting formation. Using the simulation parameters described in
Table 3.3, the mean along-track separation amounts to 30 km at initial epoch and grows
up to 120 km after 4 days. The least-squares process will try to minimize the 3D position
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residuals between modeled and reference trajectories over the whole data arc. Thus the
minimum residual values are expected in the middle of the arc and are symmetrically
increasing towards the boundaries of the arc, as seen for the previous cases. Figure 3.10,
however, does not depict these residuals but the line-of-sight errors, which mainly cor-
respond to the lateral position residuals divided by the intersatellite distance. Thus, they
decrease as this distance increases, making the error pattern unsymmetrical.

When dealing with a noncooperative satellite, the major challenge is that the differ-
ential drag is unknown. As a result, this effect will need to be estimated as part of the
relative navigation task. Here, the numerical method (Model 2) is more advantageous
compared to the analytical model (Models 9 and 10) for two reasons. First, Fig. 3.10
shows that the numerical propagation (which properly models the drag acceleration us-
ing an atmospheric model and a ballistic coefficient) is slightly more accurate than the
analytical model including the empirical mean effect of the drag. Second, the analyt-
ical model (Model 9) requires the estimation of three parameters (0a, 6¢é), while the
numerical model will simply adjust the differential ballistic coefficient. Thus, an esti-
mation based on the numerical model is likely to be more robust, because less param-
eters are used to describe the same phenomenon. Practically, the weakness of the ana-
lytical model is mitigated by estimating only 64 and setting 6¢é = 0, which however re-
sults in further performance degradation (Model 10). Being several orders of magnitude
faster than the numerical propagation, the analytical solution still represents a judicious
choice in some cases such as onboard implementation (c.f.,, Chapter 5).

Table 3.4: Models used for the on-orbit demonstrations.

Experiment On-ground orbit determination Onboard real-time navigation
ARGON M8: analytical model without -

drag
AVANTI M1: numerical model with all M10: analytical model with re-
perturbations stricted drag

As summarized in Table 3.4, during the ARGON experiment, the analytical solution
has also been retained for on-ground relative orbit determination because the differen-
tial drag was negligible [29, 57]. For AVANT], it has instead been chosen to rely on the
numerical propagation for the onground relative orbit determination to reach ultimate
accuracy (c.f,, Chapter 4). This design choice comes however at the expense of high com-
putational load and will be critically reviewed in Chapter 7.

3.4. ESTIMATION TECHNIQUES

A state observer is finally required to fulfill the navigation task, in order to determine the
relative state of the formation from a set of line-of-sight measurements. Several well-
established techniques are available to realize this objective. This work is based on two
different methods which are recalled in the sequel for completeness: the nonlinear batch
least-squares process and the extended Kalman filter. The former method estimates a
state vector at a given initial epoch to best fit a set of observations over a given data arc.
As described in the next section, it requires several iterations to converge. This technique
is well adapted to estimate the state vector a posteriori, once a set of measurements is
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available. Thus, it has been employed to perform the on-ground relative orbit deter-
mination task during the ARGON and AVANTI experiments. For real-time application,
the extended Kalman filter is more appropriate, because it processes the observations
sequentially. Consequently, this estimation concept has been preferred to design the
onboard real-time navigation filter of the AVANTI experiment.

3.4.1. NONLINEAR BATCH LEAST-SQUARES

As described in Section 3.3.1, the angles-only estimation problem is nonlinear due to the
nature of the measurements. In its general form, the measurement model is a function
of the time t and of the initial relative state x(fy) = xp. In order to better reflect this
dependency, the measurement model of Section 3.3.1 is reformulated as:

h(x(1) = h(t, o). (3.33)
The estimation problem consists in finding xy matching the n noisy observations:

z1 = h(t;, x0) + €1,
(3.34)

Zp= fl(tn;xo) +E€p.

Here the generic observation z has been introduced, and €; stands for the measurement
noise. Depending on the chosen parameterization, z corresponds to the line-of-sight
vector (i.e., z = u) or to a set of two angles. If the measurement model were linear (i.e.,
h(t,x9) = H(f)xp), the problem could be easily reformulated as:

zZ1 H(t) €]
Col=l s |we+] (3.35)
Zn H(tn) €p

corresponding to the classical linear system Axy = b. In this case, three independent
observations would be enough to retrieve the six-dimensional initial state xp, provided
that A can inverted. If more observations are available, the problem is overdetermined
and the solution which minimizes the sum of the squared residuals J = | b— Ax||* would
be given by

x=A"A"ATh=A"p (3.36)

where A" = (AT A)~' AT is called Moore-Penrose pseudoinverse. Alas, the nonlinearity
of the problem makes the derivation of such a direct solution impossible. The classical
approach to solve this problem consists in employing a nonlinear least-squares method.
This is done by linearizing the measurement model around a reference a priori solution
x,"", which has to be guessed

Oh(n apr (%0 — 2571, (3.37)
0=%,

h(t,x0) = h(t,x)™) + .
0
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In this case, Eq. 3.34 becomes

. oh(1;)
—h(t, s = —L —x%Pn,
zy—h(n,x;") %0 |xo®" (X0 — %y )
: (3.38)
- oh(t,)
apry _ n apr
Zn — h(tm xO ) - 6—x() xO:xgpr (xO _xo )
This can equivalently be simplified using a linear formulation:
Az = HAxp, (3.39)

where Az is the column vector corresponding to the left part of Eq. 3.38. Eq. 3.39 can
finally be solved using the least-squares solution given by Eq. 3.36. In this case, H is the
Jacobian matrix and Axy = xp — xgpr is the correction of the a priori reference solution.
Until now, all the measurements have been treated equally. In order to account for the
individual contributions of the noise, a weighting matrix W is introduced. Assuming a
Gaussian noise distribution of the noise €; with standard deviation o = (6,1, ,0;,m) T
m being the dimension of the measurement vector h, the weighting matrix takes the

form:
W =diag(a73, 075 O O o). (3.40)

This yields the following solution [68]:
Axo=H"WH " (H " WAz). (3.41)
The covariance of the solution is finally given by [68]:
P=H WO (3.42)

In case of weak observability, it might be useful to avoid the singularities by also intro-

ducing a priori covariance information in the form of the matrix P;"". In this case, the

solution depends on the so-called information matrix A = (ngr)‘1 to become [68]:
Axo=(A+H WH) ™ (AAx" + A WAz). (3.43)

More details on the batch least-squares approach can be found in Reference [68]. It has
to be noted that, compared to a linear approach, this method has several limitations:

* an a priorireference solution is required;
* several iterations are needed to converge to the solution;
¢ there is no guaranty that the method will converge to the global optimum;

* the method is prone to divergence if the problem is not linear enough.
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3.4.2. EXTENDED KALMAN FILTER

The fact that the batch least-squares method takes the complete set of n measurements
into consideration is desirable in terms of robustness, because the whole history of ob-
servations is used to derive the solution. This makes this technique well adapted for on-
ground orbit determination. However, limited onboard computational resources make
it not suited for real-time embedded space applications. In this case, a sequential ap-
proach is often preferred. The Kalman filter has been developed for this purpose [97].
This section briefly summarizes the principles of its extension for nonlinear problem,
called Extended Kalman Filter or EKE The main advantage of the filter is that the esti-
mate of the current state only depends on the previous state and on the current obser-
vation. Thus, it is not needed to store and process the whole history of observations.
The state of the filter is represented by the a posteriori state estimate x; at time ¢; and
the a posteriori covariance matrix P;. The estimation is done in two steps (prediction
and update), making the distinction between the results of these two steps necessary.
Classically, the notation O, is used, describing the state at time ¢, given all the obser-
vations collected up to the time ¢,,. The prediction step propagates the previous state
and covariance to the current time

Xiji-1 = (i, Xi—1)i-1),

T (3.44)
Piji1 =®(t;, ti-1)Pi—1)i1® (85, ti-1)

while the update step uses the current observation to improve the knowledge of the state:

x;|; = xi)i-1 + K; (z; — h(x;);-1)),

(3.45)
P;; = - K;H;)Pjj;_;.
Here, H; = oh and K; is called Kalman gain and computed as:
0% |x=x;);_
K; =P H' (R;' + HiP;; . H)) Y, (3.46)

where R; is the noise covariance matrix. The danger of this formulation lies in the fact
that, if the covariance matrix becomes too small, the filter becomes insensitive to new
observations, eventually leading to a filter divergence. This issue can be mitigated by
introducing the covariance matrix of the process noise Q(¢;, ;1) in the estimation pro-
cess, in order to cope with the model deficiencies. In this case, the propagation of the
covariance (Eq. 3.44) becomes

Pji—1 =®(t;, t;-1) Pi—1)i-1® (1}, tio) T+ Qe tioy). (3.47)

Introducing process noise is a powerful technique which also allows obtaining more re-
alistic covariance predictions through a proper balancing of measurement and process
noise [68]. However, this comes at the cost of additional efforts when tuning the filter. As
seen later in this thesis, it is, in fact, not always trivial to derive the proper filter settings.

This tuning difficulty is a major drawback of the EKF compared to the batch least-
squares approach, especially if one does not know exactly what to expect in terms of
model deficiencies and measurement errors. In addition, the sequential processing is
also prone to instability in case of outliers. In fact, by considering the whole history of
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observations and using several iterations, the batch processing is more capable to detect
the bad observations by comparing their residuals with the overall residual pattern of
the whole data arc. Similarly, fitting the complete history of measurements with a given
model will better highlight the model deficiencies and the systematic errors, whereas
these errors are likely to be hidden by the process noise in a sequential approach. In
view of its intrinsic robustness, the least-squares method has thus been preferred when-
ever time and computational resources are sufficient (i.e., for on-ground relative orbit
determination), while the EKF has been limited to onboard real-time utilization.

3.4.3. A PRIORI SOLUTION FOR THE INITIAL STATE
The main difficulty posed by the afore-presented estimation techniques lies in the neces-
sity to provide an a priori solution around which the measurement model is linearized.
Due to the nonlinear nature of the estimation problem, a reference solution deviating
too much from reality can rapidly lead to a divergence. Finding a suitable guess is not
trivial and belongs to the field of initial relative orbit determination. This aspect will be
specifically treated in Chapter 6. Without going too much into the details, it can simply
be stated that exploiting the nonlinearities of the measurement model allows solving for
the range ambiguity. This is especially true for large separations, where the major non-
linear contribution is represented by the orbit curvature (as already shown in Fig. 3.8).
For simplicity, it has been decided in the early phases of this research to rely on Two-
Line Elements (TLE) to derive the initial a priori relative state vector. This was not con-
sidered a limitation because the target of a noncooperative rendezvous is never totally
unknown. Despite this external aiding, Chapter 4 shows that it is still not always obvious
to derive an appropriate a priori solution, especially because of the unknown differen-
tial drag which might heavily degrade this guessed reference. Chapter 7 will revisit this
peculiar problem, improving the precision of the guessed solution once the rendezvous
has been initiated.

3.4.4. ADVANCED FILTERING CONCEPTS

The batch least-squares adjustment and the extended Kalman filter present the unde-
niable advantage of simplicity, which explains their popularity in the engineering com-
munity. However, the linearization around a reference solution done to cope with the
nonlinear nature of the estimation problem is questionable. This supposes that the
problem is still linear enough to ensure the convergence. The fact that the nonlinear-
ity of the measurement equation brings observability suggests that dedicated nonlin-
ear filtering techniques might be more suited for angles-only navigation. Among them,
the unscented Kalman filter or cubature Kalman filter are natural candidates. The use
of an unscented Kalman filter was for example investigated in [38], demonstrating that
the observability and filter performance can be improved when the nonlinearities of the
measurement model are taken into account.

An important additional assumption for both least-squares method and extended
Kalman filter is that the distribution of the measurement noise is Gaussian. If this is not
the case, different estimation techniques have to be used, such as particle filter [98].

This research does not pretend to reach the ultimate estimation concept. As already
stated in the introduction, the primary objective is to build a system able to perform in
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real conditions, in order to collect valuable in-orbit experience. Investigating the ben-
efits and drawbacks presented by alternative estimation algorithms is of great scientific
interest but is not part of the Research Questions formulated for this thesis. As a result,
it has been decided to only make use of batch least-squares adjustment and extended
Kalman filter to conduct this research. This leaves room for further possible investiga-
tions about advanced filtering for future research activities.







ON-GROUND RELATIVE ORBIT
DETERMINATION

This chapter describes the on-ground angles-only precise relative orbit determination sys-
tem employed to support the AVANTI experiment. This operational tool has primarily
been used as verification layer during the conduction of this challenging in-orbit demon-
stration. The system performance and behavior is analyzed using the experience gained
during two months of operations. In order to highlight the specificities introduced by the
orbit of a given mission, previous flight data from the ARGON experiment are reprocessed
in the same way and serve as comparison.

This chapter has been published in Advances in Space Research 31, 11 (2018) [51] and adapted for the thesis.
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4.1. OVERVIEW

The angles-only precise relative orbit determination process can be functionally divided
in three modules which are depicted in Fig. 4.1. As mentioned in the introduction, the
apparent simplicity offered by passive imagery comes at the cost of additional process-
ing difficulties. Before making use of line-of-sight measurements, it is first necessary to
extract them from the raw images. This is the task of the target identification module
which is in charge of providing a set of observations to the relative state estimation.

two-line
elements

raw images—»p target line-
|dent|f|cat|on of-sight

maneuver callbrated
commands absolute orbit \— - maneuvers
GPS data ) determination absolute

state

least-squares
estimation

Figure 4.1: Functional view of the relative orbit determination task performed onground.

The reliable extraction of line-of-sight observations from pictures is a fundamental
task. However, this aspect has not been deeply investigated in the literature, probably
because the large majority of authors does not deal with real flight data. The built-in tar-
get detection software [99] of the VBS flown with PRISMA (see Section 2.1.1) constitutes
one of the few available references. Being directly implemented in the camera system,
the algorithm is able to run at a high frequency of 2 Hz and detects non-stellar objects
based on their expected inertial angular velocity. The sensor internally keeps track of
all the detected objects and delivers only the best candidate, based on the luminosity
and the number of sequential detections. During PRISMA operations, false detections
were however sometimes reported [46, 47]. Delpech et al. conducted three 16-hour-
long approaches from 4 km to about 100 m intersatellite distance and reported less than
10 wrong measurements [47] during each rendezvous. Considering the full visibility of
the relative motion and the high frequency of the VBS, it is estimated that about 10°
measurements have been collected during each rendezvous. It has to be noted that the
strategy implemented by the VBS appeared more difficult to implement considering the
low image rate of one image every 30 seconds used during AVANTI. During the ARGON
experiment, a target detection algorithm based on the linking of bright connected sets
of pixels over sequences of images had been used [100]. However, the algorithm was also
subject to some misdetections [48]. As a result, a novel and more robust algorithm has
been developed to support the AVANTI experiment, based on the kinematic detection of
target trajectories. This algorithm is described in detail in Section 4.2.

The precise estimation of the relative trajectory is done a posteriori on ground and
is thus subject to very few restrictions concerning the computational and data storage
resources. As a result, in view of the sparse observations and the weak observability of
the relative motion, a batch least-squares estimation is preferred to a sequential filter-
ing to improve the overall robustness of the solution. By considering long observations
arcs, it is indeed possible to observe the long-term effects of perturbations, such as dif-
ferential drag, which are otherwise difficult to be properly estimated. Furthermore, the
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resulting iterative refinement of the solution is well adapted to remove possible outliers
of the observations which could degrade the accuracy. As described in Section 3.4.1, the
nonlinear least-squares adjustment requires a reference solution around which the state
is linearized. It has been chosen to make use of TLEs to derive an approximate initial
value of the relative state, which can easily be justified by the fact that almost all orbit-
ing objects larger than 10 cm are catalogized as part of the space awareness activities, so
that any rendezvous in low Earth orbit with a noncooperative satellite can rely on TLEs
for initial target acquisition. Moreover, as described later in this chapter, the TLEs ideally
complement angles-only navigation at far-range: while the latter is extremely precise in
lateral positioning, but has trouble in properly estimating the intersatellite separation,
the former provides a valuable estimate of the relative separation in along-track. The po-
sition error of the TLEs is typically comprised between hundreds of meters up to a few
kilometers, which only corresponds to a few percent of error when starting the approach
at 50 km distance.

In the adopted design, the least-squares method adjusts a numerically propagated
relative trajectory to best fit the available line-of-sight measurements. As described in
Section 3.3.2, the execution of maneuvers during the rendezvous will improve the ob-
servability. In order to reduce the errors of the dynamical model, the maneuvers exe-
cuted by the chaser are calibrated prior to the relative orbit determination. This calibra-
tion is done using GPS data collected onboard as part of a GPS-based absolute orbit de-
termination combining code and low-noise carrier phase measurements to reconstruct
the absolute trajectory of the chaser with a precision at submeter level [101]. The re-
sulting calibration errors are believed to be reduced to 0.1 mm/s. Note that this specific
external module is not part of this research work and thus will not be described in the
thesis.

4.2. TARGET IDENTIFICATION

Reliably detecting the target is an easy task at mid- and close-range, where the lumi-
nosity of the object allows for an unambiguous recognition. However this is challenging
at far-range, where it is impossible to immediately recognize whether a luminous spot
in the image represents a faint star, a hot pixel or a satellite. The use of a star catalog
is of great help to distinguish the target from celestial objects. However, this approach
is not sufficient to discriminate between all the objects present in the image, because
some stars might not be included in the catalog or simply because additional non-stellar
objects might be simultaneously visible.

As already stated, most of the time additional a priori information is available by the
means of TLEs. However, the poor accuracy of the TLEs [102] makes them inappropri-
ate for direct target recognition at intersatellite distances smaller than 50 km. At 10 km
separation, for example, a cross-track error of 500 m translates into an error of about 3°.
Considering the typical field of view of the camera (18° x 14° in our case, cf. Table 2.3a),
this results in a large search domain which could lead to numerous false detections. In
view of the measurement sparsity encountered during the AVANTI experiment, it is how-
ever important to ensure that all the line-of-sight measurements refer to the same tar-
get, otherwise the additional outliers could prevent the convergence of the solution. The
strategy retained in this work to ensure a robust and reliable target detection consists in
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combining a kinematic and a dynamic approach, described in the sequel. In this con-
text, the kinematic approach means a detection that is only based on the observation of
the apparent motion of the target, without considering the forces acting on it.

4.2.1. KINEMATIC DETECTION

The first step relies on the fact that, flying on a similar orbit, the apparent motion of the
target seen by the chaser is very different from the motion of a star or from the motion
of a satellite flying on a different orbit. Imagine a camera pointing in the direction of
flight, seeking for a satellite flying ahead (or behind) on almost the same orbit. Once
the stars have been identified using a catalog, a few objects might remain unknown, so
that additional intelligence is needed to select the desired target. As depicted in Fig. 4.2,
when superimposing a sequence of images, some trajectories can be recognized, greatly
helping the discrimination.
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Figure 4.2: Density-based clustering of the non-recognized objects (the elliptical relative motion of the target
is depicted by a dashed ellipse).

Of course, this is valid only if the camera pointing is fixed in the local orbital frame,
which might not be the case, if the orientation of the camera follows the target or in
case of large attitude control errors. As a result, it is necessary to consider the history
of the non-recognized objects as viewed by a virtual camera which is fixed in the local
orbital frame. Once this is done, the points belonging to the same trajectory are grouped
using a clustering algorithm. The Density-Based Spatial Clustering of Applications with
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Noise (DBSCAN) [103] has been found extremely convenient for this purpose, since it
allows grouping the points whose interdistance is below a certain threshold considering
the other ones as noise. Since the angular distance traveled by the target object between
two images is much smaller than the traveled distance of a non-recognized star or of a
satellite flying on a different orbit, this clustering algorithm automatically selects the set
of points which are likely to belong to the same trajectory and groups them in clusters
(green, blue and red groups of stars in Fig. 4.2).

DBSCAN requires only two parameters: the angular distance threshold e between the
points and the minimum number of points npy;, required to form a dense region. Some
care has to be taken for the definition of €, which should correspond to the distance
traveled by the satellite between two consecutive images, and which depends on the
unknown target orbit. Several strategies are possible to set the proper value of e:

* Based on simple considerations, a coarse value able to capture a trajectory and
to reject the non-recognized stellar objects is manually set. Given the orbital pe-
riod of the chaser satellite (about 90 minutes) and the time interval between two
images (30 seconds), an inertially fixed celestial object would travel an angular dis-
tance of about 1.9° between two images which corresponds to about 80 pixels for
the camera. Instead, a target object exhibiting a two-kilometer-large elliptical rel-
ative motion (cf. Fig. 3.4) seen from 20 km would travel only 3-4 pixels between
two images. As a result, a conservative value of € = 10 pixels should ensure the
detection of the target (note that this is at this stage very similar to the detection
based on the inertial angular velocity of the VBS sensor [99], except that the orbital
frame is used as reference frame to analyze the relative motion). However, it has
to be emphasized that this approach is only valid if the coarse assumptions about
the target relative motion are correct. In addition, the average distance traveled
by the target between two images might vary a lot at mid- and close-range, so that
some adaptations of the threshold might be required throughout the complete ap-
proach. This simple strategy has been adopted for the on-ground data processing,
for which frequent setting modification is not an issue.
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Figure 4.3: Approximated traveled angular distance between two images for different sizes (repre-
sented by different colors) of the relative motion.

A coarse approximation of the apparent angular distance traveled by the target
between two images will be given in the next chapter in Eq. 5.2. Based on this
formula, Fig. 4.3 depicts this distance in pixels for different sizes of the relative
motion at different intersatellite separations. It can be recognized that a threshold
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€ = 10 pixels can be used to detect large elliptical relative motions up to 5 km down
to an intersatellite distance of 15 km. However, this maximal working distance de-
creases to 3 km if the size of the motion is reduced to 1 km during the rendezvous.
Since the objective of a passively safe approach is to reach a final relative motion
size of a few hundred meters, or even tens of meters, the same value of threshold
€ = 10 pixels can be employed during a large part of the rendezvous.

* Since the orbit determination process requires anyway a reference target trajec-
tory, the value of € can also be derived from this a priori knowledge of the relative
orbit, based on the same considerations as before. In view of the numbers derived
above, a coarse value based on the size of the relative motion and the intersatel-
lite distance should be enough (the exact apparent distance traveled between two
images is the projection of a 3D elliptical motion on the focal plane of the camera
and is difficult to compute). This solution based on Eq. 5.2 has been retained for
the onboard real-time processing (for which frequent setting modification using
telecommands would be tedious) and is described in detail in Section 5.2.1.

* A more elegant solution could be to derive the mean distance between the objects
by analyzing the image without a priori information, as a human eye would do.
This would be useful for example for a survey of space debris or asteroids which
could be discovered for the first time. However, this induces more complexity and
is not required for a target whose orbit is not unknown.

The DBSCAN algorithm yields clusters forming dense regions. In order to distinguish
a trajectory (green cluster in Fig. 4.2) from a conjunction of random non-recognized ob-
jects (blue cluster in Fig. 4.2), the target identification algorithm relies on the fact that the
relative motion of the spacecraft obeys the laws of orbital dynamics. The projection of its
elliptic trajectory on the focal plane can thus be easily recognized as a curve. This con-
cept is illustrated in Fig. 4.4. The algorithm attempts to identify this trajectory by fitting
each cluster with a second order Bezier curve (represented by a blue line in Fig. 4.4) and
by retaining the clusters which could be successfully fitted, based on the fitting residu-
als op. The only limitation here is that a second-order Bezier curve can only describe a
portion of a trajectory, so that a sliding sequence of only 20 images (corresponding to 10
minutes) is used to piece-wise recognize the trajectory. Considering typical centroiding
errors of less than half a pixel and the fact that the Bezier curve is only an approximation
of the real trajectory, the algorithm considers a fit successful if 0 < 0 max = 1 pixel.

Figure 4.4: Bezier fits: success (left) and failures (middle and right). The Bezier curve is represented in blue.
Small fitting residuals og are only achieved in the first case.

As depicted in Fig. 4.4, this simple strategy allows detecting trajectories among the
clusters provided by the DBSCAN algorithm. The beauty of this approach is that, if the
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superimposition of images provides an apparent trajectory but the order of the points
composing the trajectory is wrong (right case in Fig. 4.4), the algorithm will fail fitting
a Bezier curve, since the parameter of the curve is chosen to be the time stamp of the
images. This kinematic approach is appealing, since it requires little a priori knowledge
about the orbit the target, but might however fail in rare cases:

« if a hot pixel appears, an object will be recognized as being fixed in the orbital
frame (red cluster in Fig. 4.2), which could in principle correspond to a satellite
seen at very large distance (the image of a 500-meter-large relative elliptical or-
bit seen at 100 km would also be almost a fixed pixel) or a pure along-track (also
called V-bar in the literature) approach. Similarly, if a conjunction of random
nonrecognized objects appears with very small interdistance, a Bezier curve with
0B < 0B max could be found by fitting the cluster.

e if another satellite is visible on a similar orbit (for example, a spacecraft launched
with the same rocket), several trajectories can be simultaneously visible.

The occurrence of such events is impossible to precisely quantify, since it directly de-
pends on the mission characteristics. The apparition of hot pixels is related to the aging
of the camera and to the time at which the rendezvous is performed. During the AR-
GON experiment, three hot pixels were identified, while no hot pixel was encountered
during the AVANTI experiment. This is probably due to the fact that ARGON has been
conducted after two years in orbit, while AVANTI started a few months after the launch
of the BIROS spacecraft. Furthermore, if a hot pixel is detected before initiating a ren-
dezvous, it is possible to provide the flight software with such information to mitigate its
effect. Therefore, this event becomes problematic only if a hot pixel suddenly appears
during the few days of a rendezvous. On the contrary, the presence of other satellites
flying on similar orbits was an issue, mainly during the first days of the commission-
ing of the AVANTI experiment. In view of the early conduction of the experiment in the
mission timeline, it is assumed that a satellite launched together with BIROS was visible
at that time. However, no further identification attempt has been done to confirm this
assumption.

The consequence of these events is that, in some cases, the algorithm will find several
possible plausible trajectories. In other cases, it will provide a single wrong trajectory, if
a parasite target is visible instead of the desired one. Consequently, additional validation
of the target detection has to be performed, before delivering the angles-only observa-
tions to the relative orbit determination process. This data screening is described in
Section 4.3.2 but, before addressing it, the above-described ideas are first formalized in
the next section.

4.2.2. ALGORITHM DESCRIPTION

Fig. 4.5 depicts the different steps involved in the target detection. In what follows, all
objects imaged by the camera are considered as n point sources, whose centroids p;
have first to be determined. This task is a basic star tracker functionality and recalled
here for completeness. In a first step, all pixels ¢ whose brightness b(c) is greater than
the background noise o are selected, forming a set £ of luminous pixels which are
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Obtain the set £ of bright
pixels (thresholding)

!

Group them into n objects O;
(image segmentation) and find
their center p; (centroiding)

!

Recognize the objects
O; using a star catalog

!

Accumulate the centroid p; of the
non-identified objects as seen by
a virtual camera pointing in flight-
direction. Retain only the objects within
a search radius S centered on the ex-
| pected position p*P" derived from TLEs |

!

Identify the m possible tra-
jectories J7; using a density-
based clustering algorithm

!

Selection of trajectory based

L on a Bezier curve fitting )
i Check for evi-

[ Target Selection ] dent brightness
i (Section 4.2.3)

[ Data screening (Section 4.3.2) ]

U0N10919p dNeUIauD|

Figure 4.5: Functional view of the target detection algorithm.

distributed over the whole image:
ZL={c:blc)>0.}. 4.1)

The pixels referring to the same object have to be grouped in 7 clusters {0;}. For this
purpose, several methods exist. The DBSCAN algorithm can be for simplicity advanta-
geously reused (for example with € = 2 and np, = 2, so that any group of more than 2
pixels will be considered as an object @). Once the objects are formed, their centroiding
can be computed using a simple arithmetic mean:

b(c)c—— = b(c)c (4.2)
ceX@: ZCG@ b(c) 062@:

where I; can be taken as a measure of the brightness of the object. The pixel position p;
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Figure 4.6: References frames used in this work: the inertial frame .# is centered on the Earth, with x-axis
aligned with the mean equinox y and z-axis aligned with the Earth’s spin axis. The local orbital frame @ is
defined according to the spacecraft position and velocity. The camera frame % is assumed to have its origin at
the spacecraft center of mass and can be oriented in any direction.

is then transformed in a line-of-sight measurement u;g (expressed in the camera frame
%€, as depicted in Fig. 4.6.) to the object 0; after taking the intrinsic camera parameters y
into account (comprising focal length, principal points, skew coefficient and distortion):

uf =g ' (pi,y. 4.3)

For this work, a simplified camera model g (mapping a unit vector into a pixel po-
sition) considering a pinhole camera accompanied with lens distortion has been found
sufficient. This model is provided by Bouguet [104] and directly derived from the model
proposed by Heikkila and Silven [105] . In this model, the pixel position p depends on

the normalized position p(u) = (u1/us, uz/ u3) T

(i 0 &)(A+klpl®p
_(0 f2 '52)( 1 ) @4

where f = (fi, f2) T is the focal length in pixels, & = (¢1,¢2) T s the camera principal point
coordinates in pixels and k the main radial distortion coefficient. Note that no skew
coefficient has been introduced because its contribution to the modeled pixel position
was judged negligible by the constructor of the camera.

The knowledge of the line-of-sight u? of the objects present in the image allows the
identification of the celestial objects. This can be done either using a lost-in-space ap-
proach, in which the stars are identified without any a priori information, or using the
onboard knowledge of spacecraft attitude together with the mounting information of
the camera. Once the stars are identified, the extrinsic camera parameters (that is, the
orientation of the camera RE in the inertial frame .#) can be derived, for example using
the g-method [106].

At this stage, a set of still unidentified objects {€;} remains. The next step is to recre-
ate their virtual image p; as seen in the frame 7 of a virtual camera perfectly pointing in
the flight-direction

Pi= g(RzRig_l(p,-,y)). (4.5)
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Once this is done, the DBSCAN algorithm can be run on the set of unrecognized
objects p;. In order to reduce the number of possible candidates for the target, it is at
this stage advised to accumulate only those unrecognized objects which are compatible
with the coarse a prioriimage position p?P" provided by the TLEs. Their poor cross-track
accuracy will, however, result in a large search area S. Thus, this feature is more helpful
if a better a priori solution is available, resulting for example from a previous iteration.
In this case, a candidate @; is selected if || p; — p?*|| < S. The output of the clustering
algorithm is a set of m clusters {J} representing all possible trajectories. The next step
is to fit the clusters {E‘TJ} with a second order Bezier curve B(r), parameterized by the
variable 7 and defined by a set of three control points &y, Z; and =,

B(1)=(1-1)%80+215, + 1255, 7€ [0, 1]. (4.6)

Three control points are at least required to describe a curve in the plane (two control
points describe a straight line). It has been chosen to restrict the order of the Bezier curve
to its minimum value to improve the robustness of the data fitting and avoid overfitting.
In view of the simple expression of the Bezier curve, fitting the data is trivial and can be
done using a least-squares approach. Here the parameter 7 has to capture the fact that
the trajectory is a time-dependent suite of points. This can be achieved by considering
the timestamp # of the points p;. composing a cluster J . If i and tyax denote respec-
tively the oldest and newest timestamp of the set of points composing 7, the parameter
T associated to the point py can be defined as

tr — tmi
Tp= k min 4.7)

Imax — Imin

so that the oldest point will be associated with 7 = 0 and the newest point with 7 = 1.

4.2.3. EXPLOITING BRIGHTNESS INFORMATION

Until now, the brightness of the target has never been used. This is due to the fact that,
at far-range, the brightness information can hardly be used in a reliable way. In fact,
the quantity of light reflected by the target spacecraft depends on its surface properties
and on its attitude which is unknown, since we are dealing with noncooperative targets.
Fig. 4.7 depicts for instance the variation of brightness that has been observed during
the ARGON experiment, when the spacecraft were separated by 28 km.

At mid and close-range instead, the object
becomes so bright that an obvious detection
based on this criterion becomes possible. The
measure I of brightness as defined in Eq. 4.2 can
be used for this purpose. Here, some calibration
is required to get an idea on the specific values
obtained with a given sensor and the chosen ex-
posure time. Fig. 4.8a depicts for instance the
brightness of 10000 stars measured during the Figure 4.7: Variation of brightness during one
ARGON experiment and ordered according to orbit at 28 km (ARGON experiment).
their magnitude.




4.2. TARGET IDENTIFICATION 67

20000 ‘

I 15000 1 |

£ 10000 |

= i .

E s S
0 ' o Ium'"“’"“tﬂnﬁ.’--..___._
-1.0 08 25 43 6.0

magnitude [-]
(a) Star brightness (exposure time = 0.5 s).
20000

15000

10000

brightness [-]

5000

0.0 7.5 15.0
distance [km]

(b) Brightness of the Tango spacecraft (adaptive exposure time below 10 km).

Figure 4.8: Brightness measured using the yASC camera during the ARGON experiment.

The brightness of the target depends in addition on the object itself (size and surface)
and will vary if the electronic shutter is used at mid- to close-range. As a consequence,
some care has to be taken while defining a brightness detection threshold. Fig. 4.8b de-
picts the brightness of the target measured during the ARGON approach. A few data
gaps are visible, due to the limited onboard storage capability during the ARGON ex-
periment which made it necessary to discard some data [48]. Fig. 4.8b shows that an
obvious detection threshold of I, = 5000 would capture the few stars with magnitude
below 2.5 (which are anyway included in any star catalog and can easily be recognized)
and the target at a distance smaller than about 7 km. Note that the knowledge of the
planets should be also available to avoid false detections, because they can be as bright
as the most luminous stars. The advantage here is that this additional detection based
on the brightness will work only at small separations, which corresponds exactly to the
domain where the kinematic detection will experience a performance degradation, due
to possible wrong settings for € and increasing centroiding errors.

This latter effect can be better understood
by inspecting Fig. 4.9. The centroiding func-
tion will provide a measure of the center of the
satellite based on the centroid of the flare which
might greatly differ from the center of mass.
Of course, at far-range this does not matter,
since one pixel is larger than the size of the ob-
ject. However, at mid- and close-range, this is
not true anymore. The kinematic detection fits figu.re 4.9: Example of unfavorable target il-

umination: the measured centroid will be far
the target trajectory with a Bezier curve, which  f;om the center of mass.
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might fail in the presence of large centroiding errors. A detection based on the brightness
can help mitigating this loss of performance.

4.3. BATCH-LEAST SQUARES ADJUSTMENT

4.3.1. SYSTEM DESIGN AND SETTINGS

The reconstruction of the relative orbit is done by means of a nonlinear batch least-
squares adjustment as introduced in Section 3.4.1. A numerical propagation has been
preferred to model the relative motion, in order to reach the best possible accuracy. This
design choice will be critically revisited in Chapter 7. In this case, the relative trajectory
is described in the form of a differential equation associated with an initial value x; at
time fy

x=fxy(0),0, (4.8)

where f describes the relative motion model and is a time-dependent function of the
relative state vector x and of the absolute state of the chaser y.. As explained in Sec-
tion 3.3.3, this model must at least include the perturbation due to the Earth-oblateness
(J2) and to the differential drag. The relative state vector x is composed of the inertial
relative position Ar and inertial relative velocity Av of the target object with respect to
the chaser. In order to estimate the relative drag as part of the orbit determination pro-
cess, the state vector is augmented with the drag coefficient of the chaser spacecraft Cp
(keeping the drag coefficient of the target constant):

x=(arT AvT cp)'. 4.9)

Note that this choice has been preferred over the estimation of the relative drag co-
efficient to better reflect the underlying physics: the target of AVANTI is a Cubesat with
symmetrical shape resulting in a constant Cp, while BIROS undergoes frequent changes
of attitude (as seen later), resulting in large variations of its drag coefficient. In view of
the weak observability and the sparse measurements, it has been chosen to restrict the
maximum number of estimated parameters. As a direct consequence, the maneuvers
execution errors are, for example, not estimated. Instead, they are independently exter-
nally estimated using GPS data ( ¢f. Section 4.1). Following Section 3.3.1, it has been
chosen to parameterize the inertial line-of-sight vector using right-ascension (a) and
declination (6) angles (c.f., Eq. 3.27) to form the measurement vector h:

cosa coso
Ar .
u= =| sinacosd (4.10a)
|Ar] sind

h:(“): aman(%) . (4.10b)
6 arcsin(us)
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The derivation of the Jacobian matrix is done using Eq. 4.10a and Eq. 4.10b:
__n 1
a2 7z, 0
i oh OAr nt o |oAr @11
= ——— 1_73 —_—. .
O0Ar 0xy s ___I2r3 T | 0xg
2 [ 2 2
r2ey\f1-2 r2ey\f1-2 -2

For clarity, the notation r; has been chosen to represent the i component of Ar. The
quantity 6Ar/0xy is numerically evaluated as part of the numerical integration of the
relative motion. The derivation of the least-squares solution is provided in Section 3.4.1.
The force model used to represent the relative motion is summarized in Table 4.1. The
covariance matrix P is of great interest in what follows. The first reason is that the in-
troduction of the a priori ngr covariance helps the convergence of the nonlinear least-
squares solution in case of weak observability. The second reason is that the diagonal
elements yield the vector o of standard deviations of the components of the solution,
which provides a measure of the achievable accuracy. In view of the strong anisotropy
of the problem and in order to ease the following discussions, it is more convenient to
map this vector in the Radial-Tangential-Normal frame and to restrict it to its first three
components, corresponding to the relative position. As a result, the variable 0§¥N will
often be used in the sequel as measure of achievable accuracy for Ary.

Table 4.1: Relative motion model used for the numerical propagation.

Items Value

Gravity model JGM3 20x20
Atmospheric density model  Harris-Priester
Solar radiation pressure applied

Luni solar perturbations applied

Satellite area

cannonball model

Table 4.2 finally summarizes the key settings adopted for target detection and relative
orbit determination during the AVANTI experiment. Note that Pg Pf' was only used when
divergence problems were encountered (i.e., mostly at far-range because of the weak

observability).

Table 4.2: Settings adopted during the AVANTI experiment.

Parameters Value Unit

€ 10 pixel
Nmin 5 -

S 50 pixel
OB,max 1.0 pixel
Iop 5000 -

g 40 arcsec

apr
PO

diag(50002,5000%,5000%,5%,5%,52,1)

(m?,m?/s2,-)
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The values of the parameters are derived from simple considerations and flight ex-
perience. The proper setting for € was already discussed in Section 4.2.1. It has been
chosen to collect at least npin = 5 nonrecognized objects to form a cluster, in order to
discard most of the unfortunate random conjunctions of nonrecognized objects. The
size of the search radius S is derived from the accuracy of the TLEs, assuming a lateral
error of 1 km at 50 km. The threshold o'p max to consider a curve fitting successful is based
on the typical centroiding performance at subpixel level. The threshold I, was derived
during the commissioning phase by measuring the brightness as depicted in Fig 4.8. The
measurement noise o assumes centroiding performance of half a pixel. The covariance
ngr assumes larger TLEs errors up to 5 km to cope with possible large along-track er-
rors. The nonlinear batch least-squares estimator relies on the provision of a reference
trajectory derived from TLEs. In order to simplify the interfaces, it is appealing to com-
pute this a priori solution using only line-of-sight measurements. This process is called
angles-only Initial Relative Orbit Determination (IROD) in the literature and will be in-
vestigated in Chapter 6 as part of the research activities conducted after the collection
of flight data. For simplicity, a derivation of the reference trajectory based on TLEs has
been preferred during the AVANTI experiment.

4.3.2. DATA SCREENING AND REFERENCE TRAJECTORY
The kinematic target detection might sporadically deliver wrong trajectories correspond-
ing to parasite objects, which need to be filtered out before the least-squares adjustment.
In fact, if another object flying on a similar trajectory is also visible (for example a space-
craft that has been launched together with the target), the target detection algorithm
will deliver two plausible trajectories. In rare cases, a random conjunction of nonrec-
ognized objects might also be recognized as a trajectory. One might wonder why this
additional data screening is required. Since the probability of such events is small, the
healthy observations will greatly outnumber the misdetections so that, notwithstanding
the outliers, a proper estimate of the trajectory can be derived. This is of course correct
in case of continuous observations like ARGON. However for AVANTI, the problem is
much more delicate. In this case, in view of the weak observability and sparse measure-
ments, a few large outliers could prevent the convergence of the least-squares process.
This is also due to the fact that a line-of-sight error of several degrees (corresponding to
a wrong target detection in the search area S delimited by the TLEs) is several orders of
magnitude larger than the expected measurement noise and can thus quickly endanger
the integrity of the least-squares solution.
In order to mitigate this problem,
the relative orbit determination pro-
cess can rely on one fundamental coarse 4@
X

. \ /
advantage compared to a real-time \ reference X,

R . % \trajectory X x
sequential implementation (such as **\\ ¥¥ X /
described in Chapter 5): the possibil- * o K ¥ ‘v)} *
ity to consider the whole history of * % Jok * X4 % y}ﬁ‘rﬂ,
measurements, in order to select the @ @

object which statistically more fre-
quently appears. In this case, one can Figure 4.10: Statistical discriminations of wrong trajectories.
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consider the entire collection of pieces of trajectories detected in the virtual frame and
recognize the few trajectories which obviously do not belong to the same relative orbit
based on the statistical distribution, as a human eye would do. This idea is depicted in
Fig. 4.10: four pieces of trajectories have been found, but the gray one obviously cor-
responds to another spacecraft. The practical implementation is, however, not trivial.
A clustering algorithm could help treating this problem by grouping the observations
which form a dense region and rejecting the outliers. However, this approach has been
found difficult to implement in a reliable way because the distance between the obser-
vations considerably varies during the entire approach, making the formation of clusters
difficult. In fact, at this point, the problem is no more treatable solely based on a kine-
matic approach. Some information on the dynamics is needed to help the discrimina-
tion.

In view of the aforementioned difficulty, a simpler approach has been retained dur-
ing the conduction of the AVANTI experiment, consisting in a basic data screening against
the reference solution. The drawback of this strategy is that long data arcs are often
needed to improve the observability. Starting from a reasonable guess reference trajec-
tory, the pattern of line-of-sight errors is likely to grow exponentially when propagat-
ing over the complete data arc. Fig. 4.11 illustrates this phenomenon by depicting the
line-of-sight errors between the measurements provided by the target detection and a
reference solution using the flight data of the ARGON experiment. Even if the a priori
solution is not bad at the beginning, small uncertainties regarding the initial conditions
have a dramatic impact after several days. As a result, it might be difficult to automat-
ically detect outliers based on simple thresholding. Here again, a clustering algorithm
like DBSCAN is of help to discard the isolated points which are too far from the main er-
ror pattern. The advantage of such a strategy is shown in Fig. 4.11, where the red crosses
correspond to the measurements which have been rejected after analyzing the error pat-
tern with DBSCAN.
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Figure 4.11: Line-of-sight errors (in blue) over a long data arc starting from a coarse reference trajectory (AR-
GON experiment). The red crosses correspond to outliers detected by the data screening.

Still, as summarized in the lessons learned concluding this chapter, this simple strat-
egy was not always performing well, raising the need for an improved method. Thus, a
more advanced data screening approach has been developed after the conduction of the
experiment as part of the post-processing activities and will be presented in Chapter 7.
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4.4, FLIGHT RESULTS

4.4.1. OPERATIONAL DIFFICULTIES

Overall, the facility for angles-only relative orbit determination successfully fulfilled its
primary objective since it could support all the phases of the experiment with precise
relative trajectory reconstruction. However, the proper selection of healthy measure-
ments was the most difficult task. In fact, in view of the sparsity of the observations and
of the nonlinear nature of the estimation problem, a few large outliers can endanger the
integrity of the relative orbit determination. A wrong observation, off by a few degrees,
introduces a considerable error which is one or two orders of magnitude larger than the
measurement noise. The adopted approach to select the healthy data consists in delim-
iting a search area S around a reference solution but was shown to be sometimes not
well adapted. A small search area of a few pixels will obviously exclude any fatal outliers.
However, this is incompatible with the cross-track errors exhibited by the TLEs. Even if a
very good reference solution is available at initial epoch £y (resulting for example from a
successful previous estimation), the success of the subsequent relative orbit determina-
tion is never guaranteed, because of the unknown differential drag which might render
the value of the previously estimated drag effect obsolete. In this case, as depicted in
Fig. 4.11, the line-of-sight residuals with respect to the reference solution might rapidly
grow, so that a small search area S will lead to the exclusion of a large part of the data
comprised in the selected arc.

During the experiment, this major flaw has been mitigated using intensive manual
labor, consisting in altering the duration of the data arc, refining the reference solution
and modifying the value of the search area. This resulted in a large number of iterations
which, combined with the fact that a numerical propagation had been chosen, made the
orbit determination a very time-consuming task. Despite this difficulty, relative orbit
determination products could always be derived. The key results are summarized in
what follows.

4.4.2. THE FAR-RANGE FIELD

This analysis tackles the problem of approaching for the first time a noncooperative ob-
ject at far-range. In this scenario, it is assumed that a coarse orbit phasing has already
been performed by the ground segment based on the available TLEs of the target. A
more general definition of orbit phasing is meant here, consisting in matching the tar-
get orbital plane and the in-plane properties of its elliptical motion, so that target and
chaser are flying on identical orbits and separated by a few tens of kilometers. In view
of the poor accuracy of the TLEs, no passive safety can be enforced at this stage, since
the values of the relative eccentricity and inclination vectors cannot be determined ac-
curately enough using TLEs. As a result, a safe separation of several tens of kilometers is
kept during the orbit phasing.

The strategy for a successful target detection at far-range is to keep the camera point-
ing in flight direction, hoping that the target will become visible at some point. If the
orbit phasing has been correctly done, the large separation ensures that the apparent
relative motion is entirely contained in the field of view of the camera. At this safe dis-
tance, the longitudinal direction is difficult to be accurately estimated, since only large
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and costly maneuvers would induce a perceptible change of relative motion. However,
this matters little. In fact, it is much more judicious to exploit the complementarity be-
tween the TLEs and the line-of-sight measurements in order to focus on the motion per-
pendicular to the flight direction (i.e., in the RN plane).

The power of this strategy can be demonstrated using a simple example from the
ARGON experiment. Let us observe the Tango satellite on 23 April 2012 during only two
orbits (between 18:00 and 21:00), when the spacecraft are separated by 30 km. The orbits
are chosen to be maneuver-free resulting in a weak observability. Let us now consider
that we have little information about the target orbit, thus assuming a pure along-track
separation of 25 km. In view of the weak observability and the limited observation time,
the least-squares adjustment is likely to diverge. If we now constrain the problem by
introducing the a priori covariance ngr corresponding to the accuracy of a coarse orbit
phasing based on TLEs (errors of 5 km for the position and 5 m/s for the velocity), the
process is able to converge to provide an estimate xy at epoch #=2012/4/23 18:00:00
UTC.

Table 4.12a summarizes the orbit determination results. Since this section focuses
mainly on formation safety based on geometrical considerations, the state vectors are
translated into dimensional relative orbital elements aé « for simplicity and the drag co-
efficient is omitted. The reference relative state is derived from the GPS-based relative
orbit determination products. It can be observed that, without the need of executing any
maneuver, the relative orbit determination is already able to estimate ada accurately to
a few meters. This is of great importance, since ada directly drives the drift rate dur-
ing the rendezvous, so that its accurate knowledge ensures a smooth approach. Passive

(a) Relative orbit determination results.

apriori  abal®™ =0 25000 0 0 0 0m
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(b) Normalized coordinates p of the target mea- (c) Estimated (blue) vs. true (green) relative mo-
sured in the virtual frame 7. tion in the RN plane.

Figure 4.12: Relative orbit determination with a priori covariance at far-range (ARGON).
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safety is established by ensuring that the relative inclination and eccentricity vectors are
collinear. The error of the estimated vectors ade and adi amounts to about 10% of their
size, allowing already at that stage for the design of passively safe relative orbits. Note
that this discussion is done using an external reference instead of the covariance of the
solution. The reason is that, due to the adopted parameterization of the state vector (a
Cartesian inertial relative state) in the onground orbit determination process, the covari-
ance is not helpful to understand the accuracy of the estimated relative orbital elements.
This is an important lesson learned for the design of a relative orbit determination sys-
tem: the parameterization of the state vector using relative orbit elements, as seen in the
next chapters, is operationally more convenient for the evaluation of the system perfor-
mance. Figure 4.12c graphically depicts the estimated and true relative motion in the RN
plane, showing that the shape of the orbit has properly been reconstituted but its size has
been overestimated by about 10% ( because the distance has been as well overestimated
by 10%), leading to a too optimistic minimum distance dp;p.

In the following, a similar exercise is performed using the data collected during the
AVANTI experiment. This is done by selecting a four-hour-long data arc on 24 September
2016, when the spacecraft are separated by 45.6 km, according to TLEs. Here again, the
relative orbit determination is aided by the covariance matrix Pg P and the a priorirefer-
ence trajectory assumes a pure along-track separation of 45 km. As shown in Fig. 4.13b,
the visible relative motion is dramatically reduced. Here again, it is challenging to per-
form a successful orbit determination without constraining the problem with the co-
variance matrix. However, the interesting outcome is that, despite the small amount of
observations, it is also possible to estimate the shape of the relative motion at this dis-
tance. In the absence of external reference during the AVANTI experiment and because
of the difficulty to exploiting the covariance, it is not easy to assess the accuracy of the
solution. The standard deviation of the estimated relative position in the local frame is

(a) Relative orbit determination results.
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estimated aday =(-30 48500 -534 670 4 852)m
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(b) Normalized coordinates p of the target (c) Estimated relative motion in the RN
measured in the virtual frame 7 plane.

Figure 4.13: Relative orbit determination with a priori covariance at far-range (AVANTI).
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oRIN = (26, 4968, 56) m. Thus, it can be concluded that the estimated lateral appar-
ent motion (the "shape" of the relative orbit) is accurate to a few tens of meters, while
the range uncertainty has not yet been solved due to the weak observability and is still
affected by the error of 5 km specified by ng '. Consequently, the "size" of the relative or-
bit will also be affected by an error of approximately 10%. Note that this discussion will
later be resumed in Section 5.4.2, where the parameterization of the state vector with
relative orbital elements offers a better framework for such analyses.

One interesting comparison consists in estimating the relative motion this time with-
out any a priori covariance information. The main problem for this exercise is that,
in order to greatly improve the observability and enable the convergence of the least-
squares filter, one would need to considerably alter the relative motion, which is usually
not the preferred approach. In order to keep a reasonable propellant budget, an alter-
native strategy consists in executing small maneuvers and observing the resulting effect
over a longer time interval. This idea was retained in AVANTI, where a single 1.2 cm/s
maneuver has been executed on 23 September. Small maneuvers will only slightly im-
prove the observability, thus requiring a longer observation arc (typically several days)
to ensure the convergence of the least-squares process. However, this comes at the cost
of a degradation of the dynamical model over the considered arc, because the mismod-
eling errors will become predominant. To illustrate this idea, a sensitivity analysis with
respect to the data arc is performed by running two orbit determinations with different
data arcs lengths of, respectively, five and seven days.

The results are summarized in Table 4.3. The range estimate between the two runs
differs by about 20%, which is worse than the accuracy of the TLEs. This example has
been chosen to highlight the difficulty to choose the proper length of the data arc. By
selecting five days of observations, the standard deviation of the least-squares solution
indicates a large uncertainty in the along-track direction (7 km). It is thus tempting to
increase the data arc in order to reduce the standard deviation, but then the data fitting
degrades.

Table 4.3: Orbit determination without a priori covariance with different data arcs.

data arc 2016/9/21 - 2016/9/26 2016/9/21 - 2016/9/28
observations 346 444

residuals (@, 8) 0+33",0+35" 0+38",0+42"

ada (447227 -7245552875)m (1357261 -860 6912 1041 ) m
Cp 2.39 1.91

RN (164 7269 133)m (101 4205 76)m

A closer look on the residuals pattern in Fig. 4.14 can help assessing the quality of
the orbit determination. The residuals in the order of 30” correspond to measurement
noise of less than half a pixel, with one pixel corresponding to 80”. Some data gaps can
be observed. They correspond to time intervals where the chaser had to interrupt the
observation due to thermal problems on the BIROS satellite.

Figure 4.14b shows that the residuals of the 7-day solution (especially of the decli-
nation) slightly increase and cannot be considered as white noise anymore, indicating
that the quality of the orbit determination is probably not as good as the one done with
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Figure 4.14: Relative orbit determination residuals without a priori covariance at far-range (AVANTI).

the 5-day-long arc, because the dynamical model is not adequate anymore. At far-range,
some dexterity is thus required to select the best compromise between observability and
validity of the dynamical model, as well as to judge the quality of the products.

These are however subtle consid-
erations, since the accuracy of the
relative orbit determination will any-
way improve with decreasing dis-
tance and since, despite the difficulty
in estimating properly the range,
the different orbit determinations al-
ready provide a very good estimate of
the geometry of the relative motion.
Figure 4.15 depicts for instance the
difference between the relative mo-
tion in the RN plane estimated us-
ing orbit determinations performed
with and without a priori covariance.
As expected after the analysis of the
residuals, the 5-day solution shows a
good match with the solution com-
puted using the a priori covariance.

radial [m]

@ constrained @5 days @ 7 days

1250
625 f\
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-1250
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Figure 4.15: Estimated relative motion in the RN plane on
24 September 2016 12:00 UTC by performing a relative or-
bit determination with a priori covariance (in blue), com-
plemented by two orbit determination runs without a priori

covariance over 5 days in green and over 7 days in orange
(AVANTD).
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4.4.3. FAR- TO MID-RANGE REGIME

As soon as larger variations of the apparent relative motion can be observed in far- to
mid-range regimes, the difficulties described in the previous section disappear. The or-
bit determination rapidly converges and consistent results are observed between con-
secutive data arcs. Here again, the skill of the user is required to select the most appro-
priate data arc, long enough to ensure observability and short enough to minimize the
impact of the errors of the relative motion model. The first analyses are done with the
good experimental conditions offered by the ARGON experiment. For this purpose, the
pictures collected with the PRISMA satellites have been reprocessed over a 4-day-long
data arc.
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Figure 4.16: Intersatellite distance and residuals during the ARGON experiment (2012).

Figure 4.16 depicts the variation of distance during ARGON and the line-of-sight
residuals after least-squares adjustment. At close distance, the target becomes so bright
that the stars in the background are not visible anymore. This problem will be described
in detail in the next section.

It has been decided to simply reject all the images if less than 6 stars are visible since,
in this case, no precise estimation of the orientation of the camera can be done. This
explains why the number of observations decreases when approaching. In view of the
rapid change of relative motion from 30 km to 3 km over 5 days, the system is well ob-
servable, so that a good accuracy of the relative orbit determination can be achieved.
Figure 4.17 depicts the orbit determination errors with respect to the GPS-based rela-
tive positioning products which are at meter level for all the components except for ad A
which exhibits an error up to a few hundred meters, consistent with the results formerly
obtained with ARGON [48].

It is interesting to focus on the remaining error sources. Obviously, the systematic
centroiding errors due to the truncation of information in the Regions of Interests, as
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documented in [48], plays a role in the overall error budget. The second obvious source
of errors lies in the relative motion model and in particular in the errors due to the ma-
neuvers. The fact that the least-squares process considers the entire data arc consti-
tutes at the same time its force (to improve the observability) and its weakness, since
the mismodeling are summed up over the complete arc. During the 4-day-long data
arc, 26 maneuvers have been executed. Therefore, many maneuver execution errors are
introduced in the relative motion model. Since the PRISMA satellites were fully coopera-
tive, it is tempting to a posteriori recalibrate the maneuvers using differential GPS [107],
to investigate the influence of maneuver execution errors. The least-squares solution
obtained with the fine calibration of the maneuvers is depicted for comparison in red
in Fig. 4.17. A clear improvement can be seen. Note this additional analysis based on
fine maneuver calibration is only done for the sake of completeness in this thesis. In
the general case, it is impossible to calibrate maneuvers using differential GPS with a
noncooperative target. Once the error due the maneuvers is well reduced, the remain-
ing perturbation of the relative motion model is mainly due to the differential drag. It
can be seen that the filter is not able to precisely estimate the time variation of aéa due
to the differential drag, whose cumulative effect in 4 days amounts to about 3 m. This
translates into an error of a few hundreds meters in aé 1. The orbit determination results
using both fine and coarse maneuver calibration are summarized in Table 4.4.

During the AVANTI experiment, these difficulties are exacerbated by the fact that
considerably less measurements are available and that the perturbation of the differ-
ential drag is much stronger. In addition, this perturbation is far from being constant.

1000

adk [m]

Figure 4.17: Error of the estimated relative orbital elements for both angles-only orbit determinations, using
coarse (blue) and fine (red) maneuver calibration. The maneuvers are represented by gray vertical lines (AR-
GON).
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Table 4.4: Relative orbit determination results using coarse and fine maneuver calibration (ARGON).

Maneuver coarse calibration fine calibration

Data arc 2012/4/23 -2012/4/27 2012/4/23 -2012/4/27
Observations 4461 4499

Residuals (a,8) 19+90”,11+49" 17 +90",17 +45"

aday (-7-30038-83-390-4202)m (-3-31151-85-397 -3 204)m
Cp 3.85 3.78

oRIN (02 278 0.1)m (0.2 274 0.1)m

In the current design of the relative orbit determination facility, a constant value for the
drag coefficient Cp is estimated over the whole data arc. In reality, the constraints posed
by the chaser satellite during AVANTI resulted in frequent changes of attitude profiles
to satisfy the mission requirements, inducing large variations of the cross-sectional area
of the chaser. Fig. 4.18 depicts for example the area subject to the differential drag in
different attitude modes: Earth-pointing (in order to orient the communication anten-
nas to the ground), Target-pointing (when tracking the target with the star tracker), and
cool-down mode (when the spacecraft needed to be actively cooled).

N\

(a) Earth-pointing (b) Target-pointing (c) Cool-down

Figure 4.18: Variation of cross-sectional area for different attitude profiles (AVANTTI).

These difficulties have to be kept in mind but do not prevent the completion of the
relative orbit determination task. Figure 4.19 depicts for instance more than one month
of relative orbit determination, covering a large part of the commissioning phase as well
as the first autonomous approach (19 to 23 November). Figures 4.19a and 4.19b show,
respectively, the estimated relative semi-major axis and mean along-track separation.
Figure 4.19c and 4.19d depicts the residuals and standard deviation (derived from the
covariance) of the solution of each data arc. The gray zones correspond to different arcs
for the relative orbit determination. The 154 maneuvers executed during this period
have not been represented for clarity. Note at the boundaries how accurately the differ-
ent solutions match with respect to each other. Small discrepancies can be sometimes
recognized (for example between the first and second data arc for ad a) but the errors are
limited to a few percent of the estimated values. In fact, only a closer look to the stan-
dard deviation of the solution in Fig. 4.19d can provide us with a better insight into the
achieved accuracy.

A clear correlation between the intersatellite distance and the performance of the
orbit determination can be recognized. Starting with a fairly large along-track error of
about 1 km at 40 km (cf. previous section), the accuracy improves when the distance be-
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(a) Estimated relative semi-major axis (in blue) and chaser drag coefficient (in green).
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(d) Standard deviation of the position, derived from the covariance of the solution at initial epoch of each
data arc.

Figure 4.19: One month of relative orbit determination during the AVANTI campaign.
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tween the satellites decreases, reaching relative positioning performance at meter level
when the separation drops below 1 km (for example on 16 November). This feature
makes angles-only navigation well adapted for space rendezvous, where more accurate
knowledge of the relative motion is required when the separation decreases, in order to
reduce the risk of collision. The estimated drag coefficient Cp of the chaser spacecraft
is also represented for each orbit determination arc (green lines in the Fig. 4.19a associ-
ated to the right y-axis). Obviously, unrealistic values are obtained such as below zero or
above six. They correspond to the fact that the orbit determination tends to capture the
mean effect of the differential drag over the whole arc by adjusting Cp while keeping the
area of the spacecraft constant. It can also be that the adopted model of the atmospheric
drag (Harris-Priester) is too inaccurate. Further improvements are obviously needed to
better model this perturbation.

Regarding the image processing, it seems that the assumptions done in Section 4.2
in terms of centroiding errors and target brightness were fully justified. Fig. 4.20 shows
the Bezier curve fitting residuals and measured brightness for the tracked objects. In
both experiments, the fitting residuals are similar, indicating that the centroiding per-
formance is almost the same for Tango and BEESAT-4. The chosen limit o max = 1 pixel
is adequate for the whole approach. The brightness is instead fairly different. This was
expected considering the difference of size of the objects, 10x10 cm for BEESAT-4 against
30x30 cm for Tango. It can been observed that the intensity of Tango is limited. This is
due to the fact that an automatic electronic shutter had been used during the conduc-
tion of the ARGON experiment, while this functionality was not yet activated during the
considered data arc for AVANTI (cf. next section).
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Figure 4.20: Output of the image processing for the ARGON and AVANTI experiments.

In the absence of other external references, it is still possible to get some insight into
the navigation performance by analyzing, for example, the covariance of the solution.
This provides a measure of the achieved orbit determination accuracy in terms of statis-
tical errors. However, this measure "is often found to be too optimistic in the presence
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of systematic force and measurement model error" [68]. This statement is easily illus-
trated by the discrepancies observed for ARGON between the orbit determination errors
(Fig. 4.17), which indicates lateral and longitudinal navigation errors of a few meters and
a few hundred meters, while the standard deviation (Table 4.4) indicates lateral errors
below one meter and longitudinal errors of a few tens of meters. Still, this does not mean
that this value cannot be exploited, rather that it has to be considered with care.

In order to assess the validity of the assumptions used for relative orbit determina-
tion, a radar campaign has been conducted as independent means of verification using
the German TIRA system. The radar on ground suffers, however, from the difficulty to
discriminate the signals reflected by the chaser and target satellites if the intersatellite
distance is too small. Consequently, it has been decided to conduct this campaign when
the satellites were far away (more than 40 km distance). Three radar passes have been
scheduled on 20-21 October 2016, following the recommendations of the in-house ex-
pertise already available in this domain [108]. The resulting radar-based orbit determi-
nation is expected to be affected by an error of about 2 m in the radial direction and 20 m
in the other directions [108]. For the angles-only orbit determination, a data arc span-
ning 5 days (18 to 22 October) has been selected for relative orbit determination, where
a controlled approach had been initiated from ground to bring the formation back to
15 km separation.

Fig. 4.21 depicts the relative orbit determination errors compared to the radar-based
solution in the local orbital frame. As expected, at this distance the longitudinal error is
much larger (two orders of magnitude) than the lateral error. The covariance of the solu-
tion at epoch #,=2016/10/20 20:00 UTC for the relative orbit determination indicates an
error of [5.5 873.8 7.3] m in the RTN frame, which is consistent with the observed errors.
Interestingly, the error predicted by the covariance is in line with the measured errors of
the solution. This is due to the fact, at far-range, the systematic measurement errors are
negligible and the assumption of Gaussian noise distribution is valid to a large extent.
On the contrary, the already mentioned discrepancy between covariance and measured
errors observed during the PRISMA experiment is due to the fact that systematic mea-
surement errors are more pronounced at mid-range (below 10 km).
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Figure 4.21: Orbit determination errors: angles-only vs. radar-based solution (AVANTI).

The lateral relative navigation performance is already at meter level at this distance
(see radial and normal components in Fig. 4.21). This performance is needed in the
early phase of a rendezvous to smoothly control the drift rate of the approach and to
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establish a safe relative orbit. On the contrary, the exact knowledge of the intersatellite
separation (which is in our case anyway accurately estimated to 2%) is not required at
far-range to ensure safe operations. This discussion is better supported using relative
orbital elements. Figure 4.22 depicts the estimated relative semi-major axis and mean
along-track separation estimated during the TIRA campaign. Already at this distance,
the relative semi-major axis is accurately estimated at meter level. Its decay due to the
differential drag is also well estimated. Note that a large discontinuity is visible on 19
October 11:16 UTC. This corresponds to a 2.3 cm/s maneuver commanded from ground
as part of the commissioning activities to rapidly decrease the intersatellite separation
by creating a large relative semi-major axis.
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Figure 4.22: Angles-only (in blue) vs. radar-based (in red) solutions (AVANTI).

The lateral relative orbit determination performance is important from an opera-
tional point of view as this is needed to assess the risk of collision. The concept of passive
safety adopted for both ARGON and AVANTI experiments requires a good knowledge of
the Radial-Normal components of the relative motion, in order to accurately estimate
the minimum intersatellite distance dy, perpendicular to the flight direction (cf. Sec-
tion 3.2.4). It has to be emphasized that the risk of collision might become relevant at
mid-to-close range, if systematic model and measurement errors degrade the lateral rel-
ative navigation accuracy while dy, is gradually decreased by the rendezvous guidance
strategy. As a result, some safety margin (typically 10 m) should be applied when mon-
itoring the minimum intersatellite distance dy,. As part of the post-analysis activities,
Chapter 7 will perform a detailed covariance analysis, with the goal to understand the
contribution of the different error sources (maneuver execution errors, improper drag
modeling, measurement bias) and aiming at building a more realistic covariance, able
to serve as reliable measure for the error of the solution.
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4.4.4. CLOSE-RANGE CHARACTERISTICS

Angles-only navigation appears as method of choice to support far-to-mid range ren-
dezvous. In this case, the target spacecraft is imaged as a point whose centroid accu-
rately matches the actual center of mass, and the stars visible in the background ensure
a precise knowledge of the orientation of the camera. All these aspects contribute to
provide line-of-sight measurements accurate at the subpixel level and allow for accurate
relative orbit determination throughout the entire rendezvous.
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(a) Estimated instantaneous intersatellite separation. The data arcs are represented by different gray areas.
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(b) Line of sight residuals with precise (blue) and coarse (green) knowledge of camera orientation. The
vertical gray areas represent the time intervals during which the automatic shutter was activated.
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(c) Standard deviation of the position, derived from the covariance of the solution at initial epoch of each
data arc.

Figure 4.23: Orbit determination results during the close approach (AVANTI).

In view of the satisfying performance obtained during the far-to-mid range approach,
it was tempting to also investigate the behavior at closer distance. Can angles-only navi-
gation also be used to bridge the mid-range gap, that is, to bring the target in the working
range of close-proximity sensors?



4.4. FLIGHT RESULTS

85

The major difficulty during a close approach 2345 ry
lies in treatment of the increasing brightness (3
of the spacecraft, making the regulation of the
exposure time mandatory. However, when re- r
ducing the exposure time, the stars in back- [ &
ground will not be visible anymore and it be- , ¢}
comes impossible to precisely derive the orien-
tation of the camera. Another important lim-
itation is due to the image of the target itself,
which cannot be considered anymore as a point
aligned with the center of mass (cf. Fig. 4.9).
These two sources of error greatly contribute to
a degraded accuracy of the line-of-sight mea- ¢
surements. However, since the problem very D
much depends on the distance, these uncer- %

=

23:40

A
]
'y
)

L

tainties can still be acceptable for small sepa-
rations. In fact, one degree measurement error
corresponds to less than 1 m error at 50 m dis-
tance but translates into 174 m error at 10 km.

v
0
B
Two close approaches have been conducted 2335 %
during AVANTI, the first time (11-18 Novem- n
ber, cf. Fig. 4.19) with a strong support from &)
the ground as part of the commissioning phase, n
the second time fully autonomously. This sec- n
tion will only focus on the fully autonomous ap-
proach (24 to 27 November). Figure 4.23a de- n
picts the estimated instantaneous intersatellite r
distance (not the mean along-track separation 4]
adA) during the approach. In Fig. 4.23b, the 5330
measurement residuals are represented with ’ O
different colors, depending on the accuracy of 8|
the estimation of the camera orientation. The [
residuals in blue refer to angles-only observa- O
tions which have been derived using the stars E
in the background to estimate the orientation ol
of the camera. The residuals in green are in- o
stead computed when the onboard estimate of N
the attitude of the camera is used. For clarity, n
both right-ascension and declination measure-
ments are indifferently represented with the
same color, the color information being only
used to distinguish if the knowledge of the cam-

Figure 4.24: BEESAT-4 imaged a close range:

era orientation was precjse]y known or not. coarse spacecraft features become observable
at about 100 m (AVANTTI).

When the electronic shutter is used, it be-

comes necessary to make use of the onboard at-

2305 2016/11/26
0 75 150 225

distance [m]



86 4. ON-GROUND RELATIVE ORBIT DETERMINATION

titude to compute the inertial line-of-sight observations. In the case of AVANTI, since
one of the star cameras was used to follow the target, it was unfortunately not possible
to always keep a camera head pointed to deep space, so that the onboard attitude was
sometimes affected by errors up to one degree. In view of this performance degradation,
two different strategies have been investigated during the close approach. During some
orbits, the sharpness of the target image has been sacrificed (by deactivating the elec-
tronic shutter) to obtain a more accurate line-of-sight observation thanks to a better at-
titude knowledge of the camera. Note that, for AVANTI, this strategy is also helped by the
limited and symmetrical shape of the target: the centroid of the imaged object is close to
the true projected position of the center of mass.. During the rest of the time, the elec-
tronic shutter was activated (depicted by gray areas in Fig. 4.23b), yielding accurate im-
ages but inaccurate angles-only observations. Fig. 4.24 shows the resulting target image
at decreasing distance (the shutter was always activated during this sequence.). Starting
from an unrecognizable blob, specific features can be detected (rectangular shape and
presence of two antennas).

Some adaptation of the measurement noise in the least-squares process is needed
when including the observations derived with the coarse onboard attitude. During the
AVANTI experiment, two different values (80” and 3600”) were used depending on the
presence of stars in the background. Note that the poor performance of the onboard
attitude encountered during AVANTT is specific to the minimalistic design of the experi-
ment [62]. If additional star trackers are available to measure precisely the spacecraft at-
titude, the reconstructed orientation of the camera is more precise. Fig. 4.25 depicts, for
instance, the line-of-sight residuals obtained with ARGON, already depicted in Fig. 4.16,
but this time complemented with observations derived from the onboard attitude. The
errors are clearly much smaller.

Anyway, with this settings a precise reconstruction of the relative trajectory becomes
possible even with degraded observations. According to the covariance of the solution,
relative positioning accuracy at sub-meter level is achieved at close range. In view of the
discussions done before, the real accuracy should be however probably at meter level.
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Figure 4.25: line-of-sight errors using the stars (blue) and onboard attitude (green) to estimate the orientation
of the camera (ARGON).
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4.5. CONCLUSION AND LESSONS LEARNED

During more than two months, angles-only relative orbit determination has been con-
tinuously performed to support the AVANTI experiment, covering intersatellite separa-
tions from 50 km down to 50 m. The resulting experience collected in orbit remark-
ably complements the legacy left by the precursor ARGON experiment, thus constitut-
ing a valuable collection of flight data and expertise. Despite the fact that both in-orbit
demonstrations have been conducted in low Earth orbit and used the same camera to
track the target object, substantial differences in terms of visibility and performance
could be observed. These disparities are due to the choice of the orbit: while the ARGON
experiment benefited from the optimal visibility conditions offered by a dawn-dusk con-
figuration, AVANTI had to cope with eclipses and camera blinding, dramatically reduc-
ing the amount of observations. In addition, flying at lower altitude, AVANTI had to face
much stronger orbital perturbations due to the differential drag. The design of the chaser
also considerably impacts the flight results: ARGON could rely on the ideal experimen-
tal conditions offered by a dedicated formation-flying testbed, whereas AVANTTI had to
cope with numerous additional constraints such as single-direction maneuver capability
or absence of dedicated tracking camera. The complementarity of both experiments is
however of great interest: ARGON presents easier conditions for navigation and can also
benefit from a precise reference based on differential GPS for performance validation.
AVANTI instead explores the limits in terms of angles-only navigation and demonstrates
that relative trajectory reconstruction can still be successfully performed under these
difficult conditions.

Overall, angles-only navigation has been found to be a powerful method to be used
as navigation method to approach a noncooperative target. AVANTI demonstrated that
even a single-unit CubeSat can be visible at a distance up to 50 km. At far-range, angles-
only relative orbit determination exhibits large along-track errors up to a few hundred
meters but is able to accurately estimate the shape of the elliptical relative motion, thus
supporting a smooth and safe rendezvous at this stage. The weak observability at very
large separations (several tens of kilometers) might however prevent a convergence of
the solution. In this case, constraining the least-squares solution around the relative or-
bit derived from TLEs is sufficient to mitigate this problem. At mid-range and in the pres-
ence of large variations of the relative motion, this latter difficulty disappears, so that the
relative trajectory can be successfully determined during all the approaches exercised
during the AVANTI experiment. The achievable accuracy is shown to continuously im-
prove throughout the entire rendezvous, promising relative navigation performance at
meter level at close-range according to the covariance of the solution.

Despite this achievement, numerous difficulties have been actually encountered dur-
ing the data processing, indicating that the facility for relative orbit determination did
not reach an acceptable operational maturity during the conduction of the experiment.
Chapter 7 will revisit this particular weakness, showing that the use of the linear theory
is of great help to mitigate this issue.

A second weakness, related to the prediction of the error of the solution, has also
been identified. The results from the ARGON experiment clearly show that the relative
orbital determination covariance is too optimistic, which could be operationally danger-
ous. Here again, Chapter 7 will investigate how this issue can be mitigated.
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Finally, it also appeared desirable to avoid the assistance from TLEs, in order to sim-
plify the interfaces. Chapter 6 will specifically address this topic, demonstrating that, at
far-range, it is possible to derive a good initial estimate of the relative state of the forma-
tion only relying on angular measurements.



SPACEBORNE REAL-TIME
RELATIVE NAVIGATION

This chapter describes the embedded real-time angles-only relative navigation system that
enabled the autonomous rendezvous performed during the AVANTI experiment. Com-
pared to a ground implementation, the algorithms and methods are tailored to cope with
the real-time requirements and limited onboard resources. After a brief overview of the
necessary adaptations and of the resulting system design, the key flight results are pre-

sented.

This chapter has been published in Acta Astronautica 153 (2018) [109] and adapted for the thesis.
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5.1. OVERVIEW

Dealing with a collection of already existing images, Chapter 4 might lead to the impres-
sion that the in-orbit acquisition of pictures is a simple process within the angles-only
relative navigation task. This is partly the case at far- to mid-range, where it is suffi-
cient to point the camera in along-track direction to entirely observe the relative motion,
provided that the coarse orbit phasing prior to the rendezvous has been correctly done.
Since the field of view of the camera is limited, this is unfortunately not true anymore
during a passively safe rendezvous at short-range distances, for which a minimum in-
tersatellite distance perpendicular to the flight direction is ensured at any time. In this
case, the camera has to actively follow in real-time the direction to the target based on
the onboard estimate of the relative state. Note that a pure V-bar approach would make
the camera pointing easier but is unsafe and thus not advised. Obviously the realization
of this task requires a high level of onboard autonomy.

The vision-based relative navigation system presented in this chapter is designed to
be used by a chaser spacecraft to autonomously track and rendezvous with a known
noncooperative target object from a distance of several tens of kilometers down to a
few hundred meters. It is assumed that the orbit of the target is coarsely known (for
example using ground-based radar tracking) and that the chaser is flying on a similar or-
bit. The onboard relative navigation task consists in continuously providing an estimate
of the relative motion of the formation in real-time to the other onboard applications
(guidance, control, attitude pointing). The system is assumed to only rely on a far-range
camera to observe the target. Thus the estimation of the relative state is derived from
line-of-sight measurements which first have to be extracted from the images taken by
the camera. In view of the desired working range, all the objects imaged by the camera
are considered as point sources.

As amatter of fact, the relative navigation task is very similar to what is needed for the
angles-only relative orbit determination presented in the previous chapter, except that
the algorithms have to be suited for real-time implementation with limited onboard re-
sources. Figure 5.1 depicts the task flow of the onboard vision-based navigation system.
The first four blocks are part of a minimalistic image processing, aiming at providing the
line-of-sight measurements to the unrecognized objects of one image. This task, already
described in Chapter 4, is computationally-light and thus very well adapted for a real-
time implementation. The main steps are recalled here for completeness: a raw image is
first processed to extract a collection of luminous spots after a threshold-filtering of the
background noise (image segmentation). Once this is done, the centers of the spots are
estimated by computing the arithmetic mean of the pixels (centroiding). At this stage,
the raw image has been simplified to a list of so-called centroids, the majority of them
corresponding to stellar objects. The next step consists in identifying these stellar objects
(star identification) in order to derive the precise orientation of the camera. In principle,
this could be done without any external help using a lost-in-space algorithm to recog-
nize the stars. Such algorithms are typically implemented in star trackers. For simplicity,
it has been decided to rely instead on the onboard knowledge of the spacecraft attitude
(accurate to a few arcminutes) to first identify the stellar objects. In a second step, the
knowledge of the orientation of the camera is refined (reaching an accuracy of a few arc-
seconds) using the g-method [106] (attitude estimation).
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Figure 5.1: Functional view of the onboard vision-based relative navigation system.

The next step consists in detecting the noncooperative object. The kinematic target
identification algorithm presented in Chapter 4 is also well adapted for an onboard im-
plementation thanks to its sequential nature. In fact, the trajectory recognition is done
based on a small portion of the relative elliptical motion, so that only a few processed im-
ages (typically 20, cf. Section 4.2.1) have to be stored onboard. Here, the major difference
compared to the onground target detection is that advanced data screening techniques
based on the complete history of measurements are no more possible. In order to mit-
igate this problem, the onboard relative state estimate is also used for the detection of
the target after the convergence of the estimation process. This feature is represented by
a dashed arrow in Fig. 5.1 and is named dynamic target detection.

Once the target has been recognized, the navigation filter processes these observa-
tions and, thanks to the knowledge (provided externally) of the absolute state and ma-
neuvers executed by the chaser spacecraft (i.e, BIROS), estimates the relative state. Two
major differences with respect to the on-ground relative orbit determination appear at
this stage. First, a calibration of the maneuvers is no more possible, because it requires
the subsequent accumulation and processing of GPS data over a long time, typically one
orbit, in order to precisely estimate their effect on the relative motion. As a result, the
a priori knowledge of the maneuvers is instead used, introducing additional errors in
the relative state estimation. Second, a nonlinear batch least-squares approach relying
on several iterations, taking the history of measurements into account and based on the
numerical integration of the relative dynamics is also no more possible because of the
required computational efforts. Thus, the approach that has been retained consists in
implementing a sequential extended Kalman filter as described in Section 3.4.2 based
on the computational-light analytical model for the relative motion introduced in Sec-
tion 3.2.4.
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5.2. ROBUST TARGET IDENTIFICATION

5.2.1. KINEMATIC TARGET DETECTION

As already mentioned, one of the main challenges faced by an autonomous vision-based
navigation system is the ability to provide reliable line-of-sight measurements to the
navigation filter. To do this, the measurements have to be extracted from the pictures, re-
quiring the capability to identify the target object among all the lumino