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Executive Summary 
Automated driving systems (ADS) can improve traffic safety, improve accessibility and reduce 

environmental impact (Shladover, 2016). On the contrary, on May 7th 2016, a fatal accident with a Tesla 

on autopilot in U.S. Florida was a harsh reminder that the technology is still in its testing phase 

(Greenemeier, 2016). In complex technical systems like ADS technical failure may occur, which forms a 

serious threat to human well-being. Moreover, studies have shown that citizens are very concerned about 

deliberate misuse of ADS (Kyriakidis, Happee, & De Winter, 2015), e.g. people purposely abusing ADS to 

cause damage or even hurt someone. Therefore, according to many experts, the implementation of ADS 

does not only entail technical issues but also normative issues.  

To bridge the gap between technical- and normative issues, responsible innovation can be applied 

(Santoni de Sio, 2016). Friedman et. al. (2006) propose value-sensitive design to achieve responsible 

innovation via technical-, empirical- and conceptual research. As following from responsible innovation 

and value-sensitive design and in particular its focus on empirical research as one of its necessary 

elements, in this research an effort is made to use empirical research methods to provide more insights in 

normative issues of automated driving systems (ADS). The focus lies on social acceptance, particularly 

with respect to traffic safety. Also accessibility, environmental impact and heterogeneity among citizens 

will be analysed. Social acceptance is defined as “a person's assent to the reality of a situation, recognizing 

a process or condition (often a negative or uncomfortable situation) without attempting to change it, 

protest, or exit” (Fish, 2014, page 1). The following questions will be answered in this research: 

What is the social acceptance of automated driving systems from the perspective of safety, 

accessibility and environmental impact and what is the corresponding heterogeneity? 

1. What percentage of citizens thinks automated driving systems are socially accepted? 

2. How is the social acceptance influenced by safety, accessibility and environmental impact? 

3. Are traffic fatalities caused by automated vehicles valued differently than current traffic 

fatalities? 

4. Is there heterogeneity in the social acceptance among citizens? 

A survey is chosen as research method since it is a relatively inexpensive, flexible method to achieve 

extensive information about characteristics of a population. After an extensive theoretical analysis, seven 

attributes were identified that possibly influence the social acceptance: level of automation, road 

exemption, travel time, emissions, human error fatalities, technical failure fatalities and deliberate misuse 

fatalities. After the experiment was fine-tuned by a pilot study, it was held among a representative sample 

of 510 Dutch adults during the spring of 2017. The respondents had to state if they were in favour or 

against ADS for each of the twelve hypothetical futures that were presented to them. In these hypothetical 

futures, the attributes were systematically varied and described as a change to the current situation.  

Using a MNL RUM model, the results show that 63% of all citizens prefer ADS over the current system. 

It is therefore concluded that citizens have a high social acceptance and thus are rather positive towards 

ADS. Also, citizens prefer a system where human drivers are still in control and can intervene in case 

necessary.  

Next, it is concluded that the social acceptance is mostly influenced by fatalities caused by automated 

vehicles (AVs), while travel time is the least important attribute. However, the differences in influence of 

the attributes were not substantial. Safety, accessibility and environmental impact are all important for the 

social acceptance. Nevertheless, technical failure fatalities weigh as much as 4 human error fatalities. For 

deliberate misuse fatalities this is a factor 5.5. Although these relations coincide with literature, the 

magnitude is larger than expected. It implies that ADS have to be very safe in order to reach social 
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acceptance. Since AVs are still „learning‟ how to drive, this might cause problems for current and future 

experiments. 

A latent class choice model is estimated to answer the final research question. Results show that large 

heterogeneity exists among citizens in the social acceptance. Citizens can be segmented into three classes 

(% of citizens): automated driving enthusiasts (32%), central mass (52%) and risk-averse class (16%). 

Contradictory to average citizens, automated driving enthusiasts prefer high automation levels. Even so, 

they still weigh fatalities caused by AVs as much as 3 human error fatalities on average. The central mass 

shows similar results to the results of the MNL model estimated on the full sample. The risk-averse class 

has a strong dislike for fatalities caused by AVs. This class weighs technical failure fatalities (deliberate 

misuse fatalities) as much as 5.5 (10) human error fatalities.  

In conclusion, primarily two discrepancies are identified that are critical for the implementation of ADS: 

1) High social acceptance versus strong dislike for fatalities caused by AVs; 2) Citizens who are 

enthusiastic about ADS versus citizens who are risk-averse. They lead to the following recommendations: 

The social acceptance for ADS is high, so it is recommended for policy makers to have a positive and 

active approach towards ADS. By conducting experiments for professional users, safety risks can be 

minimalized while a learning curve is ensured. Also technology producers and policy makers should 

intensify research into cooperate driving. According to experts, ADS and cooperate driving are 

inseparable (Shladover, 2016), but globally the research into cooperate driving is lacking (Roland Berger, 

2017). Since cooperate driving can lead to an increased risk of deliberate misuse, it is deemed critical for 

the implementation of ADS. Next, policy makers and especially the RDW should review the licensing of 

AVs. Currently, hardly any restrictions are in place for the licensing of AVs, which can cause dangerous 

situations on public roads. Finally, information campaigns can help to make citizens aware of the risks and 

benefits of ADS. 
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1. Introduction 
Automated vehicles (or self-driving vehicles, driverless cars and robotic cars) get a lot of attention by 

policy makers, technology producers and society in general. The reason why this new technology is so 

interesting has much to do with the performance of the current Dutch transport system. A couple of 

examples: 1) In 2016, there were 629 traffic fatalities in the Netherlands (SWOV, 2017b). For two 

consecutive years the number of fatalities has increased. Between the age of 15 and 24, it is the second 

biggest death cause after suicide (CBS.nl, 2017); 2) In 2016, congestion has increased by 10 per cent 

compared to 2015 (Verkeersinformatiedienst, 2016). Annual financial damage for the Dutch economy is 

estimated to be 1,1 billion euro (TNO, 2016); 3) Private cars are responsible for 12 per cent of total EU 

emissions of CO2, the main greenhouse gas (European Commission, 2015). Air pollution due to traffic 

causes an economical damage of approximately 4 billion euro (Milieudefensie, n.d.). 

Automated vehicles (AVs) can improve traffic safety, improve accessibility and reduce environmental 

impact (Shladover, 2016). One might say that they are the perfect solution to all above-mentioned 

problems. That is partly why technology is rapidly improving; Elon Musk: “I really consider automated 

driving a solved problem; I think we are probably less than two years away” (The Guardian, 2016; page 1). 

GM president Dan Ammann and Nissan CEO Carlos Ghosn say they will be shipping AVs by 2020 (The 

Guardian, 2016). Audi is bound to release their new A8 with automated driving capabilities in December 

2017 (nu.nl, 2017). Today‟s cars are already partly automated: power steering, (adaptive) cruise control, 

lane keeping assist et cetera (Anderson et al., 2014). Also more advanced automation exists in the 

Netherlands: trucks driving with short headways called Truck Platooning (Bakermans, 2016); the 

automated shuttle bus in Rotterdam (Oomen, 2005); and the WEpods in Ede-Wageningen (WEpods.nl, 

n.d.). All these projects show great possibilities for the future. 

On the contrary, on May 7th 2016, a fatal accident with a Tesla on autopilot in U.S. Florida was a harsh 

reminder that the technology is still in its testing phase (Greenemeier, 2016). Again on April 11th, 2017, an 

accident with a Tesla on autopilot occurred on the A1 highway in the Netherlands (Telegraaf, 2017). 

These accidents are not the first and will probably not be the last accidents caused by AVs. In complex 

technical systems like AVs technical failure may occur, 

which can form a serious threat to human well-being. 

 

Moreover, studies have shown that people are very 

concerned about deliberate misuse of AVs (Kyriakidis et 

al., 2015), e.g. people purposely abusing AVs to cause 

damage or even hurt someone. An interesting illustration 

of the risk for deliberate misuse is a thought-provoking 

experiment by James Bridle in which an AV is trapped (see Figure 1). This scientist/artist has replicated 

road markings with salt which allow AVs to get into the trap, while they cannot get out. Since AVs are 

dependent on the information from their environment, people with bad intentions can purposely alter this 

environment to cause harm. Also, AVs are like driving computers which make them vulnerable for 

hacking (Loukas, 2015). Again, this could lead to unpredictable threats for human well-being.  

 

Therefore, according to many experts, the implementation of AVs does not only entail technical issues but 

also normative issues. Technical issues are how to optimize design requirements to reach optimal social 

impacts; normative issues are the evaluation of these social impacts to norms and values. One example of 

normative issues is an experiment from MIT called the moral machine (Bonnefon, Shariff, & Rahwan, 

2016), which is a modern version of the trolley problem (Foot, 1978). In this experiment, normative moral 

issues are shown to respondents where an AV must choose between two evils, such as killing two car 

passengers or five pedestrians. Respondents must choose which outcome is more acceptable. 

Figure 1: Autonomous Trap 001 (Bridle, 2017) 
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The combination of technical- and normative issues cause for complex decision-making (Cuppen, 2012). 

This research will try to make sense of this complexity by using the framework of responsible innovation: 

methods that focus on including norms and values in the innovation process and the design of products. 

As following from responsible innovation and in particular its focus on empirical research as one of its 

necessary elements (Friedman, Kahn Jr., & Borning, 2006), an empirical research will be conducted to 

provide more insights in the social acceptance of automated driving systems. Social acceptance is defined 

as “a person's assent to the reality of a situation, recognizing a process or condition (often a negative or 

uncomfortable situation) without attempting to change it, protest, or exit” (Fish, 2014, page 1). Prominent 

in this research are discrepancies between technical- and normative issues. To provide insights in 

normative issues on a societal level, the social acceptance of citizens is measured, not only of potential 

AV-users. The focus will be on the following aspects: 

Firstly the focus will be on safety, particularly on the cause of fatalities: human error fatalities, technical 

failure fatalities and deliberate misuse fatalities; How do fatalities caused by AVs influence the social 

acceptance? Are they valued differently than human error fatalities? Next to safety, a lot of research in the 

Netherlands is focused on overall efficiency of the transport system, e.g. improved accessibility and 

environmental impact. Although precise predictions are difficult to make, ministers of all 28 EU member 

states acknowledge in the Declaration of Amsterdam that AVs offer great potential to improve traffic 

flows, overall efficiency and environmental performance of the transport system (European Union, 2016). 

For some, traffic jams are a constant source of irritation and looming climate change has caused people to 

protest for new norms in environmental impact. These social impacts might therefore shape norms and 

values of citizens and influence the social acceptance. 

Secondly, not only social impacts are important for the social acceptance, but also in which way AVs are 

implemented in the current system. To explore possible points of action for policy, the KiM Netherlands 

Institute for Transport Policy Analysis has devised a transition path to a future traffic- and transport 

system involving AVs, henceforth called an automated driving system (ADS). As the transition path of the 

KiM shows, different system designs are possible. Among others, these designs differ in automation levels 

of AVs and type of roads where AVs are deployed. Different designs lead to different impacts in safety, 

accessibility and environmental impacts, but also to other social impacts like privacy and joy of driving. It 

is therefore expected that the social acceptance is influenced by the design of ADS.  

Finally, this research will try to measure heterogeneity in the social acceptance of ADS. According to the 

literature review on behavioural experiments for AVs by Becker and Axhausen, all 16 reviewed 

publications showed great heterogeneity in their sample in factors related to AVs (Becker & Axhausen, 

2016). Although these publications mostly focused on consumer preferences, this research will determine 

if similar heterogeneity exists in the social acceptance of citizens. 

Given the empirical nature of this research the focus will be on the transition phase, approximately the 

coming 10 to 15 years. Since it is assumed that fully automated driving is not realistic during this period, 

this research is restricted to automation level 3 and 4 as defined by SAE international (SAE International, 

2014). For both levels the AV can drive itself; the main difference is that human drivers should be able to 

intervene in dangerous situations for level 3, while the human driver may conduct other tasks than driving 

for level 4. Also, during the transition phase low adoption rates of below 40 per cent are assumed. In this 

research, automated driving systems are thus defined as road traffic- and transport systems with relatively 

low percentage rates of level 3 and level 4 automated vehicles. The system herein is the socio-technical 

design in which AVs are embedded, i.e. the integration of the technical design with the institutional 

design. 
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1.1. Problem Statement 

AVs can possibly resolve important social problems and technologies are improving rapidly. It demands 

policy decisions if-, how- and when AVs are on Dutch roads. The declaration of Amsterdam is proof of 

the urge for decision-making (European Union, 2016). 

However, the decision-making is not straightforward. Not only do decision-makers (policy makers, 

technology producers) encounter numerous technical uncertainties, their decisions also have a big social 

impact. Decision-making for the implementation of ADS is described as a complex problem or wicked 

problem: problems that involve high social stakes and scientific uncertainties (Cuppen, 2012). “Complex 

issues concern a tangled web of related problems (multi-problem), lie across or at the intersection of many 

disciplines (multi-disciplinary) and the underlying processes interact on various scale levels and on 

different temporal scales (multi-scale)” (van Asselt Marjolein & Rijkens-klomp, 2002; page 168). 

Implementing ADS has all these characteristics: multi-problem (e.g. safety, accessibility and environmental 

impact), multi-disciplinary (e.g. technical and normative) and multi-scale (e.g. geographical, temporal and 

multi-actor). With these kinds of problems a technocratic view is too narrow. The decision-making 

process needs different kinds of knowledge, expertise and values (Cuppen, 2012). 

To encounter some of these problems, Santoni de Sio recommends responsible innovation as a 

framework “...to prevent a situation where there is a disconnect between abstract moral discussions and 

the real world of engineering and policy” (Santoni de Sio, 2016; page 6). Responsible innovation is a 

general term for methods that focus on including norms and values in the innovation process and the 

design of products. It requires that all stakeholders including civil society are responsive to each other and 

take shared responsibility for processes and outcomes of research and innovation (Presidency of the 

Council of the European Union, 2014). Friedman et. al. (2006) propose to achieve responsible innovation 

via value-sensitive design, which goal is to integrate norms and values into technical systems and via 

technical-, empirical- and conceptual research.  

To elaborate on the latter, responsible innovation and value-sensitive design require sufficient empirical 

research to include stakeholders‟ opinions, among others, citizens (Cuppen, 2012). Given the eminent 

social impacts, decision-makers must have knowledge of the social acceptance to ensure that norms and 

values of citizens are integrated into the design. Moreover, inclusion of citizens‟ values and opinions can 

enrich the decision-making of ADS. 

1.2. Knowledge Gap 

In literature, normative issues are described from two perspectives: 1) Conceptual research: moral issues 

raised and questioned by ethics scholars and 2) Empirical research: public‟s opinion measured and 

analysed by empirical social scientists. Ethics scholars focus on questions such as “how to prevent the 

transition to automated driving from negatively affect values like human accountability as well as the 

individual rights to life, physical integrity and privacy?” (Santoni de Sio, 2016) and “if an AV must choose 

in a split-second between killing two car passengers or five pedestrians, what should it choose?” 

(Bonnefon et al., 2016). These questions are addressed via conceptual analyses, normative reasoning, and 

interpretation of the existing evidence. 

Empirical research is mostly based on consumer preferences and adoption levels. Some examples are: 

Satisfaction of in-vehicle technology (Abraham et al., 2017), AV adoption (Lavieri et al., 2017), 

willingness-to-pay (WTP) (Becker & Axhausen, 2016), driving behaviour (Jamson, Merat, Carsten, & Lai, 

2013) and relocation patterns with ADS (Lavasani, Asgari, Jin, & Pinjari, 2017). The human subjects in 

these experiments are categorized as consumers rather than citizens. In other words, they are asked 

questions as if they are users of the technology or want to become users in the future.  
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This research contributes to empirical literature by being the first to measure the social acceptance 

primarily related to significant changes in traffic safety levels. Attention goes to three safety related 

variables: human error fatalities, technical failure fatalities and deliberate misuse fatalities. Particularly the 

focus on citizens, rather than consumers, is deemed both unique and interesting.  

1.3. Objective 

Primarily, the objective is to use empirical research methods to measure the social acceptance of 

automated driving systems from the perspective of safety. Also, influence of accessibility and 

environmental impact on the social acceptance is measured, including heterogeneity among citizens. The 

social acceptance can be used to withdraw insights in technical- and normative issues in the 

implementation of ADS. 

The ultimate objective of this research is to use social acceptance to contribute to responsible innovation 

for ADS. Having insights in technical- and normative issues, this research will make recommendations for 

decision-makers to explore new possibilities and/or improve their work on ADS. Also, an actor analysis is 

conducted to explore their interrelations and direct recommendations to specific actors. 

1.4. Research Question 

The antecedent analysis has led to the following research questions: 

 

What is the social acceptance of automated driving systems from the perspective of safety, 

accessibility and environmental impact and what is the corresponding heterogeneity? 

1. What percentage of citizens thinks automated driving systems are socially accepted? 

2. How is the social acceptance influenced by safety, accessibility and environmental impact? 

3. Are traffic fatalities caused by automated vehicles valued differently than current traffic 

fatalities? 

4. Is there heterogeneity in the social acceptance among citizens? 
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2. Theory 
This chapter will explain theories and assumptions that set the foundation for this research. As 

introduced, the framework for this research is responsible innovation which is explained and motivated in 

the first paragraph. §2.2 will define the conceptual model of social acceptance, followed by a brief case 

study on the rise of the automobile to make responsible innovation and the social acceptance more 

tangible. In §2.4 an analysis is conducted of possible future automated driving systems to explore state-of-

the-art research in technical- and normative issues. §2.5 will conduct an actor analysis to formulate 

directed recommendations for researchers, policy makers and engineers. Finally, §2.6 will summarize this 

theory section. 

2.1. Responsible Innovation 

Multiple definitions of responsible innovation are found in literature, like the examples below: 

“The concept of innovation pertains both to the introduction of new products, processes and 

services and to organisational and societal renewal. This programme description defines 

innovation primarily as the use of application of the results of science and technology. 

Responsible innovation concerns research, development and design, and takes societal 

values, interests, needs, rights and welfare into consideration” (NWO, 2015). 

“Responsible research and innovation is an approach that anticipates and assesses potential 

implications and societal expectations with regard to research and innovation, with the 

aim to foster the design of inclusive and sustainable research and innovation” 

(EuroScientist, 2017). 

 “Responsible Research and Innovation is a transparent, interactive process by which societal 

actors and innovators become mutually responsive to each other with a view on the 

(ethical) acceptability, sustainability and societal desirability of the innovation process 

and its marketable products (in order to allow a proper embedding of scientific and 

technological advances in our society)” (von Schomberg, 2011). 

“Responsible Innovation is an activity or process which may give rise to previously unknown 

designs pertaining either to the physical world (e.g., designs of buildings and 

infrastructure), the conceptual world (e.g., conceptual frameworks, mathematics, logic, 

theory, software), the institutional world (social and legal institutions, procedures, and 

organization) or combinations of these, which - when implemented - expand the set of 

relevant feasible options regarding solving a set of moral problems” (van den Hoven, n.d.). 

Most definitions have common aspects: Firstly, responsible innovation is defined as an on-going process. 

It is not something that is applied at a certain moment in time, but rather continuously along the 

development path of the technology. For example, research and development should also be included in 

responsible innovation. Secondly, the definitions require norms and values to be integrated in innovations: 

societal values, interests, needs, rights, ethical acceptability, desirability et cetera.  

Friedman et. al. (2006) propose to achieve responsible innovation via value-sensitive design. In this 

research, this methodology is used to explain social acceptance and place it within responsible innovation. 

In this methodology three types of research are identified: technical-, empirical- and conceptual research 

(see Figure 2). 
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Conceptual research

 Conceptualization

Empirical research

 Observation

Technical research

 Specification

Value-Sensitive 

Design

 
Figure 2: Value-sensitive design 

Technical research is based on the specification of a system. It calculates and specifies design requirements 

that are needed to achieve certain goals. To meet the criteria of value-sensitive design, technical research 

should focus on the embodiment of norms and values into the technical design (Friedman et al., 2006). 

Norms and values can be retrieved from empirical and conceptual research. 

Empirical research is a discipline that makes use of observation. Multiple methods can be used like 

interviews, surveys or case studies. Commonly used topics in transport are value-of-time (VOT) and 

willingness-to-pay (WTP). The topic of this research is social acceptance: “a person's assent to the reality 

of a situation, recognizing a process or condition (often a negative or uncomfortable situation) without 

attempting to change it, protest, or exit” (Fish, 2014). It relates to behaviour and is difficult to observe and 

even more difficult to predict, e.g. when is a new technology accepted? Social acceptance is also subjective: 

Individuals commonly have different information on a subject and different norms and values, so 

individuals will behave differently in similar situations. This research measures a status-quo of the social 

acceptance. Preferably, the social acceptance is measured frequently during the development of ADS to 

comply with the continuous nature of responsible innovation. 

The gap between empirical- and conceptual research is the difference between observation and theory 

(Friedman et al., 2006). Conceptual research is typical for ethics scholars, who address moral issues via 

conceptual analyses, normative reasoning, and interpretation of the existing evidence. So why bother with 

conceptual research if a technology is already accepted? There are a couple of reasons why the social 

acceptance may fall short: “1) Acceptance may be based on wrong information; 2) Acceptance may be 

based on wrong reasons or values; 3) People may have no choice and; 4) Important parties may have no 

voice” (Poel, 2016). Therefore it is argued to also include ethical acceptability in value-sensitive design: “A 

reflection on a new technology that takes into account the moral issues that emerge from its introduction” 

(Taebi, 2016; page 2). Ethical acceptability can overcome the shortcomings of the social acceptance. 

Hence, the goal of responsible innovation and value-sensitive design is to integrate norms and values into 

technical systems and via technical-, empirical- and conceptual research. The next paragraph will identify a 

conceptual model of the social acceptance. 
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2.2. Conceptual Model of the Social Acceptance 

The aim of this paragraph is to find a conceptual model of the social acceptance. From the antecedent 

analyses, three criteria are extracted that need to be included in the conceptual model: 1) The conceptual 

model includes all citizens, not only users; 2) The social acceptance is subjective. Therefore, the 

conceptual model needs to allow individuals to have different information on the subject and different 

norms and beliefs; 3) The model should allow weighing the different factors that influence the social 

acceptance. 

A number of conceptual models that include social acceptance in one way or another are found in 

literature. The technology acceptance model is an information systems theory by Davis on how users come 

to accept and use a technology (Davis, 1989). This model is based on users including factors like 

„perceived usefulness‟ and „perceived ease of use‟ and not on citizens. The theory of planned behaviour and 

theory of reasoned action both include factors related to the social acceptance as an independent variable 

for behaviour rather than a dependent variable (Madden, Ellen, & Ajzen, 1992). These and other 

conceptual models did not serve the purpose that is intended for this research. 

The search led to the conceptual model for spatial behaviour of Timmermans (1980) shown in Figure 3. 

Although this model does not include the social acceptance, it does include the three criteria mentioned 

above. The model assumes that individuals make their decision in three steps: Firstly, individuals gather all 

the information that is known to them. It is not realistic to assume that individuals know all the complex 

factors that involve ADS. The physical environment of ADS is therefore reduced to the cognitive 

environment of ADS of a certain individual.  

Spatial behaviourPreferential structureCognitive environmentPhysical environment

Decision criteria Personal characteristicsDecision problem

Subjective filtering Choice implementationSubjective trade-off

 
Figure 3: Generic conceptual model spatial behaviour (Timmermans, 1980) 

 

Secondly, an individual makes a subjective trade-off of all the information known to him/her and weighs 

all the impacts to define his/her opinion of all alternatives (Timmermans, 1980). The result is a 

preferential structure: a picking order of all possible alternatives. In the third and final step of the thought 

process, an individual makes its actual choice. He/she applies a decision rule to this picking order of 

alternatives. The three steps in the though process are influences by decision criteria, which are based on 

the decision problem at hand at personal characteristics of the individual (Timmermans, 1980). 

The result in the conceptual model of Timmermans (1980) is the spatial behaviour of individuals. 

However, since all three criteria are present in this model, it is assumed that this model can also be used 

for the social acceptance. Hence, it is assumed that citizens will gather the information they know about 

ADS, make a subjective trade-off of all impacts and finally make the choice if ADS is socially accepted.  

The next paragraph will try to make responsible innovation and the social acceptance more tangible by 

conducting a case study about the rise of the automobile. 
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2.3. The Rise of the Automobile 

In the Netherlands, the rise of the automobile started in 1896 and forty years later there were 

approximately 100.000 cars. Assumedly, the first car related fatal accident in the Netherlands happened on 

February 22nd 1899: An automobile frightened a crossing horse and carriage, after which the rider died in 

result of a fall (Bos, Groningen, Mom, & Vinne, 1996). Between 1905 and 1907 a number of fatal car 

accidents occurred that strongly drew the attention of the public (Vinne, 2007). Official statistics of traffic 

fatalities only started in 1926 when there were 518 fatalities. A traffic fatality is internationally defined as 

“someone that in effect of an accident on the public road, in which at least one vehicle is concerned, dies 

within thirty days as a result of that accident” (SWOV, 2016). As car usage grew exponentially after World 

War I, the number of traffic fatalities grew as well resulting in more than 3000 traffic fatalities annually in 

the seventies (see Figure 4).  

In the period 1900 to 1945, the Dutch government saw traffic safety as a local problem that did not need 

central coordination (Bax, 2012). The Dutch organisation ANWB was first to raise public awareness to 

traffic safety, initially from the perspective of cyclists. The main idea at that time was that car drivers were 

to blame and irresponsible. Interestingly it was not the government, but societal pressure that put traffic 

safety on the political agenda (Bax, 2012).  

In the U.S.A. the number of traffic fatalities also grew with the rise of the automobile. “In the first four 

years after World War I, more Americans died in auto accidents than had been killed during battle in 

Europe” (Oatman-Stanford, 2014; page 2). Also in the U.S.A. people would protest and blame car drivers 

for the lack of traffic safety and the government was slow to react on it. Since there were no significant 

protests against- or limitations to car manufacturers, they produced numerous cars. The most famous 

being Ford‟s Model T which sold in millions (Oatman-Stanford, 2014). 

 

Figure 4: Traffic Fatalities and Expenditures in Traffic Safety of the 
Ministry of Transport, Public Works and Water Management (Bax, 2012) 

As shown in Figure 4, the expenditures on traffic safety of the Dutch central government grew 

significantly in the seventies. The result was a steady decline in number of fatalities. In 2016, there were 

629 traffic fatalities in the Netherlands (SWOV, 2017b). Over 70 per cent of all fatal accidents involved a 

car, so approximately 440 fatalities. Furthermore, approximately 50 per cent of these 440 fatalities are not 

car drivers, but pedestrians, cyclists or other travellers. In the Netherlands, between the age of 15 and 24, 

traffic accidents are the second biggest death cause, after suicide (CBS.nl, 2017).  
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Other criteria for traffic safety are number of (severe) injuries and fatalities per billion km. For the latter, 

the car is actually a very safe road modality (see Table 1). In the table, a dash means that there are no 

records available and examples of other modalities are busses, trains and vehicles for the disabled.  

Table 1: Traffic Fatalities and Hospitalizations in 2015 in the Netherlands (SWOV, 2013, 2017b)  

 

In hindsight, did responsible innovation apply to the rise of the automobile? Well, the rise of the 

automobile was big step forward from a technological perspective. Research was based on innovation of 

the automobile which was very successful. People were able to move faster to further destinations.  

However, partly because of the passive approach by governments, it resulted in unsafe traffic situations 

worldwide. From the societal pressure peaking in the seventies it can be argued that the amount of traffic 

fatalities was not accepted. Traffic safety did improve significantly in the Netherlands since the seventies 

and stagnated at just over 600 fatalities for the last few years. Currently, the Netherlands has one of the 

highest road safety levels worldwide (SWOV, 2017a). The current number of fatalities seems to have 

become the new norm. Although effort is being made to make the Dutch roads safer, there are no major 

protests by society. It is therefore argued that the current transport system has a neutral social acceptance. 

From an international perspective, the Dutch safety record has made good progress which took years of 

research and effort by many, but one might still question if more than 600 traffic fatalities a year is 

ethically acceptable. It has been convincingly argued that it is simply morally unacceptable to die while 

using the transport systems and that the system designers have the moral responsibility to prevent the 

realization of (fatal) accidents (Nihlén Fahlquist, 2006). It is possible that people accept traffic fatalities 

because they got used to them, which does not necessarily make it acceptable. It may also imply that there 

is a moral obligation for policy makers to promote the implementation of ADS if they are that much safer 

than the current transport system (Santoni de Sio, 2016).  

This brief history of the rise of the automobile illustrates the lack of responsible innovation, especially in 

the early beginning of the automobile. The automobile was well embedded in every day‟s life while norms 

and values were not embedded in the traffic system. The number of fatalities reached high above the 

norms of being socially accepted and being ethically acceptable. It also illustrates that the rise of the 

automobile was a multi-actor problem: car manufacturers, (central) government, citizens and many more, 

which made the implementation more complex. 

For the implementation of ADS extensive research on current traffic safety is already available and 

significant governmental investments are being made. It is therefore unlikely that AVs will significantly 

deteriorate current safety records. Even so, ADS might introduce new unpredictable risks for human life, 

e.g. technical failure and deliberate misuse. Therefore, an effort must be made to prevent similar 

unaccepted safety levels for ADS.  

Modality Fatalities in 
2016 [#] 

Car involved 
with fatal 
accidents 
[%] 

Fatalities with 
car involved 
[#] 

Hospitalized  
[#] 

Fatalities per 
billion km 
[#] 

Car 231 100 231 2835 2 

Bicycle 189 75 142 1960 14 

Pedestrian 51 57 29 148 16 

Motorcycle/Moped 89 - - 2791 74 

Other modalities 69 - - 5593 - 

Total 629  402 13327  
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2.4. Possible Futures of Automated Driving Systems 

This paragraph will analyse automated driving systems to explore possible future system designs with their 

technical- and normative issues. The aim is to identify design factors and realistic levels for the social 

impacts that can be used in the empirical experiment. The conceptual framework of transport systems by 

van Van Wee, Annema, & Banister (2013) in Figure 5 is normally used for policy analysis. However, it 

provides a nice structured overview of transport systems and includes safety, accessibility and 

environment impacts. Therefore, this framework is used to structure this chapter.  

The social impacts will be analysed first: „safety‟ §2.4.1, „accessibility‟ §2.4.2 and „the environment‟ §2.4.3. 

The following three paragraphs will discuss design features that may influence the social acceptance: 

„volume, composition of traffic and transport, division over time and space‟ §2.4.4, „technology‟ §2.4.5 and 

„way of using vehicles‟ §2.4.6. The remaining three factors in the model are categorized as intermediate 

factors and are discussed in the paragraph about accessibility. Each factor will have a different section for 

technical- and normative issues, although some overlap between the two is unavoidable. Even so, it helps 

to clearly identify possible tension between technical- and normative issues.  

Needs and desires

Accessability 

§2.4.2

Locations
Transport 

resistance

Safety

§2.4.1

Technology

§2.4.5

Way of using 

vehicles

§2.4.6The environment

§2.4.3

Volume, composition of 

traffic and transport, 

division over time and 

space

§2.4.4

Intermediate factors

Design factors

Social impacts

Legend

 
Figure 5: Conceptual framework for factors having an impact on transport volumes and the impact of the transport 

system on accessibility, the environment and safety (Van Wee et al., 2013) 
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2.4.1. Traffic Safety 

Technical 

On May 7th, 2016, a fatal accident with a Tesla on autopilot in U.S. Florida was a harsh reminder that the 

technology is still in its testing phase (Greenemeier, 2016). Again on April 11th, 2017, an accident with a 

Tesla on autopilot occurred on the A1 highway in the Netherlands (Telegraaf, 2017). Both accidents raised 

awareness by the public of the risks, very similar to the first accidents with the automobile.  

On the other hand, on December 27th 2016, a video emerged that shows a Tesla that registered an 

accident ahead before it actually happened and applied the brakes accordingly (NOS, 2016). It is debatable 

whether the human driver had the capability to avoid the crashing cars. Nevertheless, it spoke to people‟s 

imagination on what this technology can bring, since the video got over half a million views on the 

website dumpert.nl alone. 

The vehicle that currently has the best safety record is Waymo, formerly Google‟s AV project. This 

vehicle showed 124 discrepancies in software or hardware in 1.023.330 kilometres in 2016, a 19 per cent 

decrease since the year before (Davies, 2017). Although this is not a good measure for the safety 

performance of the technology, it does show that progress is being made. It is likely that AVs will be safer 

than human driven vehicles in the near future, especially when AVs would be operating under predefined 

conditions in a protected environment. 

The future is unpredictable and so is the implementation of ADS. It is therefore unknown which effects 

AVs have on safety. It is not the goal of this research to determine the safety of AVs. It is assumed that 

there will become a point where ADS are safer than our current transport system. It is the goal to 

determine how much safer they need to be to reach social acceptance. 

Normative 

A first reason why the social acceptance of ADS might differ from the current system in terms of safety is 

because human error fatalities are likely to be replaced by fatalities caused by AVs. Technical failure is 

defined as software or hardware failure of an AV. If sensors have a misdetection or algorithms 

misinterpret the data, terrible accidents could happen. In regret theory, it is stated that losses loom larger 

than gains of equal magnitude (Chorus, 2017; Loomes & Sugden, 1983). A decrease in human error 

fatalities is a gain compared to the current system; an increase in fatalities caused by AVs is a loss 

compared to the current system. It is therefore possible that citizens think that fatalities caused by AVs are 

worse than human error fatalities.  

Secondly, the vulnerability of the system for deliberate misuse could influence the social acceptance. 

Deliberate misuse is described as the risk of people using the system with bad intentions. Being able to 

hack into the car and use it for terrorist attacks is a grim prospect. AVs are like driving computers and are 

likely to become connected to other cars, infrastructure or a cloud. This will make them more vulnerable 

for hacking (Loukas, 2015).  

Next, deliberate misuse fatalities could weigh heavier than human error- or technical failure fatalities 

because of the difference between safety and security. Safety is being free from unintentional danger 

(technical failure, human error) and security is being free from intentional attack like criminal activity 

(deliberate misuse). According to many experts, security weighs heavier than safety (Pearsall & Hanks, 

2001). It is therefore possible that deliberate misuse fatalities are valued worse than technical failure 

fatalities and human error fatalities.  
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Fourthly, technical failure and deliberate misuse propose possible problems in responsibility. Who is to 

blame in a crash caused by automated driving, the manufacturer or the human driver? In Europe, a human 

driver should be fully operating the vehicle at any time (Vienna Convention, 1986). However, experts say 

this responsibility might shift to AV manufacturers in case automated driving is used (Anderson et al., 

2014). Interestingly, both the driver and Tesla are held responsible for the abovementioned fatal crash in 

the U.S. Florida according to the investigators (NTSB, 2017). The responsibility gap might influence the 

valuation of technical failure- and deliberate misuse fatalities.  

It is also hypothesized that there is heterogeneity in the valuation of fatalities among citizens. There might 

be citizens who prefer ADS when its absolute safety record is better than the current transport system, 

regardless the cause of fatalities. In Figure 6, this is labelled as high acceptance. On the other hand, there 

might be citizens that strongly penalize technical failure fatalities and deliberate misuse fatalities. They 

would only want ADS if there are hardly any fatalities caused by AVs, which is labelled as low acceptance.  

t1 t2

Low

acceptance

High 

acceptance

Fatalities (f) 

[#/year]

Time (t)

[year]

Current 

safety

Hypothetical progress in 

number of fatalities

 
Figure 6: Difference in implementation time corresponding to high and low acceptance of traffic safety 

If we would take the progress in discrepancies of the automated vehicle Waymo (an annual decrease of 

19%) as a measurement of progress in number of fatalities of ADS and assume a difference of 500 

fatalities between high- and low acceptance, the difference between t1 and t2 would still be approximately 

15 years. In other words, the difference between high acceptance and low acceptance could mean a 15 

year gap in the accepted moment in time to implement ADS. The social acceptance could therefore 

provide valuable insights for policy makers when to start implementation.  

2.4.2. Accessibility 

Technical 

Accessibility is influenced by locations, transport resistance and needs & desires. These three factors are 

influenced by each other, but also by many other factors like way of using vehicles, technology and safety. 

This complexity makes the effect of AVs on accessibility difficult to assess. Numerous publications try to 

answer the question how it will change in the transition to ADS with a wide range of estimates.  

Some examples of the complexity: 1) According to the literature review of van den Berg & Verhoef (2016) 

predictions for capacity change with ADS vary from no effect to four times the current capacity. Higher 
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capacity allows for more traffic volume, thus possibly increasing the accessibility (Anderson et al., 2014). 

2) ADS can cause a decrease in transport resistance. When travellers can use their time in the vehicle for 

other purposes than driving, this can cause an increase in value-of-time (VOT) (Correia & van Arem, 

2016), which subsequently may increase total vehicle-miles-travelled (VMT) and decrease accessibility. 3) 

Different spatial planning may change the division of traffic over time and space, changing the 

accessibility (Zakharenko, 2015). Ideally, all these factors (and many more) are known before predictions 

can be made how ADS will change accessibility. 

Normative 

For many decades, congestion has been a problem in the Netherlands with thousands of people stuck in a 

traffic jam each day. On May 1st, 2017, a publication stated that the Dutch roads will only get busier in the 

coming decades (Ministerie van Infrastructuur en Milieu, 2017). The congestions can seriously hamper the 

accessibility of travellers. For some, traffic jams are a constant source of irritation. It is therefore 

hypothesized that increased accessibility will cause an increased social acceptance. 

2.4.3. Environmental Impacts 

Technical 

Driving behaviour has a large effect on the environmental impact of traffic. “Depending on road type and 

technology, fuel consumption increased by up to 40% for aggressive driving compared to normal driving. 

Again, this was more pronounced for emissions, with increases up to a factor 8” (De Vlieger, De 

Keukeleere, & Kretzschmar, 2000). It is expected that AVs will drive more efficiently and cause less 

emissions. Subsequently, if AVs reduce congestion they will further improve driving efficiency and 

therefore the environment. Nevertheless, as mentioned in the analysis of accessibility, the impact on total 

VMT is unknown which can thus also increase environmental impact. 

Normative 

Given the Paris Agreement from November 2016, climate change and global greenhouse gasses are on the 

political agenda (United Nations, 2017). If ADS can decrease the environmental impact of the transport 

system, they could be more prominently placed on the political agenda. There is an increasing awareness 

of sustainability among citizens (GfK, 2016). Also, between 2015 en 2017, there has been an increase of 

32% in registered electric vehicle in the Netherlands (RVO, 2017). Consequently, it is possible that a 

reduction in environmental impact can increase social acceptance.  

2.4.4. Volume and Composition of Traffic and Transport, Division over Time and 

Space 

Technical 

Central in the conceptual framework by van Van Wee, Annema, & Banister (2013) is the volume and 

composition of traffic and transport, division over time and space. This factor is responsible for some of 

the fundamental risk factors such as speed differences and mass differences in traffic (Van Wee et al., 

2013). Similar to accessibility, this factor is influenced by locations, transport resistance and needs & 

desires. The technical analysis is therefore not repeated.  

However, a very important issue of ADS that is mentioned in multiple publications is the concept of 

mixed traffic. Mixed traffic entails traffic that consists of automated- and non-automated traffic. During 

the transition period, it can be beneficial to only allow AVs on specific roads to avoid AVs having to 

counteract with other traffic. For example, the WEpods in Ede-Wageningen partially drive on segregated 
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lanes (WEpods.nl, n.d.). This allows for a learning curve without proposing too much risk. The next step 

could be to only allow AVs on highways. „Letting go on highways‟ is often mentioned in literature (KiM, 

2017). The uniformity of traffic on highways – approximately the same speed and direction – creates good 

conditions for the technology. However, the relatively high speed limits on highways create a greater risk 

of damage and fatalities in case of a failure. This risk is especially large for regional roads with no 

separation between roadways.  

Another possibility is to allow automated driving on streets with relatively low speed limits. However, 

roads with low speed limits are often subject to complex traffic situations, with different modalities, 

speeds and directions. The more complex conflict situations an AV can encounter, the more sophisticated 

the technology needs to be. Especially in the Netherlands with busy bicycle, public transport and moped 

traffic in urban environments, this could cause a problem (De Vlieger et al., 2000). 

Normative 

Different rationalities between human drivers and software can cause people to be hesitant to trust AVs, 

while AVs have problems in anticipating human behaviour (van Loon & Martens, 2015). Also, 

communication issues may arise between AVs and non-automated traffic (Hagenzieker, 2015). Therefore, 

dangerous situations may arise with mixed traffic. Mixed traffic has a lot to do with the roads that are 

exempted for AVs, e.g. on which roads is an AV allowed to drive on auto-pilot. Since currently there are 

hardly AVs on the road, the preference of citizens for mixed traffic is largely unknown. Although some 

experiments take into account passion for driving or certain traffic conditions, they have not measured the 

preferences for the type of roads on which automated driving should be implemented (Becker & 

Axhausen, 2016).  

2.4.5. Technology 

Technical 

The technology of ADS is vastly progressing. Without going in too much detail like sensors and software, 

this paragraph will analyse the major „roadblocks‟ that need to be overcome by technology. Shladover 

(2016) identifies the following two which will be discussed: 1) The technology needs to improve to allow 

higher levels of automation; 2) Shladover states that automated driving cannot exist without cooperate 

driving. 

The SAE classification consists of six levels, where level 0 is no automation at all (see Figure 7). Levels 1 

and 2 consist of advanced driving assistance systems (ADAS), like Automated Cruise Control, Lane 

Keeping Assist, Park Distance Control and Traffic Jam Assistant, where level 2 is obviously more 

advanced than level 1 (De Winter, Happee, Martens, & Stanton, 2014). These levels are not considered 

actual ADS. Starting from level 3, SAE International classifies the automation as ADS. In literature the 

acronyms SAD (semi- or conditional automated driving), HAD (Highly automated driving) and FAD 

(fully automated driving) or also often used for levels 3, 4 and 5 respectively (Bakermans, 2016; De Winter 

et al., 2014; Jamson et al., 2013). The definition of SAE International will be used, focussed on automation 

level 3 and level 4. 

The complexity of the needs of technology is explained by Shladover (2016). Commonly, AVs use three 

systems to „sense‟ their environment: Lidar, Sonor and camera-imaging. If AVs sense a balloon along its 

path, it might register this object as unsafe since its systems cannot specify the weight. The AV might stop 

or make a dangerous manoeuvre to avoid the balloon. However, hitting the balloon is no problem, so 

avoiding it is a false alarm or false positive. On the other hand, when AVs encounter a small brick, it can 

seriously damage the vehicle or change its trajectory. So in this case, AVs must avoid collision. If not, it is 
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a missed detection or false negative. Ideally, an AV has near-zero false positives and near-zero false 

negatives, which is very difficult to reach simultaneously (Shladover, 2016).  

In lower automation levels, a human driver is more capable of avoiding false positives or false negatives. 

The driver is more committed to driving thus better capable to intervene (De Winter et al., 2014). 

Therefore, it is more difficult to guarantee the safety for higher levels of automation, since humans will 

have less control to avoid false positives or false negatives. 

 
Figure 7: SAE levels (SAE International, 2014). 

However, counter intuitively, the relation between level of automation and safety might not be linear. 

Multiple studies have shown that level 3 automation can be very dangerous (De Winter et al., 2014; Merat, 

Jamson, Lai, Daly, & Carsten, 2014). With this level of automation the human driver acts as a back-up 

system, meaning he/she should intervene in extreme situations. This is the same level of automation 

commonly used in aviation. The plane can fly itself for most of the time and pilots need to monitor the 

process of flying. This has proven to be very difficult for humans (Wees & Brookhuis, 2005). 

Unsurprisingly, pilots are heavily trained to keep their attention at monitoring the system by extensive 

checklists. Therefore, Shladover (2016) mentions the possibility to skip automation level 3 and go straight 

to level 4. 

Also, AVs may use cooperate driving: communication with certain infrastructure, other vehicles or a cloud 

to increase awareness of vehicles on the road, coordinate headways, and thus increase efficiency and safety 

(Behere, Törngren, & Chen, 2013). Shladover (2016) mentions five reasons for the importance of 

coordination: “1) It compensates for sensor limitations; 2) It provides additional information about other 

vehicles not measurable by remote sensors; 3) It enables advance alerts about hazards and intentions and 
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negotiation of manoeuvres; 4) It can verify that other vehicles have been seen; and 5) It enables system-

level coordination and management”.  

However, cooperate driving adds to the technical complexity of the system so it might also increase the 

risk of technical failure. More importantly, external communication affects the vulnerability of deliberate 

misuse, because of the increase in communication links (Loukas, 2015). Simply said, when AVs are 

connected to their environment they become more vulnerable for (deliberate or accidental) false 

information from that environment.  

How and when certain levels of automation will be allowed is currently a very important topic. The Tesla 

autopilot (level 2) already caused some accidents as discussed in §2.4.1. The new Audi A8, bound to be 

released autumn 2017, is said to have automation level 3 (nu.nl, 2017). It might not be long before car 

manufacturers claim to have safe vehicles with automation level 4 or even 5. Technically, there is definitely 

a push for automated driving technologies.  

Normative 

People are hesitant to high level of automation. Most people prefer ADAS or automation level 3 over 

automation level 4 or 5 (Becker & Axhausen, 2016). Also legally, it may prove difficult to shift to full 

automation. According to the Vienna Convention (1986), the human driver needs to be in control of the 

vehicle at all times. It might lead to a system where a certain interaction between driver and machine is 

required to make use of the best of both worlds. Dangerous situations may arise when the driver gets 

bored or driving becomes too complex.  

To overcome these issues from an ethical perspective, Santoni de Sio (2016) claims to use the concept of 

meaningful human control. It requires a meaningful human control over the behaviour of the system. This 

can be done by either an appropriate design of a partial automation system, or by an appropriate design of 

a supervised automation system. The aim is to have sufficient human input in the task of driving to ensure 

safety and responsibility. 

2.4.6. Way of Using Vehicles 

Technical 

Driving behaviour is seen as a major cause of accidents worldwide. Most car accidents in the Netherlands 

occur because of driving under influence, distractions, eating or drinking and aggressing driving (auto-en-

vervoer.infonu.nl, 2015). In the U.S.A., approximately 95 per cent of car accidents occur because of 

human error (Shladover, 2016). It would therefore seem logical that when humans do not drive the 

vehicle, roads would become safer. Secondly, driving behaviour can seriously influence congestion and the 

emissions of the vehicle. 

Normative  

This paragraph will explore socio-demographics or other personal characteristics that can influence the 

way people use vehicles. It is possible that these characteristics can explain potential differences between 

citizens in the social acceptance of ADS. The characteristics are extracted from literature based on two 

criteria: 1) They applied to the social acceptance, safety, accessibility and/or the environment and 2) They 

were significant in the conducted research. The following characteristics met those criteria: 

Gender, Age & Level of Education 

Numerous publications identify different effects between socio-demographics and automated driving. A 

lot of these studies are about WTP for or WTU. For example, people with a high level of education are 
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more familiar with AVs (Lavasani et al., 2017). They also have a higher WTP. Kyriakidis et al. (2015) 

found neither clear age- nor gender effects. However, they did find that females were more worried about 

fully automated driving.   

Modal Choice 

As already mentioned in §2.4.4, mixed traffic situations can be troublesome for automated driving. Also 

behavioural problems between different modes of traffic can occur (Hagenzieker, 2015). Do cyclists feel 

safe when they cross an automated vehicle, even if they have right of way?  

Residential Area 

Lavasani et al. (2017) found that residents from urban areas showed more interest in using AVs compared 

to residents in rural areas. 

Familiarity with ADAS 

ADAS are advanced driving assistance systems, like adaptive cruise control and lane departure warning. 

Multiple studies found a positive correlation of higher automation levels (mostly ADAS) in current vehicle 

on intention-to-use and WTP for AVs (Becker & Axhausen, 2016).  

Crash Experience 

Bansal et al. (2016) found a significant and positive correlation between the number of crashes 

experienced by an individual and their WTP for AVs. However, Lavasani et al. (2017) found that this 

correlation was dependent on the severity of the crash. They found a negative correlation between „minor 

injuries‟ and WTP, but a positive correlation between „major incapacitating‟ with WTP. Nevertheless, the 

former research had 347 observations, while the latter only had 144 observations.  

Technology & Sustainability Enthusiasm 

Finally, it is possible that citizens who have great interest in technology will be more positive towards 

ADS. They enjoy technological gadgets and might therefore be more interested in AVs. The effect of 

sustainability enthusiasm is unknown. One might reason that they are in favour of ADS, because they 

expect that emissions would go down. On the contrary, they might experience every innovation in the car 

industry as negative since it might stimulate more car-usage. 

2.5. Actor Analysis in the Netherlands 

So far, this research has covered responsible innovation, the conceptual model, the rise of the automobile 

and an analysis of possible future automated driving systems. An actor analysis is used to formulate the 

recommendations for researchers, policy makers and engineers later in this research. It fulfils the objective 

of this research to contribute to responsible innovation. Figure 8 shows a simplified image of all the actors 

relevant for the implementation of ADS and their interrelations. They are categorized in policy and 

research, technology producers and citizens. 

Citizens 

The focus of this research lies on citizens who can be split into two groups: (potential) users and non-

users. The amount of potential users and the frequency of their usage determine demand. As mentioned, 

multiple publications try to analyse the demand by measuring WTP and WTU of potential users. It is not a 

goal of this research to identify users and non-users. The division is only made to emphasize that this 

research will not only focus on users, but also on non-users. Hence the social acceptance of citizens is 

measured, regardless if someone intends to use AVs.  

This research will not focus on the demand. It rather focuses on preferences of social impacts and 

ultimately social acceptance of ADS. Nevertheless, an estimation of the size of the user group can be 

made with the results of this research. In the literature review of Becker & Axhausen (2016), the size of 
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the group that intended to use AVs is between 40 and 60 per cent, dependent on methodology and 

frequency of use. 

To meet the criteria of responsible innovation, the social acceptance has to be aligned with technical 

development, policy and research. However, the social acceptance may change over time and citizens 

might influence each other. The results of this research will measure the current status-quo and interpret 

what this means for the implementation of ADS. In order to make ADS a responsible innovation, the 

social acceptance needs to be measured frequently to determine the change in social acceptance. 
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Figure 8: Actors and their interrelations 

Policy and Research 

The actors in policy and research are strictly taken not all public entities. However, there is a strong 

connection between policy makers and researchers because the current world of ADS mainly consists of 

testing and research. Therefore, all actors in policy and research are considered as policy makers. 

Moreover, they are considered to benefit most from insights of this research. 

To start in the top left of the figure, the European Union forces rules and regulations onto the Dutch 

government. In return, the Dutch government lobbies to influence this legislation. A great example is the 

Declaration of Amsterdam, which lays down agreements on the steps necessary for the development of 

ADS in the EU (European Union, 2016).  

Next, policy and research is arbitrarily divided into three groups: the National Government, Provinces & 

Municipalities and Research Institutes. The main actor in the national government is the Ministry of 

Infrastructure and the Environment, since it is the driving factor behind lobbying, coordination, research 

and rules and regulation. The second group are the provinces and municipalities, who show great interest 

in the risks and benefits of ADS and focus on specific projects in their region (STAD, 2017). Finally, the 

research institutes are actors like the RDW, TNO, KiM, several universities and SWOV. The most 

important actors in the category policy and research are participating in the Spatial and Transport impacts 

of Automated Driving (STAD) project (STAD Event, n.d.).  
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One that is mentioned specifically is the RDW, the Dutch Vehicle Authority. It has the task of licensing 

vehicles before they are allowed on the public road. Although human drivers have to be in control of the 

vehicle at all times, vehicles with high automation levels can still be licensed by the RDW. The risk 

remains that people will use self-driving features on public roads. An example is the fatal accident in U.S. 

Florida on May 7th, 2016. 

Policy makers could have different attitudes towards ADS. During the rise of the automobile, their 

attitude changed from a passive to an active attitude (Bax, 2012). Also, there is a large variety in policy 

makers who have a positive attitude and a negative attitude towards ADS (Anderson et al., 2014). If you 

combine these two scales it results in four stands on policy (see Table 2). These four stands should not be 

considered deterministic, so combinations are possible. For example, policy makers could be positively 

active towards ADS on highways, but negatively active towards ADS in urban areas.  

Table 2: Perspectives on Policy & Research 

 

According to consultancy firm Roland Berger, the Netherlands is the leader in the development of 

disruptive technologies in the automotive industry including ADS (Roland Berger, 2017). It is based on an 

international research on, among others, the implementation of experiments and intelligent transport 

systems (ITS). To enable market launch for AVs, “the Netherlands shows the most advance approach for 

developing type approval procedures by embedding lessons learned from test fleets into legislative 

process” (Roland Berger, 2017; page 14). It indicates that the Dutch government generally takes a positive 

and active stand towards ADS. There are benefits in being the innovator, like a good international 

reputation and economic benefits. However, the experiments do propose new and unpredictable risks for 

human well-being. Partly depending on the social acceptance, it can be questionable if the Netherlands 

should be the test-bed for ADS. Why should we not copy best practices from other countries? 

Technology Producers 

Another category entails the producers of the technology, who are divided into two groups: the car 

manufacturers and the producers of ITS. Together, they produce hardware and software which is needed 

for automated driving. The best known automated car manufacturers are Tesla and Google‟s Waymo. 

However, mostly all large car and truck manufacturers are focusing on some level of automation 

(Bakermans, 2016; Davies, 2017).  

A famous Dutch producer of ITS is TomTom, which purposely develops 3D maps that assist AVs to 

locate themselves on the road (Kasteleijn, 2017). Another important actor is Mobileye, which develops 

sensors for AVs. On March 13th 2017, this company was bought by Intel for €14,3 billion dollar (De 

Financiele Telegraaf, 2017). The fact that practically the whole car market is interested in ADS and high 

investments are made in the technology, testifies of a certain technology push.  

 Passive Active 

Negative 
Wait and see. Chances are that policy 

will come too late. 

Inflict extensive limitations to technology 
producers and high penalties to citizens 

who still use automated driving 
technologies.  

Positive 

Conduct own research, but wait for 
technology producers to come up with 
the technology. Only intervene when 

certain norms are overwritten 

Make laws and regulations more flexible 
to allow ADS, cooperate with technology 

producers to create ADS and/or start 
campaigns to increase awareness. 
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2.6. Summary of Theory 

In the problem statement, it was argued that implementing ADS is a wicked-problem: multi-problem 

(safety issues, accessibility issues and environmental issues), multi-disciplinary (technical and normative) 

and multi-scale (geographical, temporal and multi-actor). To learn from the past, describe the present and 

to identify possible issues in the future, this chapter is summarized on a time scale in Table 3. It highlights 

the multi-disciplinary and multi-scale problems.  

In Table 3, the past represents the current, non-automated traffic- and transport system from 1900 until 

today. The present represents the current status-quo of ADS, while the future represents possible futures 

of ADS.  
Table 3: Summary of Theory 

 Past Present Future 

Technical 

The rise of the automobile: 
Evolution of the 
automobile and 
infrastructure 

Working prototypes of 
AVs: 
WE pods, Truck 
Platooning, Park Shuttle, 
Tesla/Audi et cetera 
 

Future ADS, possibly 
differs in: 
Level of automation, road 
exemption, travel time, 
emissions, human error 
fatalities, technical failure 
fatalities, deliberate misuse 
fatalities 

Empirical 

It is argued that the number 
of fatalities in the past 
(seventies) were not socially 
accepted. It took effort and 
protests from the public to 
improve traffic safety 

The social acceptance of 
ADS by Dutch citizens 
which will be measured 
in this research,  
possibly explained by: 
Gender, age, level of 
education, modal choice, 
residential area, familiarity 
with ADAS, crash 
experience, technology 
enthusiasm, sustainability 
enthusiasm 

The social acceptance is 
likely to change in the 
future, partly because we 
will get more familiar with 
ADS if they are 
implemented. It will result 
in new norms and values 
and therefore social 
acceptance 

Conceptual 

It is argued that the number 
of fatalities in the past 
(seventies) were not ethically 
acceptable.  

It is questionable if the 
current safety record is 
acceptable. It is therefore 
possible that policy makers 
have the moral obligation to 
implement ADS if they are 
safer than the current 
system 

The concept of meaningful 
human control can be used 
to overcome ethical 
dilemmas. The voice of 
future generations should 
be included in conceptual 
research 

Geographical 

The same problems with 
traffic safety occurred mostly 
around the world. Currently, 
traffic safety differs around 
the world. 

Given the contrast in traffic 
safety records of current 
systems around the world, 
citizens from different 
countries might have a 
different social acceptance 
of ADS 

The implementation of 
ADS is likely to differ 
between countries. They 
can learn from each other 
by identifying best practices. 

Multi-actor 

Policy makers were lacking. 
Technology producers were 
not restricted. Awareness 
was raised by society 
(ANWB) 

Policy makers have budgets, 
knowledge and research 
capabilities. Technology 
producers are not restricted.  

According to the results of 
the empirical experiments, 
recommendations will be 
made to policy makers and 
technology producers. 
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3. Methodology 
This chapter will construct the empirical experiment to measure the social acceptance, which will combine 

elements from the antecedent analyses. The experiment has been created with great care to make it 

understandable for average citizens without making them biased with too much information. 

This chapter is structured as follows: Firstly, the format of the experiment is defined. Next, the attributes 

from the technical analysis are specified and attribute levels are determined, followed by the models that 

will be used to estimate the parameters. §3.5 will define the experimental design, i.e. the systematic 

variation of the attribute levels. The last paragraph will explain how the respondents are selected and how 

the sample compares to Dutch society in terms of socio-demographics.  

3.1. Stated Choice Experiment 

A survey is chosen as research method since it is a relatively inexpensive, flexible method to achieve 

extensive information about characteristics of a population. The goal is to estimate reliable and unbiased 

parameters. However, it has been argued that the social acceptance relates to behaviour and is difficult to 

observe or even predict. To be able to measure the social acceptance of ADS, it is compared to the social 

acceptance of the current transport system. In doing so, it can be determined what percentage of citizens 

prefer ADS over the current system. Since the social acceptance of the current transport system is 

assumed to be neutral, the percentage of citizens that think ADS are socially accepted is determined.  

Respondents have to choose if they prefer a hypothetical future of ADS over the current transport 

system. The chosen format is single referendum contingent valuation. In this hypothetical referendum, 

respondents are asked as citizens to vote „for‟ or „against‟ a future with ADS. If respondents vote „for‟, 

they must assume that this future becomes a reality. If respondents vote „against‟, they must assume that 

the current system stays in place. Single referendum contingent valuation has gained widespread use in 

applications of (semi-)public goods (Green, Jacowitz, Kahneman, & McFadden, 1998). Examples are 

trade-offs in travel time, road-tax, traffic safety (Mouter & Chorus, 2016) and voting support for 

congestion charging (Hensher & Li, 2013) 

It is hypothesized that the choices of respondents with respect to systematically varied attribute levels of 

ADS will change according to the social acceptance of these levels. It is also hypothesized that the choices 

differ between respondents because of different norms and values among citizens and because they all 

have different knowledge of ADS. These differences might be partly explained by personal characteristics. 

Hence, the experiment is a stated choice experiment that entails hypothetical futures of ADS as choice 

alternatives. 

3.2. Attributes & Levels 

In the theoretical analysis it has been argued that level of automation, mixed traffic and cooperate driving 

can lead to technical- and normative issues. It is therefore hypothesized that automation levels and the 

exemption of roads influence the social acceptance. Cooperate driving is not included for the following 

reasons: If Shladover is right, automated driving will not exist without cooperate driving so any social 

debate on the matter will be meaningless. Secondly, it is expected that most citizens will not have the 

required knowledge to make the link between cooperate driving and improved social impacts. For this 

research, cooperate driving is therefore considered a technical decision rather than a political decision. 

Next, it is hypothesized that three social impacts have an effect on the social acceptance: safety, 

accessibility and environmental impact. Safety is divided in human error fatalities, technical failure fatalities 

and deliberate misuse fatalities. Accessibility is influenced by locations, transport resistance and needs & 

desires. For the scope of this research, it is assumed that locations and needs & desires are constant over 

time. Although change in spatial planning is expected on the long run with ADS, this effect is assumed to 
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be negligible for the transition phase. Moreover, it is not deemed critical for the social acceptance. The 

focus will therefore be on the difference in transport resistance, most commonly expressed in travel time. 

For environmental impact, emissions are assumed to be the key attribute. Each of these attributes will be 

specified with their attribute levels. The safety attributes levels are scaled 1:10 to scale the parameters. 

Table 4: Attribute levels ADS and effects 

Attribute Attribute levels  Coding Sign Explanation 

Level of 
automation 

 Automation 
level 3  

 Automation 
level 4  

 0 
 

 1 

aut There are five levels of automation by the SAE, 
of which level 3, 4 and 5 are considered actual 
automated driving. For the near future, level 5 
is assumed impossible for private vehicles, 
because of technology shortcomings and 
liability issues. That leaves automation level 3 
and 4. 

Road 
exemption 

 Highways (100-
130 km/h) 

 Regional roads 
(50-80 km/h) 

 Inside built 
environment 
(30-50 km/h) 

 0 
 

 1 
 

 2 

rex Two criteria determine the attribute levels: The 
speed and crossings with other traffic. Three 
categories are chosen that provide a sufficient 
distribution of these criteria.  

Human error 
fatalities 

 300  

 400 

 500 

 600 

 30 

 40 

 50 

 60 

hum Currently, there are approximately 600 human 
error fatalities annually, which is the upper 
bound under the assumption that AVs are not 
implemented if they are less safe than 
conventional vehicles. 440 fatalities are the 
result of accidents with a car involved. It is 
assumed that, especially in the transition phase, 
AVs cannot prevent all of these 440 fatalities. 
An optimistic scenario is assumed to have a 
total of 300 fatalities annually. 

Technical 
failure 
fatalities 

 0 

 40 

 80 

 0 

 4 

 8 

tec It is unknown how many accidents currently 
happen due to technical failure. The Bron 
geRegistreerde Ongevallen Nederland (BRON) 
do not record these failures. It is assumed that 
technical failure currently only contributes to 
the main reason of the accident. Therefore, the 
current number of accidents due to technical 
failure is assumed negligible, so 0 is the lower 
bound.  
The upper bound is more difficult to 
determine. Again, the assumption is made that 
AVs are not implemented if they are less safe, 
so it cannot be a large number. An upper 
bound of 80 fatalities is chosen, since it is 
assumed that more fatalities are unrealistic for 
implementation. The level „40 fatalities‟ is 
added to test for non-linearity.  

Deliberate 
misuse 
fatalities 

 0 

 30 

 60 

 0 

 3 

 6 

mis The current number of deliberate misuse is 
unknown, but assumed negligible. The upper 
bound is arbitrarily set on 60 fatalities. Again, 
more fatalities are assumed unrealistic for 
implementation.  
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Average 
change in 
travel time 
for all road 
users 

 - 25 % 

 No change 

 +25 % 

 -25 

 0 

 25 

tti A 25 per cent change in travel time is assumed 
to have a significant effect in utility and realistic 
to respondents. Since it is unknown how travel 
time will develop, an increase and decrease of 
25 per cent is used, with the level no change to 
test for non-linearity.  

Average 
change in 
emissions of 
all road users 

 - 25 % 

 No change 

 +25 % 

 -25 

 0 

 25 

emi The change is emissions is assumed to be less 
certain than change in travel costs due to the 
uncertainty of the introduction of alternative 
fuels for cars. Therefore, a 25 per cent increase 
and decrease is used, with the level no change 
to test for non-linearity. 

 

The theoretical analysis also argued that gender, age, level of education, modal choice, residential area, 

familiarity with ADAS, crash experience and technology- & sustainability enthusiasm are personal factors 

that can influence the social acceptance. All attributes are included in the survey. The next table will 

provide the attribute levels and questions that will be used in the survey, which are extracted from surveys 

from the KiM or the CBS database. The coding is found in Appendix I. 

Table 5: Attribute levels Socio-demographic factors 

Attribute Attribute level Sign Question 

Gender  Male 

 Female 

gen What is your gender? 

Age  18-30 

 30-40 

 40-50 

 50-60 

 60-70 

 70-80 

 80+ 

age What is your year of birth? 

Level of 
education  

 Basisonderwijs 

 Voortgezet onderwijs 

 Middelbaar beroepsonderwijs 

 Hoger beroepsonderwijs, 
universiteit 

 Anders, nl.. 

edu What is your level of education? 
 
 

Residential 
area 

 Rural area 

 Village 

 Suburbs 

 City 

 City centre 

res Which of the following regions best 
describes your state of residence?  

Licence   Yes 

 No 

 Are you in possession of a drivers‟ licence? 

Modal 
choice 

 (Almost) every day 

 5-6 days per week 

 3-4 days per week 

 1-2 days per week 

 1-3 days per month 

 6-11 days per year 

 1-5 days per year 

 Less than 1 day per year 

mod How often do you travel with one of the 
following modalities?  
[car as driver, car as passenger, train, 
bus/tram, bicycle] 
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3.3. Respondents 

The experiment is held among a sample of 535 adult Dutch citizens collected via the paid panel PanelClix. 

The data was checked on fraud data and socio-demographics of the respondents. Fraud data is defined as 

data of respondents that contained missing answers or their survey‟s completion time was below 3 

minutes (which is not deemed humanly possible). The data of respondents that is categorized as fraud 

were excluded from further research. After deleting 25 fraud results, 510 complete surveys were retrieved. 

50% was female and 50% was male, like in Dutch society (CBS, 2017). The distributions for age and level 

of education are as follows: 

Table 6: Age and level of education distribution 

Age 
% of 
respondents 

% in Dutch 
society (CBS, 
2017) 

Education 
% of 
respondents 

% in Dutch 
society 
(CBS.nl, 2013) 

18-30 0,17 0,16 Primary 0,02 0,08 

30-40 0,21 0,15 VO & MBO 0,62 0,63 

40-50 0,16 0,18 HBO 0,28 0,19 

50-60 0,20 0,19 Universiteit 0,08 0,10 

60-70 0,22 0,16    

70-80 0,04 0,10    

80+ 0,01 0,06    

 

Citizens above the age of 70 years old are slightly underrepresented. This could be explained by the fact 

that the survey was presented on a computer. Also, citizens with primary education are slightly 

underrepresented. Nevertheless, it is concluded that the respondents are a good representation of Dutch 

society. 

Current 
usage of 
ADAS1 

 Yes 

 No 

 I don‟t know 

ada1 Are you familiar with one the following 
driving assistance systems? [adaptive cruise 
control, lane departure warning, blind spot 
detector, automated park assist] 

Current 
usage of 
ADAS2 

 Yes 

 No 

 I don‟t know 

ada2 Have you used one the following driving 
assistance systems? [adaptive cruise control, 
lane departure warning, blind spot detector, 
automated park assist] 

Past 
experience 
with minor 
accident 

 Yes 

 No 

acm Have you been involved in a traffic accident 
where no one involved suffered serious 
injury? 

Past 
experience 
with severe 
accident 

 Yes 

 No 

acs Have you been involved in a traffic accident 
where one or more involved suffered 
serious injury? 

Environme
ntalist 

 Not at all 

 Hardly 

 Neutral 

 To some extent 

 Very 

env To what extent does the expression „I am 
environmentally conscious‟ apply to you? 

Technology 
lovers 

 Not at all 

 Hardly 

 Neutral 

 To some extent 

 Very 

tlo To what extent does the expression „I find 
technology fun and interesting‟ apply to 
you? 
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3.4. Estimation Models 

This paragraph will explain the models that are used to estimate parameters for the research questions, 

MNL model §3.4.1 and latent class choice model §3.4.2. 

3.4.1. MNL Model 

A well-known model in discrete choice modelling is the linear-additive multinomial logit model (MNL; 

Formula 1). This model is chosen since “this model allows for decision makers‟ heterogeneity and 

inconsistency, is econometrically rigorous and is flexible and practical in multi-attribute and multinomial 

choice situations” (Chorus, 2017; page 19).  

The total utility U of alternative i is the systematic utility V plus an error term ε. The systematic utility 

depends on the sum of the taste parameters β times the attributes x. According to the Random Utility 

Maximization (RUM; formula 2) theory by Nobel price-winning Daniel McFadden, alternative i is chosen 

if it has a higher utility than alternative j (McFadden, 2000).. The model assumes that people are utility-

maximizers and assumes an error term that is independent, identically distributed EV Type I with variance 

  

 
, which allows inferring preferences and trade-offs from people‟s choices.  

 

 

[1]  

  [2] 

 

A basic MNL RUM model will be estimated for the first three research questions in which all parameters 

are treated as linear. The utility function is below, in which V1 is the utility of the automated driving 

system and V2 is the utility of the current transport system (which is thus fixed at 0). Besides, there is 

accounted for the panel structure of the data in the estimation of the parameters. 

 V1 = B_ASC_1 + B_rex_1 * rex + B_aut_1 * aut + B_tti_1 * tti + B_emi_1 * emi + B_hum_1 * 

hum + B_tec_1 * tec + B_mis_1 * mis 

 V2 = 0 

Acceptance in Number of Fatalities 

Possibly, respondents simply added the number of fatalities of all three categories to determine their 

acceptance of a specific design. In other words, the hypothesis is that respondents are indifferent to 

different causes of fatalities. To test this hypothesis, two statistical tests will be conducted: 1) is a model 

with three parameters for each category statistically better than a model with only one parameter for all 

three categories? And 2) are the parameters statistically different from each other? 

For the first test, a model will be estimated with only one parameter for human error fatalities, technical 

failure fatalities and deliberate misuse fatalities. This part of the utility function looks as follows: 

 Β_fat_1 * (hum + tec + mis) 

For the second test, the 95 per cent confidence interval is calculated for each of the three parameters by 

adding/subtracting 1.96 times the standard error (p=0.05). It is tested if either one of the other two 

parameters is in the confidence interval.  
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Quadratic Functions 

Finally, the parameters will be tested on linearity. The hypothesis is that respondents do not treat the 

attribute levels linearly. They might accept a small decrease/increase of an attribute, but have a strong 

dislike/preference for a large decrease/increase of an attribute. For example, respondents may accept a 

low number of technical failure fatalities, but will strongly oppose to a large number of technical failure 

fatalities. All the social impacts are tested on linearity. 

3.4.2. Latent Class Choice Model 

To test for heterogeneity among citizens, a latent class choice model with a class membership function is 

used. This model assumes that there are classes of citizens that are homogeneous in their preferences. 

However, these classes cannot be observed since they are latent. This model identifies these classes and 

with observable characteristics like socio-demographics it can predict who belongs to which class. As 

such, the chance that an individual with certain socio-demographics votes for or against ADS can be 

estimated. Since other models, like mixed logit, are not capable of explaining the heterogeneity, the latent 

class choice model is chosen.  

 

This model is described with formula 3. Herein, Pn ( i | β ) is the Probability that decision-maker n 

chooses alternative i, conditional on the model parameters β. πns is the class membership probability and 

Pn ( i | βs ) is the probability of n choosing i, given that decision maker n belongs to class s (Cranenburgh, 

2017). For the class membership probability (formula 4), class-specific constants δs and vector of 

parameters γs are estimated. The linear-additive function g(◦) gives the functional form of the utility for in 

the class allocation model. This function is based on zn, which are observed variables like socio-

demographics or context variables. All models will account for the panel structure of the data, i.e. they will 

account for the fact that the respondents make several choices. 

Sample

Overall preference tendencies 

in perceptions and acceptance

Segment 1

Own preferences 

and thus set of 

parameters

Segment 2

Own preferences 

and thus set of 

parameters

Segment n

Own preferences 

and thus set of 

parameters

[3] [4]

 

Figure 9: Latent class choice model with class membership 
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3.5. Experimental Design 

To vary the attribute levels for respondents in different choice tasks, the software programme Ngene was 

used to make the experimental design. The following four considerations were made to write the Ngene 

syntax.  

Firstly, in §3.2 it was assumed that ADS will not be implemented if ADS causes more fatalities than the 

current system. Collectively the three types of fatalities may not exceed 600 fatalities. So, when the 

attribute level of human error fatalities is „600‟, technical failure fatalities and deliberate misuse fatalities 

must be „0‟. To comply with this restriction, conditions were added to the syntax. It also means that an 

orthogonal design is no longer possible, so an efficient design is used. More specifically, a D-efficient 

design is chosen since its takes into account both variances & covariances. 

Secondly, it is assumed that more than 12 choice tasks (thus 12 rows) for each respondent would be too 

exhausting. With more choice tasks, the risk that respondents will take the final questions less seriously 

becomes too large. In that case, no information can be withdrawn from these questions.  

Since an efficient design will be used, priors are needed. A small pilot study (N=21) was used to measure 

the priors (see Table 7). The respondents were recruited from the social circle of the author of this 

research.  

Table 7: Priors 

Prior Name Value 

Alternative specific constant B_ACS 3.74 

Level of automation B_aut -0.430 

Road exemption B_rex -0.021 

Travel time B_tti -0.049 

Emissions B_emi -0.050 

Human error fatalities B_hum -0.0061 

Technical failure fatalities B_tec -0.0065 

Deliberate misuse fatalities B_mis -0.0271 

 

Fourth and finally, the number of blocks has to be decided upon. To do so, four designs were tested. 

Design A is a design without the assumption that no more than 600 fatalities may occur. It is an 

orthogonal design and used as benchmark for the other designs. Design B, C and D are D-efficient 

designs with the abovementioned assumptions with increasing number of blocks (and thus rows). 

Table 8: Survey design: number of blocks 

 

More blocks results in a lower SP-estimate, which indicates how many respondents are required before the 

parameter becomes statistically significant. By adding more blocks, more choice sets are added to the 

survey. Respondents will be distributed in blocks over these choice sets. To account for this effect, the 

Survey 
Design 

Rows (choice 
sets) 

Blocks Highest 
correlation 

Highest  
SP-estimate 

# of 
observation 
requiered 

A 12 1 0.286 443 5316 

B 12 1 0.416 458 5496 

C 24 2 0.303 208 4992 

D 36 3 0.431 141 5076 
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total number of required observations is calculated by multiplying the SP-estimate with the number of 

choice sets. The design with the lowest required number of observation is the most efficient design. 

Design C is chosen since it is the most efficient design. Moreover, the highest correlation of this design is 

lower than designs B and D. The syntax below is used and the full design is found in appendix II. Besides, 

the coding used to estimate priors and determine the experimental design is different from the coding 

used in the estimation of the parameters of the survey results. The different coding scheme is used to 

better interpret the results in chapter 4. 

? AV acceptance 
Design 
;alts=ADS,CS 
;rows=24 
;block=2 
;eff=(mnl,d) 
;con 
;cond: 
if(ADS.Hum=600, ADS.Tec=0), 
if(ADS.Hum=600, ADS.MIS=0), 
if(ADS.Hum=500, if(ADS.Tec=80, ADS.mis=0)) 
;model: 
U(ADS) =b0 + b1 * rex[120,80,50] + b2 * aut[3,4] + b3 * tti[-25,0,25] + b4 * emi[-25,0,25] 
+ b5 * hum[300,400,500,600] + b6 * tec[80,40,0] + b7 * mis[60,30,0]  
$  
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4. Results 
This chapter will present and interpret the results of the survey. Below is a response overview per choice 

task expressed in percentages. The green beam shows the percentage of citizens that are in favour of the 

suggested future of ADS, the red beam shows the percentage of citizens that are against the suggested 

future. It provides a good overview of the different choices that citizens made along the survey. Most 

choice tasks are within 30 to 70 per cent acceptance, while exactly half of the choice tasks are within 40 to 

60 per cent acceptance. Note that each respondent was presented only 12 choice tasks, but that the 

respondents were divided in blocks. 

 

Table 9: Response overview per choice task 

Choice 
task 

rex aut tti emi hum tec mis 

1 80 3 25 25 300 40 30 

2 50 3 -25 25 300 40 0 

3 80 3 0 -25 600 0 0 

4 80 4 0 25 400 40 30 

5 120 3 25 0 300 80 0 

6 80 4 25 25 400 0 30 

7 120 4 -25 25 300 40 60 

8 120 4 -25 25 400 0 0 

9 120 4 25 -25 500 0 30 

10 50 3 0 0 300 0 30 

11 50 3 -25 -25 500 40 60 

12 80 4 0 0 500 40 30 

13 50 4 -25 -25 300 80 60 

14 50 3 25 -25 300 80 30 

15 80 3 0 -25 500 40 0 

16 120 4 0 -25 400 80 60 

17 120 3 -25 25 400 80 0 

18 120 3 25 0 300 0 60 

19 50 4 -25 0 500 0 0 

20 50 4 0 0 400 80 30 

21 120 3 -25 0 500 0 60 

22 50 4 25 -25 300 0 0 

23 80 3 0 25 400 0 60 

24 80 4 25 0 400 40 0 

 

 

The MNL model is used to estimate parameters from the data to answer the first three research questions. 

The latent class choice model is used for the final research question. The structure of this chapter follows 

the four research questions.  
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4.1. The Social Acceptance of Automated Driving Systems 

A MNL model is estimated for the first three research questions. It is tested if the parameters are linear 

and if the parameters for different types of fatalities are statistically different from one another. The model 

with the „best‟ fit includes a quadratic function for human error fatalities. It has a statistically better model 

fit than a model with only linear parameters (likelihood ratio statistic (LRS) of 15, with a critical value of 

3.841 (df=1; p=0.05)). Also, a model with three different parameters for types of fatalities is statistically 

better than a model with only one parameter for all fatalities (LRS of 132, while the critical value is 5.991 

(df =2; p=0.05)). The parameters human error fatalities, technical failure fatalities and deliberate misuse 

fatalities are also statistically different from one another (p=0.05).  

Therefore, a MNL model with the following utility function is used to answer the first four research 

questions: 

 V1 = B_ASC + B_rex * rex + B_aut * aut + B_tti * tti + B_emi * emi + B_huq * hum * hum + 

B_tec * tec + B_mis * mis 

 V2 = 0 

  

Estimation Results 

Number of estimated parameters 8 
Sample size 6120 

Excluded observations 0 
Init log likelihood -4242.061 

Final log likelihood -4048.934 
Likelihood ratio test for the init. model 386.253 

Rho-square for the init. model 0.046 
Rho-square-bar for the init. model 0.044 

Akaike Information Criterion 8113.869 
Bayesian Information Criterion 8167.623 

Final gradiant norm +2.357e-004 

Diagnostic 
Trust region algorithm with simple bounds 
(CGT2000): Convergence reached 

Iterations 14 
Data processing time 00:00 

Run time 00:02 
Nbr of threads 4 

 

Table 10: All parameters of the MNL model to determine the social acceptance 

Parameter Name Value Standard 
Error 

t-test p-value 

Alternative specific constant B_ACS_1 1.54 0.121 12.66 0.00 

Level of automation B_aut_1 -0.385 0.058 -6.66 0.00 

Road exemption B_rex_1 -0.046 0.033 -1.34 0.16* 

Travel time B_tti_1 -0.015 0.001 -11.24 0.00 

Emissions B_emi_1 -0.016 0.002 -10.38 0.00 

Human error fatalities quadratic B_huq_1 -0.00028  3.77 E-05 -7.43 0.00 

Technical failure fatalities B_tec_1 -0.101 0.009 -11.67 0.00 

Deliberate misuse fatalities B_mis_1 -0.137 0.015 -9.14 0.00 
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The first research question is: What percentage of citizens thinks automated driving systems are socially 

accepted? 

This question relates to the intrinsic preference for ADS and thus the alternative specific constant (ASC). 

The ASC shows the utility of ADS if all attribute levels are 0. However, this would indicate that ADS 

causes no traffic fatalities at all which is not very realistic. Therefore a design is formulated that has the 

same social impacts as the current system and minimal mixed traffic. The result is called the „least-impact‟ 

design: automation level 3 only allowed on highways and no social impacts (0% change in travel time and 

emissions, 600 human error fatalities and 0 technical- and deliberate misuse fatalities). The utility of the 

least-impact design can be interpreted as the intrinsic preference for ADS. In other words, this utility 

indicates if citizens would accept the simplest form of ADS with no social benefits in safety, accessibility 

or environmental impact. 

The ASC is 1.54 and the quadratic human error fatalities parameter is -0.00028. Therefore, the utility of 

the „least-impact design‟ is 1.54 + -0.00028 * 60 * 60 = 0.53. The utility of the current transport system is 

fixed at 0. The acceptance percentage can be calculated with the MNL model: 

    

       
  

     

          
     

This indicates that the „least-impact‟ design is socially accepted by 63% of the respondents, while 37% are 

against this design of ADS. It could be interpreted that a majority is positive towards ADS. It does not 

mean that 63% would use AVs. This percentage does not account for socio-demographics like income 

and current modal choice. Therefore, the percentage that intends to use AVs will likely be lower. This 

coincides with the estimation between 40% and 60% in the literature review of Becker & Axhausen 

(2016). 

The parameter value for level of automation (-0.385) indicates the utility difference between automation 

levels 3 and 4. The preference for lower automation levels coincides with literature (Becker & Axhausen, 

2016). Road exemption is not statistically significant. A mixed logit (ML) model is also estimated to 

exclude the possibility that heterogeneity caused this factor to not become significant (see Appendix V). 

The results mean that citizens have preference for road exemption. Since this is the first study that 

explores preferences for road exemption that is known to the author, more research should be conducted 

to validate this result. 

Current system as reference

Utility0 2.06-1.55

18%

89%
63%

0.53

Worst design  Least-impact  design Best design

82%

37%
11%

 
Figure 10: Different designs, their utility and social acceptance 
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The estimated model allows predicting the utility and therefore social acceptance of every other design. 

The best possible design in the survey has automation level 3, -25% travel time and emissions, 300 human 

error fatalities, and no other fatalities. It has a utility of 2.06 which means that this design is accepted by 

89% of citizens, while 11% are against this design. The worst design in the survey has automation level 4, 

+25% travel time and emissions, 500 human error fatalities, 40 technical failure fatalities and 60 deliberate 

misuse fatalities (note that it is assumed that the total number of fatalities must not exceed 600). It has a 

utility of -1.55 which means that this design is accepted by 18% of citizens, while 82% are against this 

design.  

The acceptance percentage follows an s-curve (see Figure 10). The maximum slope is at the centre where 

both ADS and the current system have a utility of 0. Since the least-impact design has a utility higher than 

0, it indicates that negative social impacts have a larger effect on the social acceptance than positive social 

impacts of the same magnitude. The effect is that an increase in social acceptance is more difficult to 

realize than a decrease in social acceptance. 

4.2. The Influence of Safety, Accessibility and Environmental Impact 

The second research question is: How is the social acceptance influenced by safety, accessibility and 

environmental impact? 

The attributes (parameters) for accessibility and environmental impact are travel time (-0.015) and 

emissions (-0.016). The parameters indicate the change in utility by 1% increase in travel time/emissions if 

the other attribute levels do not change. For example, 1% increase in travel time means a 0.015 decrease in 

utility.  

The safety attributes (parameters) are human error fatalities (-0.00028; quadratic), technical failure fatalities 

(-0.101) and deliberate misuse fatalities (-0.137). They are scaled 1:10. For technical failure fatalities and 

deliberate misuse fatalities they represent the change in utility per 10 extra fatalities. For human error 

fatalities the parameter represents 0.0252 utility decrease per 10 extra fatalities for the chosen range.  

To compare different social impacts the utility contributions of the attributes are calculated. The utility 

contribution is the value of each parameter multiplied by the range in attribute levels. It shows the 

importance of the attributes in the decision-making by citizens. They are shown in Table 11, categorized 

by importance. 

Table 11: Utility Contributions 

Attribute Utility contribution 

Travel time 0.75 

Human error fatalities 0.76 

Emissions 0.80 

Technical failure fatalities 0.81 

Deliberate misuse fatalities 0.82 

 

Travel time is the least important attribute according to the utility contributions. Especially the fatalities 

caused by AVs are important. Technical failure fatalities and deliberate misuse fatalities are the highest 

ranked in the utility contributions. The results coincide with the found safety worries in literature 

(Kyriakidis et al., 2015). The next paragraph will elaborate on differences between the different parameters 

for safety. 
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4.3. Valuation of Traffic Fatalities Caused by Automated Vehicles and 

Current Traffic Fatalities 

The third research question is: Are traffic fatalities caused by automated vehicles valued differently than 

current traffic fatalities?  

The previous research question already emphasized the importance of safety. This question will elaborate 

on different causes of accidents. An expected yet interesting result is that citizens have a stronger dislike 

for fatalities caused by automated driving than human error fatalities. The strongest dislike is for deliberate 

misuse fatalities. Technical failure fatalities are weighed as much as 4 human error fatalities. Roughly said, 

every 4 humans saved annually because of less human error can only be replaced by 1 technical failure 

fatality to reach the same social acceptance. Between human error fatalities and deliberate misuse fatalities 

is a factor 5.5. These results coincide with literature. Kyriakidis et al. (2015) found that people are very 

concerned about misuse of AVs, a little bit more than about technical failure. 

The difference between types of fatalities can partly be explained by the regret theory, in which losses 

loom larger than gains of an equal magnitude (Chorus, 2017; Loomes & Sugden, 1983). A decrease in 

human error fatalities is a gain compared to the current system; an increase in fatalities caused by AVs is a 

loss compared to the current system. As following from the regret theory, an increase of a certain amount 

of fatalities caused by AVs loom larger than a decrease of the same amount of human error fatalities. The 

result that deliberate misuse fatalities are even worse than technical failure fatalities can be partly explained 

by the theory of Pearsall & Hanks (2001) on safety and security. 

Although it was hypothesized that citizens would have a stronger dislike for fatalities caused by AVs than 

current traffic fatalities, the magnitude is larger than expected. If it is assumed that ADS could prevent 

20% of human error fatalities of the current system, thus 120 fatalities, then still ADS can only result in 22 

deliberate misuse fatalities to reach the same social acceptance. Although such absolute comparisons are 

not very realistic, it does show that fatalities caused by AVs are hardly accepted. 

It is concluded that traffic fatalities caused by ADS are valued to be more important than human error 

fatalities. Especially deliberate misuse fatalities are considered to be much more important than current 

traffic fatalities. 

4.4. The Heterogeneity in Social Acceptance among Citizens 

The Latent Class Choice model is estimated to answer the final research question: Is there 

heterogeneity in the social acceptance among citizens? 

The latent class choice model has the same utility function as the MNL model for each class except for a 

linear parameter for human error fatalities since the quadratic parameter did not become significant. Also, 

it has to be decided which number of classes fits the data „best‟. Therefore, models with an increased 

number of classes are estimated, while their final loglikelihood (LL), Bayesian Information Criterion (BIC) 

and Rho2 are compared. Possibly, a local maximum LL is found, so 14 different starting values for the 

class membership parameters are used. The best results are shown in the table below. 

Table 12: Number of Classes in Latent Class Choice Models 

Name LL BIC Rho2 

Basic RUM model -4051 8162 0.045 

2 class model -3499 7120 0.175 

3 class model -3316 6893 0.218 

4 class model -3243 6791 0.236 

5 class model -3179 6743 0.250 

6 class model -3150 6761 0.258 
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By adding more parameters, it is logical that the LL and Rho2 improve. However, the size of improvement 

gets smaller by the addition of more classes. The BIC is the key criterion for deciding how many classes fit 

the data best, since it takes the added parameters into consideration (Cranenburgh, 2017). For this 

criterion, the 5 class model fits best, since it has the lowest BIC.  

In Appendix VI the results of the 5 class model can be found. Unfortunately, the results were not suited 

for interpretation. Having 510 respondents might not be sufficient for this extensive model. The fourth 

class only contains approximately 50 respondents, which are not many respondents to measure a MNL 

model. Therefore, models with fewer classes are explored. Appendix VI shows the loglikelihood function 

for different number of classes. There is a big bend in this function at the 3 class model, meaning that 

loglikelihood does not improve substantially after this point. The 3 class model also showed the best 

results for interpretation. Therefore, this research will interpret the results of the 3 class model. 

Estimation Results  

Number of estimated parameters 30 
Sample size 6120 

Excluded observations 0 
Init log likelihood -4242.061 

Final log likelihood -3315.817 
Likelihood ratio test for the init. model 1852.488 

Rho-square for the init. model 0.218 
Rho-square-bar for the init. model 0.211 

Akaike Information Criterion 6691.633 
Bayesian Information Criterion 6893.213 

Final gradiant norm +2.858e-003 

Diagnostic 
Trust region algorithm with simple bounds 
(CGT2000): Convergence reached 

Iterations 32 
Data processing time 00:00 

Run time 01:47 
Nbr of threads 4 

 
 

The class membership parameters and corresponding probabilities are added to determine if the classes 

can be interpreted by socio-demographic or other personal factors. All factors from §2.4.6 are modeled in 

the 3 class LC model. Modal choice, residential area, crash experience and technology- & sustainability 

enthusiasm did not become statistically significant. The classes that are formed by the latent class model 

cannot be explained by these socio-demographics. In other words, citizens have a probability to be 

assigned to either class regardless of their modal choice, residential area, crash experience and technology- 

& sustainability enthusiasm.  

Gender and familiarity with ADAS did become statistically significant and will be interpreted from the 3 

class model. The significant parameters to answer the fifth research question are highlighted in red in 

Table 13. The results show that citizens can be segmented to three classes: automated driving enthusiasts, 

central mass and the risk-averse class. Each of the classes will be described according to the parameters. 

The full results of the 3 class model can be found in Appendix VIII.  
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Table 13: 3 Class LC Model Parameters 

Parameter Automation 
enthusiasts 

Central mass Risk-averse 
class 

Alternative specific constant (ASC) 4.67 2.46 -0.455 

Level of automation (aut) 0.485 -0.836 0.638 

Road exemption (rex) -0.145 -0.088 0.430 

Travel time (tti) -0.449 -0.550 -0.603 

Emissions (emi) -0.630 -0.555 -0.284 

Human error fatalities (hum) -0.0045 -0.0028 -0.0048 

Technical failure fatalities (tec) -0.0116 -0.0139 -0.0273 

Deliberate misuse fatalities (mis) -0.0145 -0.0183 -0.0430 

    

Class Membership parameters    

Class (s) 0 (fixed) 0.494 -0.663 

Gender (gen) 0 (fixed) 0.240 0.420 

ADAS familiarity (ada1) 0 (fixed) 0.290 -0.026 

 

Table 14: Class Membership Probabilities 

Probabilities Automation 
enthusiasts 

Central mass Risk-averse 
class 

Class membership probabilities 32% 52% 16% 

Gender 
(gen) 

Probability that a male belongs 
to a class 

38% 49% 13% 

Probability that a female 
belongs to a class  

26% 54% 20% 

ADAS 
familiarity 
(ada1) 

Probability that someone who 
is not familiar with ADAS 
belongs to a class 

36% 45% 19% 

Probability that someone who 
is familiar with ADAS belongs 
to a class 

27% 59% 14% 

 

Class 1: Automated Driving Enthusiasts 

The first class has the highest social acceptance of ADS. The ASC is relatively high and overall they have 

the lowest penalty for fatalities of all classes. Even so, they still value fatalities caused by AVs to be worse 

than human error fatalities. The „least-impact‟ design has a utility of 1.98 and is therefore socially accepted 

by 88% of this class. An interesting result is that the parameter for level of automation becomes positive 

for this class. It means that this class prefers automation level 4 over level 3. In the MNL model the 

average preference of citizens is the other way around. It explains the significant higher Rho2 for the latent 

class model in comparison with the MNL model. Altogether this class has the highest social acceptance 

towards ADS. 32% of all citizens can be assigned to this class. 

Males have a higher chance to be assigned to this class. On average, males have a higher social acceptance 

of ADS. Interestingly, this class has a lower than average chance to be familiar with ADAS. It might be 

possible that citizens who are familiar with ADAS know the limitations of these systems and perceive a 

higher risk with higher automation levels.  

In conclusion, this class distinguishes itself for having a high social acceptance, especially in number of 

fatalities. Members of this class are also more likely to be male. Finally, they prefer high automation levels. 

Therefore, this class is categorized as automated driving enthusiasts. 
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Class 2: The Central Mass 

Class 2 can be seen as the average class. This class show similar results to the MNL model of the whole 

sample. Their „least-impact‟ design has a utility of 0.77 and is therefore socially accepted by 68% of this 

class. In contrary of class 1, they prefer automation level 3 over level 4. Even more so, they have a strong 

dislike for automation level 4, almost twice as strong as the preference of class 1 for automation level 4. 

Class 2 also has a slightly stronger dislike for fatalities by AVs than class 1.  

This class is also the largest class with more than half of all citizens assigned to it. Citizens who are 

familiar with ADAS have a higher chance to be assigned to this class. Becker & Axhausen (2016) found a 

positive correlation between having higher automation levels in current vehicles (mostly ADAS) and 

intention-to-use and WTP for AVs. This research found that on average this is the case, but not for the 

automated driving enthusiasts. The social acceptance of this class is very similar to the average citizen as 

measured with the MNL model. Therefore, this class is named the central mass. 

Class 3: Risk-averse 

The final class has a very low social acceptance of ADS. Members of this class will vote against ADS in 

most cases. The „least-impact‟ design has a utility of 0.78 and is socially accepted by only 5% of this class. 

They also have the highest penalty for fatalities, which categorizes them as risk-averse. What is interesting 

is that their parameter for emissions did not become significant. It might be possible that this class solely 

looked at number of fatalities and that environmental impact did not matter.  

Current system as reference

Utility
0

30%
5%

Class 2

Class 1

100%
95%

70%

46%
88%

99%

54%
12%

13%

87%
69%

94%

31%
13%

Class 3

 
Figure 11: Social Acceptance of worst-, least-impact-, and best Design for different Classes 
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Finally, this is the smallest class with only 16% of citizens assigned to it. However, small groups should 

never be underestimated in society. Females have a relatively high chance to be assigned to this class, 

which coincides with the findings of Kyriakidis et al. (2015). 

Class Overview 

Figure 11 shows the social acceptance of the worst design (black), least-impact design (grey) and best 

design (white) for all three classes. This figure very clearly shows the heterogeneity among citizens in the 

social acceptance of ADS: Three classes with a very different preference for the same design. Both class 1 

and class 2 have a higher social acceptance for the „least-impact‟ design than the current transport system.  

Especially the differences in dislike for fatalities are deemed interesting. Table 15 shows the factors 

between the different types of fatalities. The parameter for deliberate misuse fatalities of the risk-averse 

class is approximately 3 times larger than for automated driving enthusiasts.  

Table 15: Differences in dislike for fatalities between classes 

 ADS Enthusiasts Central mass Risk-averse 

Human error versus  
technical failure  

2.7 5 5.5 

Human error versus 
deliberate misuse 

3.4 6.5 9.8 

 

It is concluded that there is a large heterogeneity among citizens in the social acceptance of ADS. This 

research shows that citizens can be assigned to three classes: automated driving enthusiasts, the central 

mass and risk-averse class.  
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5. Conclusion 
Automated driving systems become a growing interest for policy makers, engineers and society in general. 

This research argued that the implementation of automated driving systems can lead to wicked problems 

for which responsible innovation can be used to bridge the gap between normative- and technical issues. 

To contribute to responsible innovation, this research conducted an empirical experiment to measure the 

social acceptance of ADS. This chapter will formulate the conclusions of this research together with 

recommendations for policy makers, researchers and engineers. 

1. What percentage of citizens thinks automated driving systems are socially accepted? 

To determine the social acceptance of different ADS designs, the current transport system was used as a 

reference. Also, a „least-impact‟ design is formulated, which entails no social impacts, automation level 3 

and only allows automated driving on highways. The „least-impact‟ design was socially accepted by 63% of 

all citizens. It is interpreted that citizens are rather positive towards ADS. Even so, negative social impacts 

can strongly reduce the social acceptance.  

Citizens generally prefer automation level 3 over automation level 4. The preference for lower automation 

levels coincides with literature (Becker & Axhausen, 2016). Most citizens do not seem ready to completely 

trust AVs. The contradiction is that the common understanding in research is that automation level 3 can 

be very dangerous (De Winter et al., 2014). From a safety perspective, it is possible that only automation 

level 4 will be allowed on public roads. However, level 4 is more challenging and could therefore delay the 

implementation.  

In conclusion, citizens have a high social acceptance for ADS. The results show that ADS do not have to 

be safer than the current system to reach a higher social acceptance: the „least-impact‟ design is not safer, 

yet it is accepted by 63% of all citizens. With the insights of this research, different designs in automation 

levels, safety, accessibility and environmental impact can be tested. Researchers and technology developers 

can predict the social impacts of a certain design and determine if their expected design is more socially 

accepted than the current system.  

2. How is the social acceptance influenced by safety, accessibility and environmental impact? 

According to this research, travel time is the least important attribute that was taken into consideration. 

Deliberate misuse fatalities were the most important, followed by technical failure fatalities, environmental 

impact and human error fatalities.  

It is concluded that the social acceptance is mostly influenced by safety, particularly fatalities caused by 

AVs. Even so, the differences are not substantial: the social acceptance is influenced by all three social 

impacts and they should all be taken into consideration for the implementation of ADS. 

3. Are traffic fatalities caused by automated vehicles valued differently than current traffic fatalities? 

It is concluded that a technical failure fatalities weighs as much as 4 human error fatalities. Between 

deliberate misuse fatalities and human error fatalities is a factor 5.5. Consistently throughout the modelling 

of the results, this effect became statistically significant. The results coincide with literature (Kyriakidis et 

al., 2015). 

The magnitude of the difference between these factors is larger than expected, which might causes 

problems for the implementation of ADS. The results imply that AVs have to cause hardly any fatalities to 

reach social acceptance even if they cause much less human error fatalities. Given these results, it is 

questionable if the Netherlands should be a test-bed for ADS. Although safety measures are in place, 

these experiments still propose risks to citizens, which are currently not accepted. It also makes the ethical 
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acceptability of such experiments questionable at least. Only a couple of accidents might cause societal 

pressure to stop experiments and delay the implementation of ADS for many years.  

The paradox is that ADS can be safer in the future, but that a potentially risky transition phase is needed 

to reach this future. Citizens prefer a future that includes ADS, but do not want an unsafe learning period. 

More on this discrepancy is in the recommendation.   

4. Is there heterogeneity in the social acceptance among citizens? 

Finally, it is concluded that there is a large heterogeneity in the social acceptance of ADS. This research 

has shown that citizens can be segmented into three classes: automated driving enthusiasts, the central 

mass and risk-averse class.  

32% of citizens can be assigned to automated driving enthusiasts and these citizens have a preference for 

automation level 4. Interestingly, this is contradictory to the average citizen. This class has relatively low 

penalties for fatalities. Even so, technical failure fatalities (deliberate misuse fatalities) still weigh as much 

as 2.7 (3.4) human error fatalities. Automated driving enthusiasts are more likely to be male and to be less 

familiar with ADAS.  

The central mass shows similar results as the average citizen. This class contains 52% of all citizens who 

distinguish themselves by a large dislike for automation level 4. They weigh technical failure fatalities 

(deliberate misuse fatalities) as much as 5 (6.5) human error fatalities. Also, they are more likely to be 

familiar with ADAS. Possibly they know the limitations of ADAS and therefore prefer a slow increase in 

automation levels.  

Finally, the risk-averse class has a low social acceptance and every fatality is strongly penalized. Members 

of this class weigh technical failure fatalities (deliberate misuse fatalities) as much as 5.5 (9.8) human error 

fatalities. They are more likely to be female and it is also the smallest class with only 16% assigned to it.  

The progress that has to be made in safety is much larger for the risk-averse class than for automated 

driving enthusiasts. Assuming that some fatalities caused by AVs are inevitable, automated driving 

enthusiasts would accept the overall safety record of ADS approximately three times more likely than the 

risk-averse class. It might imply a difference of years or even decades when ADS are socially accepted by 

the two classes. Also, some automated driving enthusiasts are likely to use AVs, thus proposing risks to 

society. Although these users might accept these risks, these same risks are not accepted by the risk-averse 

class or even the central mass. Therefore, the heterogeneity is critical for the implementation of ADS and 

is discussed in the recommendations. 

Recommendations 

As following from responsible innovation and Value-Sensitive design framework and in particular its 

focus on empirical research as one of its necessary elements, an effort is made to provide more insights in 

the social acceptance of automated driving systems. The main finding throughout this research is that 

citizens have a relatively high social acceptance of ADS. Even without benefits, citizens generally prefer 

ADS over the current transport system. It is therefore recommended to policy makers to have a positive 

approach to ADS and to possibly allow more AVs on the road. That being said, there are a couple of 

considerations for policy makers based on discrepancies between technical- and normative issues: 1) High 

social acceptance versus strong dislike for fatalities caused by AVs; 2) Citizens who are enthusiastic about 

ADS versus citizens who are risk-averse. 
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High social acceptance versus strong dislike for fatalities caused by AVs 

The discrepancy is that citizens have a high social acceptance for ADS, but only if AVs would be very 

safe. However, AVs are not safe until they learn how to drive, much like people who get their driving 

licence. So, policy makers have a moral obligation to promote the implementation of ADS to reach a safer 

future, while they also have a moral obligation to prevent unpredictable risks in ADS experiments. How 

the learning curve is achieved is therefore considered a critical factor in the implementation of ADS. Too 

little experiments means AVs will never learn how to drive and too many experiments means too much 

unpredictable risks. 

It is therefore recommended to be extra cautious during the transition phase especially with experiments 

for private vehicles. Current experiments are largely based on professional users, like freight transport and 

public transport. Risks can be easier contained for these users, for example by using segregated lanes (WE 

pods) or supervision by trained professionals (truck platooning). For private vehicles it might be possible 

to experiment in traffic jams. Low speeds in traffic jams ensure minimal impact in case of an accident. 

Either way, the risk of fatalities caused by AVs should be minimized.  

Also, policy makers should decide if AVs may use cooperate driving, i.e. be connected to other vehicles, 

infrastructure or a cloud. Shladover (2016) argues that automated driving is not possible without 

cooperate driving. However, these connections make AVs vulnerable for deliberate misuse which is 

strongly penalized by citizens. The experiment by Bridle (2017) showed that with only a package of salt he 

could alter the road markings read by AVs. Imagine what a hacker can do by altering 3D-maps or other 

environmental information of AVs. The report of Roland Berger (2017) indicates that in the Netherlands, 

as well as globally, research in cooperate driving is lacking. If ADS cannot exist without cooperate driving, 

more knowledge on this subject is needed. It is therefore recommended to conduct more research into 

cooperate driving. Possibly, this should lead to restrictions for technology producers like TomTom to 

safely deploy cooperate driving technologies. 

Citizens who are enthusiastic about ADS versus citizens who are risk-averse 

This research has found large heterogeneity among citizens, especially in the acceptance of fatalities caused 

by AVs. The Vienna Convention (1986) states that a human driver has to be in control of its vehicle and 

its environment. However, it is likely that some automated driving enthusiasts will use the automated 

driving features since they prefer high automation levels. Consequently, they will not be in complete 

control of the vehicle and dangerous situations may arise. When lower priced vehicle will obtain 

automated driving capabilities, the technology will be available to a larger public and more enthusiasts will 

be able to experiment with the technology. In turn, this might inflict an unaccepted situation, especially 

for citizens who are risk-averse.  

Therefore, a passive approach to AVs cannot be made. Currently, there are no limitations to automated 

driving technologies in vehicles, so it is recommended to review the licencing of such vehicles. The 

Ministry of Infrastructure and the Environment and the RDW have to actively engage with technology 

producers whose technologies are available to consumers. Even if these vehicles are licensed, restrictions 

should be made to the technology. For example, make sure automated driving technologies are switched 

off above the speed of 50 km/h; or make sure the technology cannot be switched on uninterruptedly for 

long periods of time. For private vehicles, it is recommended to stick to direct human control for the 

transition phase. As the technology progresses, direct human control may be widened to meaningful 

human control, thus including some kind of delegation.  

Also, the social acceptance is partly based on incomplete or even false information. So even if two 

individuals have the same norms and values, they might have a different social acceptance of ADS based 
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on different information they received. Therefore policy makers can use campaigns to provide 

information to citizens about ADS. If policy makers and engineers believe that social impacts are positive 

and philosophers believe ADS is ethically acceptable, campaigns can be used to make sure citizens are 

informed about the social impacts and way of implementation. For example, automated driving enthusiast 

can be made aware of the risks of automated driving thus making sure they use the technology more 

responsibly; or the risk-averse class and central mass can be made aware of overall safety benefits, 

changing their acceptance of fatalities caused by AVs. Either way, these campaigns might ensure citizens 

that their norms and values are embedded in the design of ADS.  

Automated driving systems are set to be one of the more disruptive technologies for the coming future. 

The way we see and experience transport is very likely to change in the coming decades. If we can align 

research, development and design to the social acceptance and ethical acceptability of the innovation 

process and its marketable products, and if we can align the corresponding actors in this field, we can 

make sure that automated driving systems become a responsible innovation. This research suggests that a 

small step towards this goal can be made by following these recommendations: 

 Policy makers should have a positive and active approach towards ADS and continue with ADS 

experiments, primarily for professional users; 

 Technology producers and policy makers should intensify research into cooperate driving; 

 Policy makers (especially RDW) should review the licensing of AVs; 

 General: use information campaigns about the risks and benefits of ADS. 
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6. Reflection 
The final chapter will reflect on the methodology and the results of this research. 

Firstly, in making the survey there was a struggle to inform respondents sufficiently to have reasoned 

answers, but not too much to make them biased. It is well known that not all respondents have a certain 

level of understanding of ADS, which could result in meaningless answers. Overall, the results showed 

similarity with other publications which validates the findings.  

Also, a lot of technical- and normative issues relate to travel behaviour in mixed traffic. AVs are still so 

new that hardly any experience exists in the communication and cooperation between automated and non-

automated traffic. Consequently, citizens may not have an opinion on road exemption or level of 

automation, simply because they have no experience with the effects of such design requirements. 

Currently, the SWOV conducts a research into possible problems in mixed traffic in real-life situations. 

More research into mixed traffic factors can shed a brighter light on the social acceptance and ethical 

acceptability by providing more insights in interaction and responsibilities of road users. 

Thirdly, the social acceptance as measured in this research is the current status-quo. This acceptance is 

likely to change based on different factors like time. Therefore, more research is needed how the 

acceptance will change and how rapidly this change will come. Moreover, one specific issue is that ADS 

will mostly likely be used by future generations. These generations are not included in the social 

acceptance of this research, but should be included in the ethical acceptability of ADS. Preferably, the 

social acceptance is measured frequently in the future and linked to the ethical acceptability by ethics 

scholars.  

Finally, terrorists found a new terrifying method in their attacks by driving cars into pedestrians. Terrorists 

could also use AVs as „killing machines‟. This research has therefore focused on deliberate misuse fatalities 

and the social acceptance thereof. However, ADS could also prevent terrorist attacks like these. The truck 

that was used in the Christmas fair in Berlin was stopped prematurely because of an automated brake 

system (The Telegraph, 2016). If AVs are programmed to stop if they are about to inevitably hit 

something which cannot be overruled by humans, lives could actually be saved. This aspect of ADS is not 

taken into consideration for this research.  
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APPENDICES 

I. Coding of Socio-demographics 
Attribute Attribute level Coding 
         
Gender Male  -1       
 Female 1       
         
Age 18-30 0       
 31-40 1       
 41-50 2       
 51-60 3       
 61-70 4       
 71-80 5       
 80+ 6       
         
Level of education  edu2 edu3 edu4     
 Basisonderwijs 0 0 0     
 Voortgezet onderwijs 1 0 0     
 MBO 0 1 0     
 HBO, universiteit  0 0 1     
         
Residential area  res2 res3 res4 res5    
 Rural area 0 0 0 0    
 Village 1 0 0 0    
 Suburbs 0 1 0 0    
 City 0 0 1 0    
 City centre 0 0 0 1    
         
Licence Yes 0       
 no 1       
         
  mod2 mod3 mod4 mod5 mod6 mod7 mod8 
Modal choice (almost) every day 0 0 0 0 0 0 0 
 5-6 days per week 1 0 0 0 0 0 0 
 3-4 days per week 0 1 0 0 0 0 0 
 1-2 days per week 0 0 1 0 0 0 0 
 1-3 days per month 0 0 0 1 0 0 0 
 6-11 days per year 0 0 0 0 1 0 0 
 1-5 days per year 0 0 0 0 0 1 0 
 Less than 1 day per year 0 0 0 0 0 0 1 
         
Usage ADAS1 Yes 1       
 No 0       
         
Usage ADAS2 Yes 1       
 No 0       
         
Accident experience1 Yes 1       
 No 0       
         
Accident experience2 Yes 1       
 No 0       
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Environmentalist Not at all 0       
 Hardly 1       
 Neutral 2       
 To some extent 3       
 Very 4       
         
Technology lovers Not at all 0       
 Hardly 1       
 Neutral 2       
 To some extent 3       
 Very 4       

 

 

II. Ngene design 
Design         

Choice 
situation 

ads.rex ads.aut ads.tc ads.emi ads.hum ads.tec ads.mis Block 

1 80 3 -25 -25 300 80 30 1 

2 50 3 0 0 300 40 0 1 

3 120 3 25 25 300 0 60 1 

4 80 4 -25 25 500 0 0 2 

5 50 3 25 25 400 80 60 2 

6 120 3 -25 -25 400 40 30 2 

7 80 3 0 0 400 0 0 2 

8 120 4 0 -25 300 0 60 2 

9 80 4 25 0 300 80 30 2 

10 50 4 -25 25 300 40 0 2 

11 120 4 0 25 400 40 0 1 

12 80 4 25 -25 400 0 60 1 

13 50 4 -25 0 400 80 30 1 

14 80 3 25 -25 500 40 0 1 

15 50 3 -25 0 500 0 60 1 

16 120 3 0 25 500 80 30 1 

17 50 3 25 25 500 40 30 2 

18 120 3 -25 -25 500 0 0 2 

19 120 4 -25 0 300 0 30 1 

20 80 4 0 25 300 80 0 1 

21 50 4 25 -25 300 40 60 1 

22 50 3 -25 -25 400 80 0 2 

23 120 3 0 0 400 40 60 2 

24 80 3 25 25 400 0 30 2 
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III. Introduction to Survey, English Version 

Page 1 

 

Dear sir/madam, 

Thank you for your participation in this survey. 

De technology for self-driving vehicles is rapidly advancing. It may be possible that in the coming 5 to 20 

years self-driving vehicles will be on the public roads. Self-driving vehicles can have a major impact, 

among others in the field of traffic safety, accessibility and the environment. Therefore, it is very 

important that we as society think how we want that this future will look like. The goal of this survey is to 

collect as many opinions of the self-driving car to create a desirable future for everyone. Your feedback is 

therefore highly appreciated! 

This survey is meant for both car users as other road users with the age of 18 and up. 

It will take you about 5-10 minutes. Your answers will be handled anonymously. In this study, no 

individual answers are reported, only averages. 

Thank you in advance and good luck! 

Bart Overakker 

For questions: bartoverakker@gmail.com 

 

Page 2 

 

This research will outline some possible future prospects. They will include self-driving vehicles that will 

drive semi- or fully automated on certain roads. 

Semi-automated: The car is self-driving, but the driver must pay attention. He/she may not conduct other 

tasks like reading or sleeping, since the driver must be able to intervene in an emergency situation. 

Fully automated: The car is self-driving and the driver may conduct other tasks like reading or sleeping. 

The technology is thus fully trusted. 

Highway: 100-130 km/h, separated roadways and no same-level crossings. 

Regional roads: 50-80 km/h, non-separated roadways and same-level crossing with other car traffic. 

Inside build environment: 30-50 km/h, same-level crossing with cars, cyclist and pedestrians. 

 

 

 

 

mailto:bartoverakker@gmail.com
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Page 3 

 

The self-driving vehicle affects all road users. Two examples: 

 When self-driving vehicles will cause more congestion on highways, the travel costs and emissions 

of all road users will increase; 

 When self-driving vehicles are better in prevention accidents than human drivers, than the traffic 

safety will increase for all road users, including cyclists, pedestrians and other car users. 

In this study, the following effects are distinguished: 

Travel costs: The average travel costs for all road users 

Emissions: The average emissions of all road users 

Victims of human error: The number of annual traffic deaths in the Netherlands due to human error, like 

driving under influence 

Victims of technical failure of the self-driving vehicle: The number of annual traffic deaths in the 

Netherlands due to a software or hardware failure of a self-driving vehicle 

Victims of deliberate misuse of the self-driving vehicle: The number of annual traffic deaths in the 

Netherlands due to deliberate hacking with bad intentions of a self-driving vehicle 

 

Page 4 

 

We ask you to vote 12 times for or against a possible future with the self-driving vehicle. 

Are you for, than we ask you to imagine this future will become a reality. 

Are you against, than the future will not become reality and the situation stays as it is. 

The self-driving vehicle also influences other factors and some future prospects might some seem realistic 

to you. However, we do ask you kindly to ignore other factors and try to make a considered decision. 

There are no „good‟ or „wrong‟ answers, we just want to know what the preferences are of Dutch society 

with respect to self-driving vehicles. 

  



57 
 

IV. Complete Survey Dutch Version 
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V. Mixed Logit Model Results 
Below are the results of two mixed logit models. The first model explores the heterogeneity in the 

alternative specific constant. The second model explores the heterogeneity in the attribute road 

exemption.  

The first model shows a large heterogeneity in the ASC. The Rho2 statistic grows significantly from 0.045 

to 0.155. It motivates to continue with the Latent Class Choice Model. 

Number of draws 5 
Number of estimated parameters 9 

Sample size 6120 
Number of individuals 510 

Init log likelihood -4242.061 
Final log likelihood -3585.331 

Likelihood ratio test for the init. model 1313.460 
Rho-square for the init. model 0.155 

Rho-square-bar for the init. model 0.153 
Final gradiant norm +2.044e-002 

Diagnostic Convergence reached 
Iterations 187 
Run time 05:35 

 
Table 16: Mixed Logit Model: ASC Results 

Parameter Name Value Standard 
Error 

t-test p-value 

Alternative specific constant B_ASC 2.57 0.227 11.28 0.00 

Level of automation B_aut -0.499 0.076 -6.54 0.00 

Road exemption B_rex -0.062 0.043 -1.42 0.16* 

Travel time B_tti -0.497 0.044 -11.30 0.00 

Emissions B_emi -0.512 0.050 -10.23 0.00 

Human error fatalities  B_hum -0.0029 0.000 -7.34 0.00 

Technical failure fatalities B_tec -0.013 0.001 -11.68 0.00 

Deliberate misuse fatalities B_mis -0.017 0.002 -8.97 0.00 

Sigma ASC SIGMA1 1.56 0.107 -14.62 0.00 

 

Below are the results of the mixed logit model with an estimated sigma for road exemption. The sigma is 

not statistically significant. It means that road exemption did not play a significant role in the decision 

problem of citizens.  

Number of draws 5 
Number of estimated parameters 9 

Sample size 6120 
Number of individuals 510 

Init log likelihood -4242.061 
Final log likelihood -4049.619 

Likelihood ratio test for the init. model 384.884 
Rho-square for the init. model 0.045 

Rho-square-bar for the init. model 0.043 
Final gradiant norm +3.568e-002 

Diagnostic Convergence reached 
Iterations 12 
Run time 00:22 
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Table 17: Mixed Logit Model: Road Exemption Results 

Parameter Name Value Standard 
Error 

t-test p-value 

Alternative specific constant B_ACS 1.92 0.198 9.70 0.00 

Level of automation B_aut -0.371 0.053 -6.98 0.00 

Road exemption B_rex -0.044 0.036 -1.23 0.22* 

Travel time B_tti -0.373 0.037 -10.09 0.00 

Emissions B_emi -0.385 0.040 -9.61 0.00 

Human error fatalities  B_hum -0.0022 0.0004 -5.59 0.00 

Technical failure fatalities B_tec -0.0098 0.0009 -10.61 0.00 

Deliberate misuse fatalities B_mis -0.0134 0.0018 -7.63 0.00 

Sigma road exemption SIGMA2 0.044 0.045 0.99 0.32* 

VI. LC: Loglikelihood Function Compared to Number of Classes 
This graph shows the loglikelihood of latent class discrete choice models with different number of classes 

(x-axis). There is a big bend at the 3 class model. It shows that the loglikehood improves much less after 

the 3 class model.  

 

VII. 5 Class Latent Class Choice Model Results 
Below are the results from the estimated 5 class latent choice model. 

Number of estimated parameters 44 
Sample size 6120 

Excluded observations 0 
Init log likelihood -4242.061 

Final log likelihood -3179.451 
Likelihood ratio test for the init. model 2125.220 

Rho-square for the init. model 0.250 
Rho-square-bar for the init. model 0.240 

Akaike Information Criterion 6446.902 
Bayesian Information Criterion 6742.552 
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Final gradiant norm +2.231e-002 

Diagnostic 
Trust region algorithm with simple bounds 
(CGT2000): Convergence reached 

Iterations 164 
Data processing time 00:00 

Run time 11:59 
Nbr of threads 4 

 

Parameter Name Value Standard 
Error 

t-test p-value 

ASC  
 

B_ASC_1 4.42 0.703 6.29 0.00 

B_ASC_2 4.08 0.767 5.32 0.00 

B_ASC_3 3.75 0.713 5.26 0.00 

B_ASC_4 5.76 1.98 2.91 0.00 

B_ASC_5 -0.11 2.11 -0.05 0.96* 

Level of automation B_aut_1 -0.283 0.209 -1.35 0.18* 

B_aut_2 -0.162 0.165 -0.98 0.33* 

B_aut_3 0.077 0.199 0.39 0.70* 

B_aut_4 -4.160 0.819 -5.08 0.00 

B_aut_5 0.840 0.623 1.35 0.18* 

Road exemption  
 

B_rex_1 -0.083 0.155 -0.54 0.59* 

B_rex_2 0.500 0.186 2.68 0.01 

B_rex_3 -0.174 0.139 -1.26 0.21* 

B_rex_4 -0.733 0.315 -2.33 0.02 

B_rex_5 0.578 0.568 1.02 0.31* 

Travel time B_tti_1 -0.590 0.137 -4.32 0.00 

B_tti_2 -1.650 0.252 -6.55 0.00 

B_tti_3 -0.099 0.114 -0.87 0.38* 

B_tti_4 -0.168 0.280 -0.60 0.55* 

B_tti_5 -0.760 0.439 -1.73 0.08* 

Human error fatalities B_hum_1 -0.0053 0.0012 -4.55 0.00 

B_hum_2 -0.0012 0.0019 -0.62 0.53* 

B_hum_3 -0.0024 0.0014 -1.70 0.09* 

B_hum_4 -00041 0.0028 -1.46 0.15* 

B_hum_5 -0.0049 0.0027 -1.81 0.07* 

Technical failure fatalities  
 

B_tec_1 -0.028 0.0061 -4.57 0.00 

B_tec_2 -0.005 0.0028 -1.82 0.07* 

B_tec_3 -0.007 0.0036 -2.06 0.04 

B_tec_4 -0.015 0.0053 -2.45 0.01 

B_tec_5 -0.023 0.0174 -1.32 0.19* 

Deliberate misuse fatalities  B_mis_1 -0.036 0.0089 -4.02 0.00 

B_mis_2 -0.001 0.0067 0.09 0.93* 

B_mis_3 -0.009 0.0054 -1.69 0.09* 

B_mis_4 -0.015 0.0132 -1.15 0.25* 

B_mis_5 -0.043 0.0321 -1.35 0.18* 

      

Class membership parameter 

s2 -0.343 0.365 -0.94 0.35* 

s3 0.251 0.335 0.75 0.45* 

s4 -0.900 0.379 -2.38 0.02 

s5 -0.733 0.249 -2.95 0.00 
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Below are the results per class (significant parameters in red). The class membership probability is 

calculated as follows: 

     
    

                        
 

Table 18: 5 Class LC model parameters 

Parameter Class 1 Class 2 Class 3 Class 4 Class 5 

ASC 4.42 4.08 3.75 5.76 -0.110 

Level of automation -0.283 -0.162 0.077 -4.16 0.844 

Road exemption -0.083 0.500 -0.174 -0.73 0.578 

Travel time -0.590 -1.65 -0.099 -0.168 -0.760 

Emissions -0.309 -1.70 -0.193 -0.655 -0.686 

Human error fatalities -0.0053 -0.0012 -0.0024 -0.0041 -0.0049 

Technical failure fatalities -0.0278 -0.0051 -0.0073 -0.0154 -0.0230 

Deliberate misuse fatalities  -0.0359 0.0006 -0.0091 -0.0153 -0.0434 

Class membership parameter (δ) 0 (fixed) -0.343 -0.251 -0.900 -0.733 

Class membership probability (πns) 26% 26% 26% 10% 10% 

 

To convert these results to useful information, classes must be identified that make sense in reality. 

Unfortunately, class 3 and class 5 hardly contain any information. For class 3, only the ASC and technical 

failure fatalities parameter become significant. For class 5, none of the parameters become significant. 

Although the other classes have more significant parameters, still no clear categorization of classes can be 

made. Moreover, no quadratic parameters became significant for any latent class choice model.  

 

VIII. 3 Class Latent Class Choice Model Results 
 

Number of estimated parameters 30 
Sample size 6120 

Excluded observations 0 
Init log likelihood -4242.061 

Final log likelihood -3315.817 
Likelihood ratio test for the init. model 1852.488 

Rho-square for the init. model 0.218 
Rho-square-bar for the init. model 0.211 

Akaike Information Criterion 6691.633 
Bayesian Information Criterion 6893.213 

Final gradiant norm +2.858e-003 

Diagnostic 
Trust region algorithm with simple bounds 
(CGT2000): Convergence reached 

Iterations 32 
Data processing time 00:00 

Run time 01:47 
Nbr of threads 4 
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Parameter Name Value Standard 
Error 

t-test p-value 

ASC  
 

B_ASC_1 4.67 1.09 4.28 0.00 

B_ASC_2 2.46 0.266 9.26 0.00 

B_ASC_3 -0.456 1.05 -0.44 0.66* 

Level of automation B_aut_1 0.485 0.239 2.03 0.04 

B_aut_2 -0.836 0.120 -6.95 0.00 

B_aut_3 0.638 0.503 1.27 0.20* 

Road exemption  
 

B_rex_1 -0.145 0.163 -0.89 0.37* 

B_rex_2 -0.088 0.060 -1.46 0.15* 

B_rex_3 0.437 0.309 1.41 0.16* 

Travel time B_tti_1 -0.449 0.187 -2.40 0.02 

B_tti_2 -0.550 0.059 -9.31 0.00 

B_tti_3 -0.603 0.263 -2.29 0.02 

Human error fatalities B_hum_1 -0.0045 0.0020 -2.24 0.03 

B_hum_2 -0.0028 0.0005 -5.28 0.00 

B_hum_3 -0.0048 0.0017 -2.80 0.01 

Technical failure fatalities  
 

B_tec_1 -0.0116 0.0044 -2.64 0.00 

B_tec_2 -0.0139 0.0016 -8.94 0.00 

B_tec_3 -0.0271 0.0084 -3.25 0.00 

Deliberate misuse fatalities  B_mis_1 -0.0145 0.0066 -2.18 0.03 

B_mis_2 -0.0183 0.0026 -7.13 0.00 

B_mis_2 -0.0430 0.0196 -2.20 0.00 

      

Class membership parameter 
s2 0.494 0.198 2.50 0.01 

s3 -0.663 0.231 -2.87 0.00 

Gender 
gen2 0.240 0.121 1.98 0.05 

gen3 0.420 0.158 2.66 0.01 

ADAS familiarity 
ada2 0.290 0.148 1.96 0.05 

ada3 -0.026 0.182 -0.14 0.89* 
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IX. Scientific Article  
Automated driving systems (ADS) can improve traffic safety, improve accessibility and reduce 

environmental impact (Shladover, 2016). On the contrary, on May 7th 2016, a fatal accident with a Tesla 

on autopilot in U.S. Florida was a harsh reminder that the technology is still in its testing phase 

(Greenemeier, 2016). In complex technical systems like ADS technical failure may occur, which forms a 

serious threat to human well-being. Moreover, studies have shown that citizens are very concerned about 

deliberate misuse of ADS (Kyriakidis, Happee, & De Winter, 2015), e.g. people purposely abusing ADS to 

cause damage or even hurt someone. Therefore, according to many experts, the implementation of ADS 

does not only entail technical issues but also normative issues.  

To bridge the gap between technical- and normative issues, responsible innovation can be applied 

(Santoni de Sio, 2016). Friedman et. al. (2006) propose value-sensitive design to achieve responsible 

innovation via technical-, empirical- and conceptual research. As following from responsible innovation 

and value-sensitive design and in particular its focus on empirical research as one of its necessary 

elements, in this research an effort is made to use empirical research methods to provide more insights in 

normative issues of automated driving systems (ADS). The focus lies on social acceptance, particularly 

with respect to traffic safety. Also accessibility, environmental impact and heterogeneity among citizens 

will be analysed. Social acceptance is defined as “a person's assent to the reality of a situation, recognizing 

a process or condition (often a negative or uncomfortable situation) without attempting to change it, 

protest, or exit” (Fish, 2014, page 1). The following questions will be answered in this research: 

What is the social acceptance of automated driving systems from the perspective of safety, 

accessibility and environmental impact and what is the corresponding heterogeneity? 

1. What percentage of citizens thinks automated driving systems are socially accepted? 

2. How is the social acceptance influenced by safety, accessibility and environmental impact? 

3. Are traffic fatalities caused by automated vehicles valued differently than current traffic 

fatalities? 

4. Is there heterogeneity in the social acceptance among citizens? 

A survey is chosen as research method since it is a relatively inexpensive, flexible method to achieve 

extensive information about characteristics of a population. After an extensive theoretical analysis, seven 

attributes were identified that possibly influence the social acceptance: level of automation, road 

exemption, travel time, emissions, human error fatalities, technical failure fatalities and deliberate misuse 

fatalities. After the experiment was fine-tuned by a pilot study, it was held among a representative sample 

of 510 Dutch adults during the spring of 2017. The respondents had to state if they were in favour or 

against ADS for each of the twelve hypothetical futures that were presented to them. In these hypothetical 

futures, the attributes were systematically varied and described as a change to the current situation.  

Using a MNL RUM model, the results show that 63% of all citizens prefer ADS over the current system. 

It is therefore concluded that citizens have a high social acceptance and thus are rather positive towards 

ADS. Also, citizens prefer a system where human drivers are still in control and can intervene in case 

necessary.  

Next, it is concluded that the social acceptance is mostly influenced by fatalities caused by automated 

vehicles (AVs), while travel time is the least important attribute. However, the differences in influence of 

the attributes were not substantial. Safety, accessibility and environmental impact are all important for the 

social acceptance. It is also concluded that a technical failure fatalities weighs as much as 4 human error 

fatalities. Between deliberate misuse fatalities and human error fatalities is a factor 5.5. Consistently 

throughout the modelling of the results, this effect became statistically significant. The results coincide 

with literature (Kyriakidis et al., 2015). 
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The magnitude of the difference between these factors is larger than expected, which might causes 

problems for the implementation of ADS. The results imply that AVs have to cause hardly any fatalities to 

reach social acceptance even if they cause much less human error fatalities. Given these results, it is 

questionable if the Netherlands should be a test-bed for ADS. Although safety measures are in place, 

these experiments still propose risks to citizens, which are currently not accepted. It also makes the ethical 

acceptability of such experiments questionable at least. Only a couple of accidents might cause societal 

pressure to stop experiments and delay the implementation of ADS for many years.  

The paradox is that ADS can be safer in the future, but that a potentially risky transition phase is needed 

to reach this future. Citizens prefer a future that includes ADS, but do not want an unsafe learning period. 

More on this discrepancy is in the recommendation.   

Finally, it is concluded that there is a large heterogeneity in the social acceptance of ADS. This research 

has shown that citizens can be segmented into three classes: automated driving enthusiasts, the central 

mass and risk-averse class.  

32% of citizens can be assigned to automated driving enthusiasts and these citizens have a preference for 

automation level 4. Interestingly, this is contradictory to the average citizen. This class has relatively low 

penalties for fatalities. Even so, technical failure fatalities (deliberate misuse fatalities) still weigh as much 

as 2.7 (3.4) human error fatalities. Automated driving enthusiasts are more likely to be male and to be less 

familiar with ADAS.  

The central mass shows similar results as the average citizen. This class contains 52% of all citizens who 

distinguish themselves by a large dislike for automation level 4. They weigh technical failure fatalities 

(deliberate misuse fatalities) as much as 5 (6.5) human error fatalities. Also, they are more likely to be 

familiar with ADAS. Possibly they know the limitations of ADAS and therefore prefer a slow increase in 

automation levels.  

Finally, the risk-averse class has a low social acceptance and every fatality is strongly penalized. Members 

of this class weigh technical failure fatalities (deliberate misuse fatalities) as much as 5.5 (9.8) human error 

fatalities. They are more likely to be female and it is also the smallest class with only 16% assigned to it.  

The progress that has to be made in safety is much larger for the risk-averse class than for automated 

driving enthusiasts. Assuming that some fatalities caused by AVs are inevitable, automated driving 

enthusiasts would accept the overall safety record of ADS approximately three times more likely than the 

risk-averse class. It might imply a difference of years or even decades when ADS are socially accepted by 

the two classes. Also, some automated driving enthusiasts are likely to use AVs, thus proposing risks to 

society. Although these users might accept these risks, these same risks are not accepted by the risk-averse 

class or even the central mass. Therefore, the heterogeneity is critical for the implementation of ADS and 

is discussed in the recommendations. 

In conclusion, primarily two discrepancies are identified that are critical for the implementation of ADS: 

1) High social acceptance versus strong dislike for fatalities caused by AVs; 2) Citizens who are 

enthusiastic about ADS versus citizens who are risk-averse. They lead to the following recommendations: 

It is recommended to be extra cautious during the transition phase especially with experiments for private 

vehicles. Current experiments are largely based on professional users, like freight transport and public 

transport. Risks can be easier contained for these users, for example by using segregated lanes (WE pods) 

or supervision by trained professionals (truck platooning). For private vehicles it might be possible to 

experiment in traffic jams. Low speeds in traffic jams ensure minimal impact in case of an accident. Either 

way, the risk of fatalities caused by AVs should be minimized.  
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Also, policy makers should decide if AVs may use cooperate driving, i.e. be connected to other vehicles, 

infrastructure or a cloud. Shladover (2016) argues that automated driving is not possible without 

cooperate driving. However, these connections make AVs vulnerable for deliberate misuse which is 

strongly penalized by citizens. The experiment by Bridle (2017) showed that with only a package of salt he 

could alter the road markings read by AVs. Imagine what a hacker can do by altering 3D-maps or other 

environmental information of AVs. The report of Roland Berger (2017) indicates that in the Netherlands, 

as well as globally, research in cooperate driving is lacking. If ADS cannot exist without cooperate driving, 

more knowledge on this subject is needed. It is therefore recommended to conduct more research into 

cooperate driving. Possibly, this should lead to restrictions for technology producers like TomTom to 

safely deploy cooperate driving technologies. 

This research has found large heterogeneity among citizens, especially in the acceptance of fatalities caused 

by AVs. The Vienna Convention (1986) states that a human driver has to be in control of its vehicle and 

its environment. However, it is likely that some automated driving enthusiasts will use the automated 

driving features since they prefer high automation levels. Consequently, they will not be in complete 

control of the vehicle and dangerous situations may arise. When lower priced vehicle will obtain 

automated driving capabilities, the technology will be available to a larger public and more enthusiasts will 

be able to experiment with the technology. In turn, this might inflict an unaccepted situation, especially 

for citizens who are risk-averse.  

Therefore, a passive approach to AVs cannot be made. Currently, there are no limitations to automated 

driving technologies in vehicles, so it is recommended to review the licencing of such vehicles. The 

Ministry of Infrastructure and the Environment and the RDW have to actively engage with technology 

producers whose technologies are available to consumers. Even if these vehicles are licensed, restrictions 

should be made to the technology. For example, make sure automated driving technologies are switched 

off above the speed of 50 km/h; or make sure the technology cannot be switched on uninterruptedly for 

long periods of time. For private vehicles, it is recommended to stick to direct human control for the 

transition phase. As the technology progresses, direct human control may be widened to meaningful 

human control, thus including some kind of delegation.  

Also, the social acceptance is partly based on incomplete or even false information. So even if two 

individuals have the same norms and values, they might have a different social acceptance of ADS based 

on different information they received. Therefore policy makers can use campaigns to provide 

information to citizens about ADS. If policy makers and engineers believe that social impacts are positive 

and philosophers believe ADS is ethically acceptable, campaigns can be used to make sure citizens are 

informed about the social impacts and way of implementation. For example, automated driving enthusiast 

can be made aware of the risks of automated driving thus making sure they use the technology more 

responsibly; or the risk-averse class and central mass can be made aware of overall safety benefits, 

changing their acceptance of fatalities caused by AVs. Either way, these campaigns might ensure citizens 

that their norms and values are embedded in the design of ADS.  

Automated driving systems are set to be one of the more disruptive technologies for the coming future. 

The way we see and experience transport is very likely to change in the coming decades. If we can align 

research, development and design to the social acceptance and ethical acceptability of the innovation 

process and its marketable products, and if we can align the corresponding actors in this field, we can 

make sure that automated driving systems become a responsible innovation.  

 


