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Introduction

Gas production from the large Groningen field (located in the north-east of the Netherlands) 
between 1963 and 2023 has induced land subsidence and seismicity, which are both contin-
uing after production termination. In contrast to the extensive damages caused by the 
seismicity, production-induced subsidence has most likely not led to damage to houses 
(Geurts et al., 2023). Still, the subsidence presents sea defence and water management 
challenges, as the area is near (and partly even below) sea-level (De Waal et al., 2015). In 
addition, subsidence occurring below the UNESCO (United Nations Educational, Scientific 
and Cultural Organization) world heritage listed Wadden Sea could threaten the sensitive 
coastal wetland habitat (De Waal & Schouten, 2020; Fokker et al., 2018). Subsidence rates 
have been highest (~8 mm/year) above the central part of the field and decreasing towards 
the edges of the field (see Figure 1), which has resulted in a maximum cumulative subsid-
ence that is currently over 40 cm (NAM, 2021).

Previous studies have focussed on the pressure depletion and resulting reservoir 
thinning (compaction) as the cause of subsidence above the field (e.g. Bierman et al., 2015; 
Fokker & Van Thienen-Visser, 2016; NAM, 2020b; Smith et al., 2019; Van Eijs & Van der Wal, 
2017). However, significant subsidence is also observed in other parts of the Netherlands, 
away from hydrocarbon production or salt mining, driven by deformation of near-surface 
soil layers (clay and peat). In Groningen, subsidence resulting from these shallow processes 
is heterogeneously distributed over the region, with average rates of several mm/year 
locally (Fokker et al., 2018), potentially up to ~15 mm/year (Erkens et al., 2017). This shallow 
subsidence is only partially represented in conventional geodetic datasets, including the 
Interferometric Synthetic Aperture Radar (InSAR) data shown in Figure 1, because the 
detected signals originate mostly from deeply founded structures, which are insensitive to 
shallow deformation. Following periods of drought and precipitation, shallow subsidence 
signals can be up to ~10 cm in amplitude in peatlands in the Netherlands, as observed by 
in-situ extensometers and with the advanced distributed scatterer InSAR processing of 
Conroy et al. (2022, 2023).

Our overall project aims to use data assimilation techniques to disentangle these various 
processes from the geodetic (mostly InSAR) observations and constrain subsurface properties 
with associated uncertainties (see Hanssen et al., 2020; Kim & Vossepoel, 2023). Candela et al. 
(2022) find that disentanglement is theoretically possible. Our data assimilation approach will 
require physical models for all relevant processes. In the present study, we focus on the physical 
model representation of the response Groningen gas field region to reservoir compaction.

Detailed 3D descriptions of the stratigraphy, fault structure and material properties (e.g. De 
Jager & Visser, 2017; NAM, 2020c; Visser & Solano Viota, 2017) and high-resolution models of 
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Abstract

In order to constrain different drivers of subsidence in the Groningen gas field region, the 
integration of geomechanical simulations into a data assimilation procedure is crucial. 
Existing geomechanical models vary in complexity depending on their implementation 
of the available input data of the subsurface geometry and properties and reservoir pres-
sure. High-complexity models are associated with many parameters to be estimated and 
tend to be computationally expensive, hindering their practical use in data assimilation. 
We develop a mechanical model that is optimised in terms of model complexity for the 
context of simulating surface deformation above the Groningen gas field. The reservoir 
discretisation and vertical elastic layering are simplified such that model details that 
are unlikely to be generating surface signals resolvable in geodetic data are eliminated. 
We demonstrate that the optimised model is ~100 times more numerically efficient than 
complete models. We also determine the sensitivity of subsidence to the lateral compac-
tion resolution and the elastic layering of our efficient model, to constrain the model 
resolution in future data assimilation applications for Groningen.
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reservoir pressure evolution (Landman & Visser, 2023; Van 
Oeveren et al., 2017) in the Groningen subsurface are available. 
Existing geomechanical models have incorporated the details of 
this input data to a varying degree. The simplest models employ 
an analytical solution of a uniform elastic half-space to represent 
the subsurface (e.g. Bierman et al., 2015). Others incorporate 
information on reservoir pressures and material properties using 
either a half-space with a rigid basement (e.g. NAM, 2020a, 
2020b; Van Eijs & Van der Wal, 2017) or a layered half-space 
(Fokker & Van Thienen-Visser, 2016). The most complex models 
use a fully 3D finite element approach (Guises et al., 2015; Lele 
et al., 2016). Whilst the simplest models potentially ignore 

subsurface aspects with significant surface expressions (e.g. the 
elastic profile, viscous behaviour of the caprock and strong 
lateral compaction variations not captured by low model 
resolution), the more detailed models could include many 
(small-scale) features without significant surface expressions. 
The high model resolution associated with the more detailed 
models leads to high computational costs, especially given the 
(many) forward calculations that are needed for data assimilation. 
Additionally, a large number of parameters to be estimated can 
lead to data assimilation problems like weight collapse or highly 
non-unique unrealistic solutions when most of the surface 
information is projected onto only a small subset of parameters.

Figure 1. Average InSAR velocities projected onto the vertical (Brouwer & Hanssen, 2023) in the Groningen gas field region for the period January 2015 – June 2020 (modified from 
Bodemdalingskaart 2.0 (2020)). The outline of the reservoir is shown by the thick black line, with up to ~8 mm/year above the centre of the field. Subsidence due to salt mining in 
Veendam and Winschoten (not part of this study) is also clearly visible.
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We, therefore, develop a new model, with a complexity that 
is optimised for use with InSAR data in a data assimilation 
context. Here, we have two goals. The first goal is for the model 
to be able to reproduce the surface deformation resulting from 
reservoir compaction with an accuracy that suffices given the 
uncertainties of modern InSAR data. This results in a 
numerically efficient forward model. The second goal is to 
constrain the resolvability from InSAR data of lateral variations 
in reservoir compaction and vertical variations in the elastic 
response of the subsurface to compaction. The results will be 
applied in our follow-up study to restrict the number of 
parameters that need to be estimated by data assimilation.

First, we review information about the Groningen gas field 
region that is relevant for subsidence there. Then, we present the 
overall setup of our numerical model. Next, we show results for 
the optimal discretisation of the reservoir, sensitivity to lateral 
variations in reservoir compaction and sensitivity to layering of 
elastic properties. Finally, we describe the implications of our 
results for the planned compaction data assimilation study and 
discuss the impact of our model simplifications.

Subsidence in the Groningen gas field region

The Groningen gas field was discovered in 1959 and was in 
operation by the Nederlandse Aardolie Maatschappij (NAM) 
since 1963. At the time, it stood as the largest known gas field in 

the world (De Jager & Visser, 2017). The reservoir is roughly 
30 × 30 km in size, with a geometry that has been mapped in 
great detail (NAM, 2020c; Figure 2). The top of the Rotliegend 
sandstone reservoir layer (Permian age) is located between 2.6 
and 3.2 km. The gas-bearing reservoir layer, which varies in 
thickness between 0.15 and 0.25 km, is topped by the Zechstein 
evaporite caprock. Since the start of production, the reservoir 
pressure decreased from approximately 35 MPa to an average 
of 7 MPa by 2020 (NAM, 2020a). This pressure reduction has 
led to reservoir compaction, causing subsidence at the surface. 
Since 1964, periodic levelling surveys were conducted to moni-
tor subsidence above the field (NAM, 2020b).

Subsidence monitoring efforts were expanded with InSAR 
measurements, starting in 1992 (Ketelaar, 2009; NAM, 2015). 
Additionally, since 2013, a network of permanent Global 
Navigation Satellite System (GNSS) stations has been installed 
above the field (Van der Marel, 2020). InSAR has become a lead-
ing technique for semi-continuous monitoring of surface defor-
mation, particularly the PS-InSAR technique (Ferretti et al., 2001) 
based on coherent point scattering objects, like buildings and 
infrastructure. As many of these objects in the Netherlands are 
founded on relatively deep (Pleistocene) and stable layers (see 
Dheenathayalan, 2019; Ketelaar, 2009; Van Leijen et al., 2020), 
their velocities are predominantly driven by reservoir compac-
tion. Scatterers with a shallow foundation also exhibit subsid-
ence signals caused by soil deformation.
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Figure 2. Example tessellation of the reservoir for TriaMax = 20 km2. The original Groningen reservoir outline is shown in red, and the simplified outline and mesh are shown in 
black (ClipMax = 0.94 km2). Centres of dilatation are located in the centroids of mesh triangles. The mesh is finer along the reservoir edge to fill the shape. Plotted in the local Dutch 
RD coordinate system.
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Little subsidence was observed during the first years of pro-
duction (e.g. Schoonbeek, 1976; Van Eijs & Van der Wal, 2017). 
As the production increased in the early 1970s, the subsidence 
rate increased as well, albeit with a delay of ~3 years (Hettema 
et al., 2002). Multiple processes have been proposed to explain 
this delay in the onset of subsidence, including a rate-depend-
ent inelastic reservoir response (De Waal, 1986; Hol et al., 2015; 
Pijnenburg et al., 2019; Pruiksma et al., 2015), a heterogeneous 
permeability distribution (Mossop, 2012) and flow of the vis-
coelastic evaporite caprock (Marketos et al., 2015). Since around 
1980, the average subsidence rate above the centre of the field 
was ~8 mm/year (e.g. Van Eijs & Van der Wal, 2017).

Gas production varied greatly during the Groningen field life, 
even within seasons, as production peaked during winter (see 
e.g. Hettema et al., 2017). Pressure equilibration after these sea-
sonal production swings occurred within half a year, whilst 
equilibration of regions along the reservoir edge may have taken 
a few years (Van Thienen-Visser et al., 2014; Van Wees et al., 
2017). Following decades of impactful production-induced 
earthquakes and a systematic inadequate response to the earth-
quakes (Parliamentary Committee of Inquiry into Natural Gas 
Extraction in Groningen, 2023), production was sharply reduced 
in 2014 and terminated in 2023. Pijpers and Van Der Laan (2016) 
see a deceleration of subsidence rate in GNSS data approximate-
ly 9 weeks after the production reduction, although Qin et al. 
(2019) find no significant deceleration in InSAR data.

According to NAM (2021), the maximum total amount 
subsidence since the start of production is over 40 cm, just 
northwest of the centre of the field. NAM (2020a, 2020b) and 
Wildenborg et al. (2022) forecast subsidence to continue well 
into the 21st century, accumulating an additional 10 cm. As the 
region above the field is near or below the sea level, surface 
subsidence can potentially lead to water management problems 
(e.g. groundwater rise and salination). To mitigate such 
problems, reliable subsidence forecasts are critical. However, 
past forecasts for the total subsidence have varied greatly 
(30–100 cm), due to large uncertainties in the field observations 
and variations in modelling choices (De Waal et al., 2015). 
Incorporating these uncertainties in a subsidence inversion and 
prognosis approach (e.g. by data assimilation) enables reporting 
model results of (future) subsidence with associated uncertainty 
ranges whilst also leading to a more comprehensive picture of 
the reservoir characteristics in general. Van Thienen-Visser and 
Fokker (2017) propose this approach as a future research topic, 
but currently, this has not been published. We plan to perform 
such a data assimilation study. A data assimilation approach 
involves many model realisations and thus requires an efficient 
and flexible model, which is the subject of this study. Whereas 
Fokker and Van Thienen-Visser (2016) and Van Thienen-Visser 
and Fokker (2017) used levelling data, we focus mostly on 
InSAR data, which could be sensitive to some near-surface 
subsidence signals too.

In 1973, Geertsma published an influential paper presenting 
a semi-analytical solution of the response of an elastic half-
space to a depleting disc-shaped reservoir. Geertsma and Van 
Opstal (1973) adapted the method to a reservoir with an 
arbitrary shape and applied it to the Groningen field. Van 
Opstal (1974) added a rigid basement. These semi-analytical 
solutions have been heavily used in Groningen to estimate 
reservoir compaction parameters and the compaction 
distribution from subsidence data (e.g. Bierman et al., 2015; 
Smith et al., 2019; Van Eijs & Van der Wal, 2017). However, the 

Groningen subsurface is strongly layered with significant 
variations in elastic parameters and a prominent viscoelastic 
evaporite caprock layer. Fokker and Van Thienen-Visser (2016) 
used a layered version of Geertsma’s solution by Fokker and 
Orlic (2006) to find that the subsidence response of a model 
with an elastic layering based on the Groningen subsurface is 
significantly different from that of a uniform half-space. 
However, they did not examine the sensitivity of the surface 
deformation to the elastic contrasts, layer depths and layer 
thicknesses. In this study, we investigate this sensitivity to the 
elastic profile further, so we also develop layered models.

Numerical model and research approach

We model the volumetric strain associated with the depleting 
reservoir using the centre of dilatation approach, which has 
been developed in the context of surface deformation above 
expanding magma chambers (McTigue, 1987; Mogi, 1958), also 
referred to as a point source, Mogi source or nucleus of strain. 
The Mogi’s model consists of a pressurised spherical cavity in 
an elastic half-space. We model the centre of dilatation using 
the equivalent representation of a superposition of three 
orthogonal tensile dislocations. Given the appropriate amount 
of opening (or closing, in our case of a depleting reservoir) 
applied to the dislocations, this representation is identical to 
Mogi’s solution (Kumagai et al., 2014).

A single centre of dilatation accurately represents a volume 
undergoing volumetric strain (e.g. magma chamber or reser-
voir) when its radius is small compared to its depth. 
Consequently, we use a distribution of centres of dilatation to 
properly model the laterally extensive Groningen reservoir. 
The surface deformation is computed as a superposition 
(numerical integration) of the deformation resulting from indi-
vidual centres of dilatation. Similar setups have been used in 
the context of magmatic intrusions (Vasco et al., 1988), deplet-
ing aquifers (Carlson et al., 2020) and hydrocarbon reservoirs 
(Du et al., 2005; Fokker & Van Thienen-Visser, 2016; Fokker 
et al., 2016; Geertsma & Van Opstal, 1973). To keep our analysis 
focused on the subsurface response to compaction, the model is 
driven kinematically, directly by volumetric strain representing 
the reservoir compaction. Our approach differs significantly 
from a dynamic approach, where reservoir compaction is driv-
en by pressure depletion (e.g. Fokker & Van Thienen-Visser, 
2016; Lele et al., 2016; NAM, 2020a, 2020b; Van Eijs & Van der 
Wal, 2017).

The outline of the Groningen reservoir is highly irregular in 
map view (Figure 2). We opt to discretise the reservoir with 
triangles, as they can be fitted easily to the reservoir shape. 
We use Triangle (Shewchuk, 1996) to generate high-quality 
Delaunay triangular tessellations (or meshes) of the reservoir. 
To complete the 3D geometry of the reservoir, the triangles are 
taken to represent the top of the reservoir by attributing the lo-
cal reservoir thickness to them, that is, they are non-uniform 
triangular prisms. The centres of dilatation are positioned in 
the centroids of the prisms (Figure 2), with the dilatation mag-
nitude representing the total volumetric strain of the prismatic 
volume. Selection of the number of centres of dilatation is dis-
cussed later.

We compute the response of a horizontally layered half-
space to reservoir compaction using the linear viscoelastic 
semi-analytical code of Wang et al. (2006). This code is available 
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online and has been widely cited and used by others, also in the 
context of hydrocarbon reservoirs (e.g. Fouladi Moghaddam 
et al., 2021; Vasco et al., 2017). Even though we focus on the 
elastic response to compaction in this study, follow-up studies 
could use other features of the code to expand on this work, like 
using viscoelastic behaviour in the reservoir and overburden or 
incorporating slip on major reservoir faults. Geoid and gravity 
solutions may help discriminate between shallow and deep 
subsidence. The code operates in two steps. The initial pro-
gram, PSGRN, is designed to compute the Green’s functions for 
fundamental dislocations. In our case, we use the closing ten-
sile dislocations to simulate centres of dilatation. The free sur-
face is traction free, and displacements are zero at an infinite 
distance from the dislocations. The Green’s functions are used 
by the subsequent program, PSCMP, which calculates the sur-
face deformation resulting from the distribution of centres of 
dilatation.

In line with the horizontal layering that is assumed in the 
model, we assume that the reservoir is situated between 2.8 and 
3.0 km depth, with the centres of dilatation situated in the mid-
dle at a depth of 2.9 km. In reality, the reservoir is not flat, with 
depth variations on the order of 0.1 km throughout the field in 
reality (NAM, 2020c). These 0.1 km deviations from our mod-
elled reservoir depth result in surface velocities that differ less 
than 0.12 mm/year, which we see as insignificant in this study. 
Initially, we apply a volume change to each centre of dilatation 
that is proportional to the size of the corresponding prismatic 
volume, such that the volumetric strain is uniform throughout 
the reservoir. The present study focusses on subsidence rates 
averaged over multiple years, so we interpret this volumetric 
strain as a strain rate and choose its value such that the result-
ing subsidence rate is representative for the approximate aver-
age subsidence rate above the Groningen field before the 2014 
production reduction. Given the large lateral extent of the 
Groningen reservoir (~30 km) relative to its thickness (~0.2 
km), the reservoir deforms mostly by uniaxial vertical compac-
tion except near reservoir edges (e.g. Paullo Muñoz & Roehl, 
2017; Tempone et al., 2010). We apply a uniform volumetric 
strain rate of 4.2 ∙ 10-5 year-1, which is equivalent to a compac-
tion rate of 8.4 mm/year, which is on the high end of the range 
of observed compaction rates above the Groningen field (e.g. 
Van Eijs & Van der Wal, 2017). We also explore laterally varying 
compaction rates.

We assess the consequences of a variety of model 
simplifications by comparing the surface velocity results of 
different models. The velocity difference in direction i  
(i = eastward, northward, or up) at the jth surface location rj is 
computed from the surface velocities v1 and v2 of two models 
(1 and 2):

( ) ( ) ( )∆ = −v r v r v ri j i j i j
1 2  (1)

To determine whether the model simplifications have an imprint 
on velocity components above or below the observational 
uncertainty (see next section), we compute the maximum velocity 
difference in any direction and at any surface location:

( )( )∆ = ∆
∀

max v v rmax
i j i j,

 (2)

We sample the modelled surface deformation every 1.2 km. We 
select this spacing such that the shape of the surface deformation 

is sufficiently well represented, which is essential for our 
comparison with unevenly spaced InSAR observations in our 
follow-up study. We verify that decreasing the spacing further 
does not affect our resolvability analysis results, as we show 
below using denser sampling. When actual InSAR observations 
are used in our follow-up study, modelled surface deformation 
can be computed directly on the unevenly distributed scatterer 
locations or by interpolation We verified our implementation 
of the PSGRN/PSCMP code against the response of a uniform 
elastic half-space to a pressure drop in a disc-shaped reservoir 
(Geertsma, 1973). We confirmed that differences with respect to 
Geertsma’s solution converged to the machine precision with 
increasing mesh density, and we concluded that our approach 
works properly.

Results

Observational uncertainty

Observational uncertainty plays a central role in our study. The 
uncertainty associated with estimated PS-InSAR velocities is 
defined by factors such as the quality of the scatterer, atmos-
pheric and orbital perturbances, noise in the original radar 
observations, and choices in the kinematic and geometric 
parameterisation (Brouwer & Hanssen, 2023; Hanssen, 2001). 
These factors and choices influence the InSAR results in terms 
of dispersion and bias, with a particular emphasis on the esti-
mation of the integer phase ambiguities. Ideally, the precision 
of InSAR is characterised by the stochastic model of the esti-
mates (Van Leijen et al., 2020). Whilst the stochastic model is 
specific to each dataset (satellite mission, spatial and temporal 
domains, and processing choices), here, we aim to design a 
mechanical model that is optimised for application with a typi-
cal representative InSAR product over the Groningen study 
area in general. Thus, we opt for a pragmatic solution of a 
resolvability threshold of 0.5 mm/year, above which we see 
velocity signals to be potentially resolvable. We arrive at this 
value by assuming that the standard deviation of the estimate 
for the average velocities of a single InSAR scatterer, after pro-
jection onto the vertical (PoV) or onto the horizontals (PoH), is 
0.18 mm/year. Furthermore, we assume the estimates to be 
normally distributed, and in this study, we regard the esti-
mated velocities of different scatterers to be spatially uncorre-
lated. Consequently, with a confidence level of 95%, we assume 
that for velocity signals larger than 0.36 mm/year, the null-hy-
pothesis of stability is rejected. Thus, with a discriminatory 
power of 80%, velocity signals greater than 0.5 mm/year are 
potentially resolvable by InSAR, which we refer to as the 
resolvability threshold.

Simplifying the reservoir discretisation

By using a dense mesh with closely spaced centres of dilatation, 
the surface deformation solution converges to that of a 
continuous reservoir, albeit at a significant computational cost. 
A coarse mesh introduces artefacts that become more promi-
nent as the horizontal distance between centres of dilation 
increases, causing responses of individual centres of dilatation 
to become visible at the surface (Geertsma & Van Opstal, 1973). 
Artefacts are smaller for a deeper reservoir than for a shallower 
reservoir because the overburden response smooths out the 
reservoir signals. Some studies mention a rule of thumb, based 
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on reservoir depth, for either the minimum lateral wavelength 
of the surface deformation (e.g. Smith et al., 2019) or the maxi-
mum horizontal distance between centres of dilation (e.g. 
Dusseault & Rothenburg, 2002). However, besides being 
approximate, these rules of thumb depend on the assumed or 
desired accuracy of the surface deformation. We therefore 
determine the required spacing of the centres of dilation our-
selves based on the resolvability of the InSAR data. We first 
investigate what minimal interior mesh density is needed to 
avoid the artefacts exceeding the resolvability threshold of 0.5 
mm/year. An example mesh is displayed in Figure 2.

This example also illustrates the need for the mesh density 
to increase towards the reservoir edges, as a consequence of fit-
ting triangles to a complex reservoir shape. A simplified reser-
voir shape requires less mesh refinement towards the edge and 
is thus computationally more efficient. However, the surface 
deformation is altered as the reservoir shape is simplified. So, 
in the second step, we determine the maximum level of reser-
voir shape simplification, for which artefacts introduced by the 
simplification remain below the resolvability threshold.

In the third step, we combine our findings on the interior 
mesh density and shape simplification and present an efficient 
reservoir discretisation for computing the total surface 
deformation. In all three steps, we assume uniform elastic half-
space properties. Deformation induced by any arbitrary 
dislocation source in an elastic half-space is only dependent on 
the Poisson’s ratio (c.f. equation 3.107 in Segall (2010)). Hence, 
the response to our applied volumetric strain rate also only 
depends on Poisson’s ratio. We use a Poisson’s ratio of 0.32 for 
our elastic half-space, which is the average of the Zeerijp-2 
(ZRP-2) sonic well log (Romijn, 2017). Whilst a different choice 
for the Poisson’s ratio of the half-space, like the 0.25 of Bierman 
et al. (2015), would alter surface velocities slightly, it does not 
significantly affect our results for the resolvability of reservoir 
features. Later, we specifically investigate the influence of the 
elastic structure of the half-space.

Interior mesh density
Because we focus here on the influence of the interior mesh 
density, not the increased mesh density around a complex res-
ervoir outline, we use a synthetic 30 × 30 km square reservoir 
here because no refinement around the edge is needed. As its 
dimensions agree roughly with those of the Groningen reser-
voir, we may expect semi-realistic surface velocities. The mesh 
density is controlled by the triangles sizes, which are limited by 
the maximum triangle surface area (TriaMax) set in the tessella-
tion. This TriaMax is a useful metric in our context because the 
centres of dilatation represented by the largest triangles con-
tribute most to the surface deformation and, therefore, also 
introduce the strongest surface artefacts. We compute the sur-
face deformation for models with successively finer meshes, 
with TriaMax values ranging from 225 to 0.3 km2. All model 
results are compared to the results of an ultrafine reference 
model. This reference model has a TriaMax of 0.025 km2, and its 
results are insensitive to further refinement. We interpret the 
differences with the reference model as artefacts introduced by 
coarser meshes.

The middle row of Figure 3 shows the computed surface 
deformation for the ultrafine reference model. As the half-space 
deforms in response to the compacting reservoir, subsidence 
rates range from 9.4 mm/year above the centre of the reservoir, 

to 4.9 mm/year above the reservoir edges, to less than 0.5 mm/
year beyond 10 km distance from the reservoir. This pattern is 
similar to the solution of Geertsma (1973) for a disc-shaped reser-
voir. He also saw a maximum subsidence signal being larger 
than the applied reservoir compaction (in our case 8.4 mm/
year), as the reservoir is deflected downwards slightly. Horizontal 
motion is towards the centre of the reservoir and is most promi-
nent above the reservoir edges, again similar to Geertsma’s solu-
tion. The results for a coarse mesh (TriaMax = 25 km2) in  Figure 3 
(top row) are similar to the reference model on the scale of the 
entire reservoir, but the imprint of individual centres of dilata-
tion causes local deviations. Differences between the results for 
the coarse grid and the reference model (bottom row) are most 
prominent in the verticals and show the imprint of the individu-
al centres of dilatation. The maxΔv of this coarse mesh density is 
1.6 mm/year, which is significantly larger than the assumed re-
solvability threshold of 0.5 mm/year.

Figure 4 shows the velocity differences as a function of 
TriaMax. The maxΔv values decrease with decreasing TriaMax 
and approximately follow a linear fit in our log-log plot, sug-
gesting that maxΔv ≈ b TriaMaxa, with constants а ~

 

1.4 and 
b ~ 0.026 (with maxΔv in mm/year and TriaMax in km2). Since 
the number of centres of dilatation (N) is inversely propor-
tional to TriaMax, maxΔv decreases rapidly with increasing 
N (N-1.4). The fit intersects the resolvability threshold at 
TriaMax = 8.7 ± 0.4 km2. So, for an efficient computation of the 
surface response to compaction, a TriaMax < 8.7 km2 in the 
interior of the reservoir suffices.

Avoiding refinement around complex reservoir outline
Applying the constraint of TriaMax < 8.7 km2 to the actual 
Groningen reservoir shape (NAM, 2020c) leads to a mesh with 
over 24,500 triangles. This large number is mostly due to the 
intricate outline of the Groningen reservoir requiring many 
small triangles. However, compacting small-scale geometric 
features of the reservoir shape do not necessarily lead to resolv-
able signals at the surface. Moreover, the exact shape of these 
small-scale features is likely uncertain, particularly where the 
reservoir is thin. Therefore, we simplify the reservoir shape 
using the algorithm of Visvalingam and Whyatt (1993), which 
minimises the number of points on a curve (in our case the res-
ervoir outline) whilst trying to retain shape. Points are elimi-
nated based on the triangular area that is added or removed by 
their elimination. The algorithm uses a tolerance value, speci-
fied by the user, to set the simplification level. The red line in 
Figure 2 shows an example. Two types of regions emerge: 
regions that are added to the original reservoir by the simplifi-
cation and regions that are removed from the original reservoir. 
These regions are found by clipping the original with the sim-
plified outline polygon using the Pyclipper package by Johnson 
et al. (2022), which is based on Vatti (1992).

As the level of simplification increases, the size of both kinds 
of clipped regions increases too. Since the compaction distribu-
tion here is assumed to be uniform, the magnitude of volumet-
ric strain in a reservoir region is directly proportional to the size 
of the region, and the largest clipped regions lead to the largest 
magnitude artefacts at the surface. We, therefore, use the size of 
the largest clipped region (ClipMax) as a metric for simplification. 
Note that this value is generally different from the tolerance 
value (see Figure 5). We compare the results for models with 
simplified reservoir shapes with a reference model based on the 
original reservoir shape from NAM (2020b) to determine maxΔv. 
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To isolate the imprint of simplifications of the outline, we run 
these experiments with a fine interior mesh (TriaMax = 0.2 km2) 
in all models, including in the reference model.

Figure 6 shows that surface velocities for the model with the 
simplified reservoir shape are similar to velocities for the refer-
ence model with the original reservoir shape. Unsurprisingly, 
the surface velocity differences between models with the sim-
plified and original reservoir are largest, where the two shapes 
differ most. Along the north-western part of the reservoir, the 
vertical velocity differences are largest at 1.5 mm/year, which is 
above our assume resolvability threshold.

Figure 7 summarises the results of model experiments where 
we varied ClipMax. Velocity differences between simplified and 
reference models increase with ClipMax. In this test with a rela-
tively fine mesh, most clipped regions consist of multiple trian-
gles and are thus represented by multiple centres of dilatation. 
Still, the surface impact of clipped regions that are modest in 

size (ClipMax < 10 km2) is similar to that of single centre of dil-
atation, where the total volumetric strain corresponding to the 
entire clipped region is applied to the single centre (see red 
dashed line in Figure 7). When the level of shape simplification 
is small (ClipMax < 0.02 km2), artefacts due to variations in the 
meshing of the interior dominate over the artefacts introduced 
by the shape simplification, and, thus, the maxΔv results deviate 
from the dashed red line. The intersection with the assumed 
resolvability threshold is around a ClipMax of 2.3 km2. So, for 
an efficient computation of the surface response to compaction, 
a reservoir shape simplification level with a ClipMax < 2.3 km2 
suffices.

In Figure 7, we also show the results for a denser surface 
deformation sampling, a spacing of 0.6 km instead of the 1.2 km 
used everywhere else, as this test turned out to be most affected 
by the denser sampling. Still, the results are practically identi-
cal, especially around the resolvability threshold, and our con-
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Figure 3. Results of models aimed at constraining the mesh density within the interior of the reservoir. The outline of the square reservoir is shown in black. The top row shows 
surface velocities for a course mesh (TriaMax = 20 km2). The middle row shows surface velocities for a model with an ultrafine mesh (TriaMax = 0.025 km2) that we use as a reference. 
The bottom row shows the Δvi differences of the results of the coarse model relative to the ultrafine model.
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clusions are unaffected by a denser sampling. So, we consider 
the 1.2 km spacing sufficient for the purpose of this study.

Optimised reservoir discretisation
Combining both the constraint on the mesh density (TriaMax 
≤ 8.7 km2) and the constraint on the reservoir shape complexity 
(ClipMax ≤ 2.3 km2) leads to a mesh of just 196 triangles. 
However, comparing the results of this model to a model using 
the original reservoir shape and an ultrafine interior mesh 
density (TriaMax = 0.025 km2) shows differences up to 0.6 mm/
year, which is above the resolvability threshold of 0.5 mm/year. 
The reason is that the two simplifications lead to a superposi-
tion of artefacts near the reservoir edge so that the net artefacts 
become too large. To avoid this, we aim to keep the artefacts 
introduced by the individual simplifications below 0.25 mm/year 
so that their combined imprint never exceeds 0.5 mm/year. 
Figure 4 shows that now the internal mesh density needs 
TriaMax ≤ 5.2 km2, and Figure 7 shows that the shape simplifi-
cation requires ClipMax ≤ 1.15 km2. Note that the tolerance 
value of the Visvalingam–Whyatt algorithm does not directly 
correspond to ClipMax, and minor manual tuning is, therefore, 
required (see Figure 5).

A simplified model for Groningen constructed with a mesh 
using these constraints consists of 298 centres of dilatation. A 
model without these simplifications, with the original reser-
voir shape and a TriaMax of 0.25 km2 (which leads to a spacing 
of centres of dilatation that is similar to the reservoir resolu-
tion of the operator’s geomechanical model), consists of 29,493 
centres of dilatations. Given the linearity of our model, this 
two orders of magnitude reduction in model size leads to a 
two orders of magnitude gain in numerical efficiency (for 
details, see Table 1).

Sensitivity of surface deformation to lateral variations in 
reservoir compaction

Reservoir compaction is not uniform throughout the reser-
voir. There are several reasons for lateral variations. First of 
all, reservoir compressibility (a material property) may vary 
up to a factor two throughout the reservoir (NAM, 2020b; Van 
Eijs & Van der Wal, 2017). In addition, the thickness of the 
gas-bearing layer shows strong lateral variations, especially 
across faults and towards the reservoir edges (De Jager & 
Visser, 2017). Furthermore, whilst the production strategy of 
equalising the reservoir pressure has led to a small spread in 
pressures between production clusters (Geurtsen & De 
Zeeuw, 2017; Van Oeveren et al., 2017), some areas near the 
edges of the reservoir, distant from the wells, have experi-
enced only half the pressure drop of the overall field average 
(NAM, 2020b, 2021). And finally, the Loppersum clusters 
have seen a small pressure lag relative to the mean field pres-
sure following an imposed production reduction in 2014 and 
eventual termination in 2018 (NAM, 2022). Previous studies 
indeed found strong variability in compaction (Bierman et al., 
2015; De Zeeuw & Geurtsen, 2018; Smith et al., 2019; Van 
Thienen-Visser & Fokker, 2017). The result of Van Thienen-
Visser and Fokker (2017) shows the strongest lateral variabil-
ity, with regions of higher-than-average compaction directly 
bordering almost undeformed regions along some reservoir 
edges. Thus, we see a lateral compaction rate contrast of twice 
the reservoir average to be at the high end of what may realis-
tically be expected.

In an inversion context (like data assimilation), the question 
arises: what lateral variations in the reservoir compaction rate 
are resolvable in surface deformation observations? We are par-
ticularly interested in the minimum length-scale in the reser-
voir, for which the compaction rate contrasts can be resolvable 
at the surface. To investigate this, we use models with reservoir 
compaction rates applied as a checkerboard pattern of alternat-
ing uniformly strongly and weakly compacting reservoir seg-
ments. We use a square reservoir and a fine mesh (TriaMax = 0.1 
km2) so that we can also test detailed checkerboards, with small 
tiles. The half-space is again uniform elastic, with a Poisson’s 
ratio of 0.32.

Figure 8 shows the surface deformation for a checkerboard 
with 5 × 5 km tiles and alternating 16.8 mm/year (twice the 
reservoir average) and zero compaction rates. The differences 
with the results of the model with a uniform compaction rate 
represent the impact of the lateral compaction variations. 
Whilst the imprint of the checkerboard pattern is clearly visible 
at the surface, the pattern is smoother because of the elastic 
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response (bending) of the over- and underburden. Here, maxΔv 
is 1.4 mm/year, which would be resolvable from the 
observations as it exceeds the assumed resolvability threshold.

Figure 9 shows that maxΔv gets smaller with decreasing tile 
size as the smoothing effect becomes more influential. For 
the compaction rate contrast of 16.8 mm/year (blue line), the 
resolvability threshold is exceeded when the tiles are larger 
than ~12 km2, that is, 3.4 × 3.4 km. In other words, the smallest 
lateral variation with a contrast of 16.8 mm/year that can be 
resolved is 3.4 km.

The grey line in Figure 9 shows maxΔv as a function of tile 
size for a smaller compaction rate contrast of 4.2 mm/year (half 
the reservoir average). The surface deformation exceeds the ob-
servational resolvability threshold for a tile size of ~36 km2 (lat-
eral resolution of 6.0 km). Figure 10 shows the smallest resolva-
ble compaction rate contrasts as a function of the checkerboard 
tile size. As the tile size decreases, the magnitude of the con-

trasts needed for resolvable surface velocities increases. The 
rightmost point in the plot comes from an experiment, where 
tiles have the dimension of a quarter of the field. The result  
suggests that fieldwide compaction rate contrasts smaller than 
1.3 mm/year are not resolvable from the observations, with 
smaller contrasts being indistinguishable from a situation with 
no lateral variations on this scale.

Sensitivity of surface deformation to elastic layering

Elastic properties in the Groningen gas field region vary signif-
icantly with depth (Figure 11). Since the elastic response of a 
layered half-space can differ from that of a uniform half-space 
in both amplitude and pattern (e.g. Fokker & Orlic, 2006; 
Mehrabian & Abousleiman, 2015; Segall, 2010; Van Opstal, 
1974), the surface velocities in Groningen are likely affected by 
the elastic structure too. Fokker and Van Thienen-Visser (2016) 
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Figure 6. Results of models that focus on the complexity of the reservoir outline. The top row shows surface velocities for a simplified reservoir shape (ClipMax = 10.2 km2). The 
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computed the surface deformation above a single centre of dil-
atation for both a uniform half-space and an elastic layering 
based on the Groningen subsurface and, indeed, found surface 
deformation to differ significantly between the two (up to 
~100%). In preliminary tests using the Groningen reservoir 
shape and an elastic layering based on the ZRP-2 profile 
(Figure 11), we find surface velocities that differ more than 1 
mm/year from a model using a uniform half-space. We also 
tested a model using a half-space with a sub-reservoir base-
ment, with the basement’s Young’s modulus being 3 orders of 
magnitude higher than that of the top layer, analogous to the 
rigid basement of Van Opstal (1974). Regardless of the depth of 
the basement (3, 4 or 7 km), we found that surface velocities 
differ more than 1.7 mm/year from the layered model. So, for 
both the uniform and basement layer models, the difference 
with a layered model exceeds the uncertainty threshold of 0.5 
mm/year, meaning that some information about elastic 
layering may be resolvable from the surface observations in a 
data assimilation procedure. Here, we aim to further explore 
the sensitivity of surface velocities to elastic layering in the 
Groningen gas field area. We seek to identify the depth and 
thickness of layers for which their elastic properties are poten-
tially individually resolvable and build a preferred layering 
consisting of such layers.

As thicknesses, depths and elasticities of the strata vary 
throughout the field, the elastic profile also varies laterally 
(Romijn, 2017). In contrast, elasticity in our approach of a layered 
half-space is uniform within a layer, also laterally. We thus seek 

an elastic layering that best represents the overall elastic struc-
ture of the entire field. Whilst the ZRP-2 profile is not necessarily 
exactly representative for entire field, we assume that an average 
elastic profile of the entire field is likely similar in shape. It is, 
therefore, reasonable to use the profile as a basis and search for 
elastic properties best representing the layer in a range around 
the profile. This range would be the same as that of the prior 
probability function in a data assimilation approach.

Here, we explore the effect of changing the elastic proper-
ties within this range, using reference profiles directly based 
on the ZRP-2 profile and perturbing the elastic properties of 
each individual layer. We perform a series of tests, each test 
with a different number of equally thick layers within the 
depth interval of the ZRP-2 profile. For each test, the reference 
profile is constructed by averaging the ZRP-2 data of Young’s 
modulus and Poisson’s ratio over the layer intervals. For lack 
of observations of elasticity variations deeper below the reser-
voir, we use a single base layer, with elastic properties corre-
sponding to the bottom of the ZRP-2 profile. Because of our 
layered half-space approach, this base layer is infinitely thick. 
For example, the solid red lines in Figure 11 represent the 
elastic profile for five equally thick layers above the base lay-
er, that is, a 6-layer model.

The dotted line in Figure 11 shows one of the perturbed pro-
files based on the 6-layer model, with an increased Young’s 
modulus of the middle layer. The applied perturbations are 
based on the range of elastic property values throughout single 
stratigraphic units in the field-wide velocity model of Romijn 
(2017). We perturb each layer’s Young’s modulus by doubling 
and halving the reference value, and we perturb the Poisson’s 
ratio by adding and subtracting 0.1 from the reference value, so 
running four perturbed models per layer. For the 6-layer pro-
file, this amounts to 24 tested models. All models use a high 
mesh density (TriaMax = 0.2 km2) and little reservoir shape sim-
plification (ClipMax = 0.015 km2) to avoid numerical artefacts 
> 0.01 mm/year (see Figure 7).

Surface velocities resulting from the reference and per-
turbed 6-layer models of Figure 11 are shown in Figure 12. This 
specific perturbation of the Young’s modulus leads to a de-
crease in horizontal velocity magnitudes and a slight widening 
of the subsidence bowl. Maximum differences between these 
6-layer models are 0.77 mm/year, which is above the 0.5 mm/
year threshold, so we deem this specific perturbation resolva-
ble. Whilst the ratio between horizontal and vertical velocities 
is relatively constant in all previous models (see Figures 3, 6 & 
8), we see here (Figure 12), and in general for most elasticity 
perturbations, that the perturbations lead to a significant 
change of the ratio between horizontal and vertical velocities. 
This demonstrates that this ratio contains information regard-
ing the elasticity structure.
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Table 1. Computation times for the Green’s functions (PSGRN) and for the surface deformation (PSCMP)

Number of 
elastic layers

PSGRN 
runtime (s)

TriaMax  
(km2)

ClipMax  
(km2)

Number 
of centres

PSCMP 
runtime (s)

Uniform half-space, complex mesh 1 0.5 0.25 0 29,493 2,491

Complex layering, optimised mesh 31 13 5.2 1.15 298 23

Preferred layering, optimised mesh 6 3.5 5.2 1.15 298 23

Results are shown for a model with a uniform half-space, a model with the 31 layers based on ZRP-2, and a model with our preferred six layers. The first model uses a 
very complex mesh, with no reservoir shape simplification and a spacing of centres of dilatation that is similar to the reservoir resolution of the operator’s geomechani-
cal model. The second and third models use the optimised reservoir discretisation. All computations are performed on an AMD EPYC 7451 processor.
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Figure 13a summarises the results for the perturbations of 
the 6-layer model, showing the largest maxΔv for each layer. 
Young’s modulus perturbations are resolvable in all layers, but 
the top two with the bottom two layers (base layer and layer 

containing the reservoir) lead to the strongest signals. 
Perturbing the Poisson’s ratio instead of the Young’s modulus 
generally results in smaller maxΔv values, with only the bottom 
two layers being resolvable here.

Figure 9. Largest surface velocity differences between models with checkered com-
paction and the uniform compaction model (maxΔv) as a function of the size of the 
checkerboard tiles. Both the results for the compaction rate contrast of 16.8 and 4.2 
mm/year are plotted.
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We perform this procedure for profiles with two through 36 
sublayers. Figures 13b and 13c summarise the results of all 
these tests, for perturbations of Young’s modulus and Poisson’s 
ratio, focussing on the resolvability per layer. On the right of 
the graphs, the results for models with two layers above the 
base layer are shown. All dots are filled with black, indicating 
that elasticity perturbations are resolvable. Red dots further to 
the left highlight the results for the models of Figure 13a. The 
models with more (thinner) layers are plotted to the left, show-
ing generally even lower resolvability. We find that the base 
layer is resolvable, regardless of the number of overlying elastic 
layers.

The dashed black lines in Figures 13b and 13c approximate-
ly separate non-resolvable thin layers from resolvable thicker 
layers. They show that elastic properties of the top layer can 
only be resolved from observations when it is 1.5 km thick, 
whilst at depth, thinner layers can also be resolved. Especially 

around the reservoir depth, we see thin (<0.1 km) layers that 
are resolvable. This sensitivity to the reservoir elasticity origi-
nates from the response to the applied volumetric strain there. 
When the elastic properties of the reservoir layer are perturbed, 
the applied strain is kept constant. So, the stresses in the reser-
voir and connected over- and underburden, induced by the ap-
plied strain, change proportionally to the elasticity perturba-
tion. With this significant change of stress state in the half-
space, the deformation pattern also differs significantly.

For some layers around the middle of the profile, Poisson’s 
ratio perturbations are not resolvable, whilst Young’s modulus 
perturbations are. In addition, some isolated thin layers are re-
solvable, whilst similar layers just above or below are not. 
These thin layers lie around depths, where the elastic proper-
ties in the ZRP-2 data (Figure 11) exhibit sharp contrasts: for 
example, around 1.6 and 2.1 km for the Young’s modulus and 
0.8 km for the Poisson’s ratio. As this seems to be related to the 

Figure 12. Results of models that focus on elasticity layering. The top row shows surface velocity components for the perturbed 6-layer elasticity profile shown by the dashed line 
in Figure 11. The middle row shows surface velocities for the 6-layer reference model with elasticities of the solid red line in Figure 11. The bottom row shows the Δvi differences of 
the perturbed relative to the reference model.
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detailed shape of the ZRP-2 profile, it is likely not representa-
tive of the resolvability of elastic layering in the field in general.

We use the results of Figures 13b and 13c to construct our 
preferred layering (shown in Figure 11), with layers that are all 
individually resolvable (blue crosses in Figures 13b and 13c lie 
to the right of the dashed lines). This layering consists of six 
layers for the Young’s modulus, and only 5 distinct Poisson’s 
ratio values because of its lower resolvability. The Poisson’s ra-
tio value for the second and third layer from the top is set as 
identical. The top layer is 1.5 km thick, with the layers below 
decreasing in thickness towards the reservoir. The vertical res-
olution of this preferred profile is similar to that of NAM (2013) 
and Fokker and Van Thienen-Visser (2016), with both studies 
using seven elastic layers.

Computational efficiency of our proposed model

Our workflow consists of two steps: Green’s functions of the 
layered half-space response to a centre of dislocation are com-
puted by the PSGRN program, and the deformation of the 2,601 
points in our employed surface grid resulting from the collec-
tion of centres of dislocation representing the reservoir is com-
puted by the PSCMP program. So, whilst the PSCMP program 
is run for each new distribution of centres of dilatation, the 
PSGRN does not need to be rerun as long as the elastic layering 
and elastic properties remain the same.

The Green’s function computation time increases with the 
number of elastic layers (Table 1). For our preferred six layers 
(Figure 11), PSGRN computation is almost four times as fast as 
for a model using all 31 stratigraphic (sub)layers identified in 
the ZRP-2 well. The PSCMP computation time of the surface 
velocities is linearly related to the number of centres of dilata-
tion in the reservoir. Our reservoir discretisation simplifica-
tions lead to a gain of two orders of magnitude in computation-
al efficiency. Given the linearity of the problem, the workload 
can be divided between different nodes, to speed up computa-
tion even more. We conclude that our preferred model is effi-
cient. It has 11 elastic parameters and 294 centres of dilatation 
(i.e. 305 parameters in total) that need to be estimated by the 
data assimilation procedure.

Discussion

Implications for a compaction inversion

In a follow-up study, we plan to use InSAR data to invert for 
the reservoir compaction evolution in Groningen using data 
assimilation. We propose to use our optimised reservoir dis-
cretisation for the first version of the numerical model used in 
this inversion. If the results of the first inversion suggest that 
compaction behaviour within some sections of the reservoir is 
relatively uniform, our findings of Figure 10 can be used to 

Figure 13. (a) The maxΔv values for the six layers of the example profile shown in Figure 11. (b, c) Resolvability as a function of depth and thickness of the perturbed layer, for per-
turbations of the Young’s modulus (b) and Poisson’s ratio (c). The models corresponding to (a) are plotted in red. Approximate boundaries between resolvable and not resolvable 
models are drawn as black dashes. Results for the infinitely thick base layer are not shown. In all tested profiles, the base layer perturbations are resolvable. The layer depths and 
thicknesses of our preferred layerings are plotted as blue crosses.
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divide the reservoir into groups of centres of dilatation (com-
partments), where the applied compaction is uniform within 
each compartment (like the checkerboard compartments). 
This reduces the number of compaction parameters that need 
to be estimated in the data assimilation.

Previous inversions for reservoir compaction and compress-
ibility have produced results with a range of lateral reservoir 
resolutions. Where the inversions of Van Eijs and Van der Wal 
(2017) and Smith et al. (2019) use a 1 km lateral resolution, 
Fokker and Van Thienen-Visser (2016) involves a 3.2 km resolu-
tion and Bierman et al. (2015) report results both at a 2.5 km and 
a 5 km resolution. For reference, a 5 km lateral resolution corre-
sponds to ~50 reservoir compartments, which should be indi-
vidually resolvable when the compaction rate contrasts 
 between the compartments are on the order of 6 mm/year (see 
Figure 10).

In addition to inverting for compaction, we also plan to 
invert for the elastic profile. We propose to use our preferred 
layering (blue lines in Figure 11) as the base (prior) and let the 
inversion modify the elastic properties per layer to estimate 
the profile best representing the Groningen subsurface (poste-
rior). Our preferred layering consists of six layers (5 distinct 
Poisson’s ratio values). If actual inversion results would sug-
gest a low sensitivity to certain layers, or if elastic properties 
of different layers would be estimated to be similar, the num-
ber of layers could be decreased further, reducing the Green’s 
function computation time. More layers are likely not re-
quired.

Impact of model simplifications

Our model is driven kinematically (directly by reservoir com-
paction), as opposed to a model that is driven dynamically 
(by pressure depletion). A dynamic approach requires a 
choice for a reservoir rheology, for the relationship between 
pressure depletion and compaction. In addition, a dynamic 
approach requires model inputs such as distribution of rheo-
logical properties (e.g. uniaxial compaction coefficient; NAM, 
2020b) and reservoir pressures (Landman & Visser, 2023; Van 
Oeveren et al., 2017) to be selected. A kinematic approach is 
unaffected by possible biases and uncertainties in these model 
inputs. However, a downside of a  kinematic approach is the 
insensitivity to the Young’s modulus magnitudes, both in a 
uniform (c.f. equation 3.107 in Segall (2010)) and a layered 
elastic half-space, with the latter only being dependent on the 
shape of the profile, not the actual Young’s modulus magni-
tudes. So, even though we have used the ZRP-2 well data as a 
basis for our layering, scaling the Young’s modulus values of 
each layer by the same constant results in an elastic response 
that is identical to the original layering. This means that in 
order to convert our current model to a dynamic model, an 
additional inversion step to obtain information on the reser-
voir Young’s modulus magnitude is required.

In this study, we have used the outline of the reservoir to 
delimit the extent of compaction. However, other studies have 
attributed a portion of the observed surface deformation to 
compaction outside of the reservoir, from pressure depletion in 
laterally connected aquifers (e.g. NAM, 2020b; Van Thienen-
Visser & Fokker, 2017). If we would want to study the potential 
activity of connected aquifers, our distribution of centres of 
dilatation could be extended beyond the reservoir outline. As 
the compaction rates in the aquifers are most likely low, lateral 

contrasts are likely small too, and, thus, a relatively low lateral 
compaction resolution in the aquifers would probably suffice.

Another model complexity to potentially analyse in a future 
study is the impact of viscous behaviour, specifically salt creep 
(e.g. Spiers et al., 1990) in the thick Zechstein evaporite caprock. 
As the PSGRN/PSCMP code is capable of simulating layers 
with a Burgers’ rheology, both transient creep (Kelvin-Voigt) 
and steady-state creep (Maxwell) can be considered for the cap-
rock, similar to Marketos et al. (2016).

Choice for resolvability threshold

We evaluate the potential resolvability of signals in InSAR 
data with the simplified resolvability threshold approach. We 
base the threshold value on an estimate for the precision of 
velocities of single scatterers (from measurement and process-
ing noise). Here, we assume that velocities of different scatter-
ers are spatially uncorrelated. However, in reality, transmis-
sion of compaction signals trough the overburden causes spa-
tial smoothing of the surface signals (regardless of the exact 
elastic structure, reservoir geometry and compaction). 
Integrating information of these spatial correlations could 
improve precision of the velocity estimates, potentially 
improving resolvability. Additionally, whilst we simulate a 
single velocity result per location, estimating single linear 
trends per scatter from the InSAR data may lead to relevant 
temporal variations being missed, especially for a long data-
set. Hence, we will estimate variable trends or piece-wise 
velocities, for which the precision could be lower than for 
single linear trends. So, for our follow-up inversion study, we 
propose for the resolvability and model complexity to be 
re-evaluated considering the specific (stochastic) characteris-
tics of the selected InSAR dataset.

Conclusions

Here, we present a geomechanical model optimised for the 
context of simulating surface velocities due to reservoir com-
paction of the Groningen gas field. We apply simplifications of 
both the reservoir shape and the internal meshing of the reser-
voir without significantly affecting the calculated surface veloc-
ities, keeping the numerical artefacts introduced by the simpli-
fications below the assumed resolvability threshold. Compared 
to a model without simplification of the reservoir shape and 
with an internal meshing similar to the operator’s geomechani-
cal model, the applied simplifications enable a two orders of 
magnitude reduction in model complexity and, consequently, a 
two orders of magnitude gain in computational efficiency.

Resolvability of reservoir compaction in geodetic data 
 depends both on the lateral reservoir resolution of the model 
and on the degree of lateral compaction variability. 
Checkerboard tests show that lateral compaction contrasts of 
16.8 mm/year in magnitude can be resolved when the lateral 
length scale of the variations is at least 3.4 km. Resolving fea-
tures within a smoother compaction rate distribution is more 
challenging. For contrasts of 4.2 mm/year in magnitude, vari-
ations need to be at least 6.0 km in size. In an inversion study, 
the expected level of compaction variability may not be known 
a priori. Therefore, we propose to carry out an initial inversion 
where compaction is estimated at a high lateral resolution. If 
this initial inversion indicates that the compaction behaviour 
within some reservoir sections is relatively uniform, the reso-
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lution of these sections can be decreased, guided by our find-
ings on the resolvability of lateral compaction variations.

The elastic profile of the Groningen subsurface impacts both 
the pattern and magnitude of the surface velocity response to 
reservoir compaction. The results of our layered models show 
that the surface velocities are more sensitive to the Young’s 
modulus values of the layers than to their Poisson’s ratios. 
Sensitivity is highest for layers close to the reservoir depth, 
where layers <0.1 km thick are resolvable, and lowest for the 
top layer, which needs to be 1.5 km thick to be resolvable. We 
introduce a preferred elastic layering consisting of six layers 
(5 distinct Poisson’s ratio values), with thicknesses such that all 
layers are potentially individually resolvable at the surface. 
More layers are likely not required.
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