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1
Introduction

The history of wind energy dates back to the end of 19𝑡ℎ century, when Charles Brush created electricity
from the ’brush mill’ (see Figure 1.1a). Similar efforts were undertaken by Poul la Cour who studied
optimizing wind turbine aerodynamics, and investigated whether electrolysis would provide a method to
store electricity. Further, towards the midtwentieth century, there was widespread urbanization of the
rural areas due to the rising population. This led to the idea of generating electricity from wind power.
The manifestation of this newborn idea was a prototype of the popular Smith and Putnam turbine, having
a capacity of > 1MW (see Figure 1.1b).

(a) The Brush Mill (b) The Smith and Putnam turbine

Figure 1.1: Images of the Brush Mill and the Smith and Putnam turbine (Source: Banerjee et al. (2016))

Further, in the 1970s and 1980s, the oil crises lead to renewed interest in wind turbine technology.
Over the years, from the 1980s to the 2000s, there was a gradual and also an abrupt scaling up of wind
turbines. Large organizations such as Boeing and NASA joined the quest to scale up wind turbines.
While the big organizations were trying to abruptly scale up wind turbines, the smaller counterparts were
gradually scaling up their turbines from small sizes to bigger ones. This gradual scaling up encompassed

1
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experimentation with prototypes built, implementing customer feedback and site analysis. This proved to
be a more successful approach, as the design was continuously improved based upon previous design
experiences and turbines built.

Figure 1.2: Gradual scaling up of rotor diameter with time (Reproduced from TU Delft reader  Introduction to Wind Turbines
(Physics and Technology))

In recent times, it has been customary to place many wind turbines together, in order to minimize
costs related to grid infrastructure (transmission and distribution), and also to reduce the costs related
to operation and maintenance. These groups of wind turbines are commonly referred to as wind farms.
While the first wind farm installed at Crotched Mountain, in southern New Hampshire in 1980 had a total
capacity of 0.6MW, the recent onshore wind farm at Gansu, China has an installed capacity as high as
7965 MW (≈ 8 GW). This sheds light on how wind energy has become a popular choice of generating
electricity.

(a) Total installed onshore wind capacity (b) Total installed offshore wind capacity

Figure 1.3: Reproduced from International Renewable Energy Agency IRENA Statistics

Further, in countries with low land area and/or large population density, difficulties arise in finding
suitable sites for onshore wind farms. In these nations, offshore wind energy has become popular. In
the recent years, despite the COVID19 pandemic, there has been an increase in the installed capacity
of onshore and offshore wind energy as shown in Figure 1.3a, and Figure 1.3b respectively.

However, before setting up a wind farm, it is imperative to thoroughly assess the onsite wind re
source behaviour. This is required in order to optimize the turbine layout to maximize power generation,

https://www.irena.org/wind
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minimize fatigue loading of turbines and reduce uncertainties in power production forecasts. While the
wind characteristics at a particular site is available through recorded meteorological data from weather
centres and satellite data, these are not always available at the exact location of the prospective farm.
This gap is bridged using prediction techniques like the wind atlas methodology that enables the transfer
of detailed wind resource information from one location (predictor) to the other (the predicted). The pre
dicted wind atlas is either observational (the predictor is a real world meteorological station) or numerical
(the predictor is a grid point in a mesoscale modelling domain). Experimental observation campaigns
using LIDAR’s at Østerild, Perdigão, Alaiz, Kassel and other locations as a part of the New European
Wind Atlas project (Mann et al., 2017). Further, other projects like the European Wind Atlas (Troen and
Lundtang Petersen, 1989), Russian Wind Atlas (Starkov et al., 2000) helped predict the wind resource
behaviour at multiple sites across the world.

Further, in case of large wind farms, Frandsen (1992) proposed a theory that the energy extracted
by the wind farm causes a flow deceleration within the ABL, leading to a lower availability of incoming
kinetic energy at each individual turbine. This theory was further supported by Calaf et al. (2010), who
performed Large Eddy Simulations (LES) on an infinitely large wind farm. Further, Meneveau andCharles
(2011) showed that the ABL  wind farm interaction has a significant impact on the power production for
moderately large wind farms such as Nysted and Horns Rev I.

Although the flow physics within the Atmospheric Boundary Layer (ABL) has been extensively studied
over many years, the interaction of the ABL and large wind farms is a new and emerging field of research
(Allaerts, 2016). In this regard, understanding the role of atmospheric conditions in altering the wind
characteristics within an operational farm through experimental observations is very challenging, as the
atmosphere is constantly changing over time. It is affected by the presence of orography, land to sea
transition and other complex weather phenomena. Thus, Computational Fluid Dynamics (CFD) proves to
be an ideal tool, that provides a controlled environment for systematic variation of each atmospheric factor
affecting the flow. The present dissertation investigates one such complex ABL  wind farm interaction,
involving the excitation of Atmospheric Gravity Waves (AGWs) by wind farms. This would be achieved
by performing numerical simulations using an opensource CFD code based on the OpenFOAM and
SOWFA environments.

At this point, it is necessary to introduce certain basic concepts pertaining to the atmosphere, which
are relevant to the present thesis. These include the ABL, thermal stability, the Conventionally Neutral
Boundary Layer (CNBL), the capping inversion.

1.1.The Atmospheric Boundary Layer
The term boundary layer is defined in Anderson (2011) as :
”The thin region of flow adjacent to a surface, where the flow is retarded by the influence of
friction between the solid surface and the fluid”

In the case of the atmosphere, the earth surface or sea surface forms a solid boundary for the wind
flow, which further gives rise to the Atmospheric Boundary Layer (ABL) (Allaerts, 2016). The ABL is the
lowest part of the atmosphere that is directly affected by the presence of the surface of the earth (Hu,
2015). Alternatively, Stull (1988) defines the ABL
”as that part of the troposphere that is directly influenced by the presence of the earth’s surface, and
responds to surface forcing with a timescale of about an hour or less”.

The flow physics within the ABL is quite complex, involving threedimensional turbulence. Turbulence
is generated within the atmosphere through wind shear and is adversely impacted by buoyancy, which
can create or dissipate the same. The thermal stability within the atmosphere has a close relation to the
ABL depth and structure (Allaerts, 2016).
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Figure 1.4: The structure of the ABL during a diurnal cycle in a region of high pressure over land. (Reproduced from the work of
Stull (1988))

1.2.Thermal stability
Buoyancy plays a pivotal role in the creation and destruction of turbulence in the ABL. This is because it
can either accelerate or decelerate vertical motions of air parcels, which manifests turbulence generation
or destruction (Allaerts, 2016). The direction of the buoyancy force is dependent on the magnitude of
the background temperature lapse rate with respect to the adiabatic lapse rate. The difference between
these gives rise to the three stability types  unstable, neutral and stable. These are shown in Figure 1.5.

To further understand the tendency of the air parcel in each of the three stability conditions, consider
the vertical displacement of the air parcel sans heat exchange with its surroundings (the neutral case).
The parcel would compress or expand, followed by a density and temperature change in accordance with
the universal gas law. Since the air parcel’s density remains equal to its surroundings always, it does not
experience a buoyancy force. Thus, the motion of the air parcel remains unaffected (as the buoyancy
force is absent). The neutral stability is observed when the decrease in background temperature with
height matches the adiabatic lapse rate 𝑔/𝑐𝑝 = 9.8𝐾/𝑘𝑚 with 𝑔 depicting the acceleration due to gravity,
𝑐𝑝 depicting the specific heat of dry air at constant pressure (as shown in Figure 1.5(a).

Figure 1.5: Vertical profiles of potential temperature (shown by solid lines) and temperature (shown by dashed lines) for the neutral,
stable and unstable conditions. Themotion of the air parcel is depicted by the circle which moves upwards. 𝐹𝑏 depicts the buoyancy
force direction. (The figure has been reproduced from Allaerts (2016) (Pg. 16))

The stable condition (see Figure 1.5(b)) arises when the background temperature decreases at a
lesser rate than its adiabatic counterpart. The shifted air parcel is now cooler than its surroundings after
moving upwards. It then experiences a downward buoyancy force. Lastly, in the unstable condition (see
Figure 1.5(c)), the background temperature decreases with an increase in height at a greater rate than
the adiabatic lapse rate. The air parcel is warmer than its surroundings after moving upwards, which
pushes it further upwards due to the resultant buoyancy force.
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The description of the three stability types can be further simplified by defining the potential tempera
ture (𝜃). The potential temperature of an air parcel at a particular pressure 𝑃 is the temperature attained
by the parcel if brought to a standard reference pressure 𝑃0 (usually 100kPa) in an adiabatic manner

(Stull, 1988). Mathematically, it is given as: 𝜃 = 𝑇 (𝑃0𝑃 )
𝑅/𝐶𝑝

where, 𝐶𝑝 is the specific heat capacity at a
constant pressure of air and 𝑅 is the gas constant of dry air. The three stability cases can be defined as
the variation of potential temperature with height. The neutrally stable case is when 𝑑𝜃

𝑑𝑧 = 0, the unstable
case is when 𝑑𝜃

𝑑𝑧 < 0 and the stable case is when 𝑑𝜃
𝑑𝑧 > 0. For the remainder of this thesis, the term

potential temperature has been referred to as potential temperature or temperature.
Moreover, it should be noted, that the thesis considers only dry air without accounting for its humidity

content, as this is beyond the scope of the present work. After having introduced the three stability types,
it is imperative to mention the conditions in which these are encountered in the atmosphere.

When latent heat release and radiation are absent, surface heating or cooling determines the stability
condition within the ABL. The neutral condition results when there is no heat flux present at the surface
of the earth. This is the simplest case of the ABL, which has been extensively studied using DNS by
Coleman et al. (1990), Coleman (1999), Deusebio et al. (2014); LES by Mason and Thomson (1987),
Andren et al. (1994), Momen and BouZeid (2016) and RANS by Yan et al. (2016), Parente et al. (2011),
Han and Stoellinger (2020). The neutral BL is also referred to as the Ekman BL, owing to the work of
Ekman (1905) who studied the importance of the Coriolis effect on boundary layer flow in the ocean. In
the following section, the Conventionally Neutral Boundary Layer, which is the focus of the present study,
is further elaborated as they often occur under offshore conditions (Sood et al., 2020).

Further, Stable Boundary Layers are formed by the presence of negative heat flux at the surface. This
cools the air near the surface, which gives rise to the stable condition. In this condition, air parcels of
higher density are placed closer to the ground as compared to its low density counterparts that are placed
higher up. This is a stable condition that tends to suppress vertical turbulent motions. As observed from
Figure 1.4, the growth of the SBL begins after sunset due to which it is called nocturnal BL. SBL is much
thinner as compared to their neutral and convective counterparts. Also, they have smaller and weaker
turbulent eddies, which inhibit mixing (Allaerts, 2016).

On the other hand, a Convective Boundary Layer (CBL) (the unstable condition) is caused by the
presence of a positive heat flux at the ground level. It can also arise due to radiative cooling or due to
the presence of heat radiation and clouds. In all cases, air with higher density is placed above air with
low density, which creates an instability. The instability creates convective circulations and high turbulent
intensities. From Figure 1.4, it can be observed that CBL’s occur during the daytime, when the surface
is heated by the presence of the sun. CFD LES studies of the CBL have been performed by several
authors such as Moeng and Sullivan (1994), Sullivan et al. (1994), Kim et al. (2003) as mentioned in
Allaerts (2016).

1.3.The Conventionally Neutral Boundary Layer (CNBL)
The traditional stability types within the ABL are neutral, stable and unstable, based on the heat flux
exchange at the surface of the earth. However, in the 1970s, the Brunt–Väisälä frequency appeared
as a scaling parameter in the expression for the height of the ABL. Considering the assumptions of the
Boussinesq approximation, the mathematical definition of the Brunt–Väisälä frequency (𝑁) is given as:

𝑁 = √
𝑔
𝐻𝜌

= √ 𝑔𝜃0
𝜕𝜃
𝜕𝑧 (1.1)

where in Equation 1.1, 𝐻𝜌 is the density scale height and 𝜃0 is the reference potential temperature, 𝑔 is
the acceleration due to gravity. In the case of the Neutral Boundary Layers, the terms truly neutral and
conventionally neutral were introduced for the flows developing against a neutral or stably stratified fluid
(Zilitinkevich and Baklanov, 2002). As mentioned in the previous section, the occurrence of the NBL is
common in the offshore conditions. However, based on the atmospheric data covering a period of more
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than 85 years, (Hess, 2004) found that the occurrence of a truly neutral BL is one which does not seem
to exist in the atmosphere or it is so rare that it has not been well observed.

As reported by Allaerts (2016), the formation of CNBLs can be observed over large lakes or large
water bodies that are semi enclosed due to the advection of the boundary layer air from land. The CNBL
has been studied extensively by Csanady (1974) and Smedman et al. (1997). Further, the flow over an
infinitely wide wind farm placed within a CNBL has been performed by Allaerts and Meyers (2014).

The structure of the CNBL has been shown in Figure 1.6. The neutral boundary layer is capped by an
inversion layer above. Further above the capping inversion, is the nonturbulent free atmosphere, which
has potential temperature variation ranging between 1K/km and 10K/km (Sorbjan, 1996). In the free
atmosphere, the balance between the Coriolis force and the horizontal pressure gradient (also called the
geostrophic balance) determines the resultant wind velocity G (Allaerts, 2016).

𝑓𝑐𝐺𝑠𝑖𝑛𝛼 =
1
𝜌0
𝜕𝑝∞
𝜕𝑥 (1.2)

− 𝑓𝑐𝐺𝑐𝑜𝑠𝛼 =
1
𝜌0
𝜕𝑝∞
𝜕𝑦 (1.3)

where, 𝛼 represents the angle between the geostrophic velocity vector and the xaxis, 𝑓𝑐 = 2Ω𝑠𝑖𝑛(𝜙)
is the Coriolis parameter (where Ω represents the angular velocity of the earth’s rotation about its own
axis, 𝜙 represents the latitude). As can be observed from Figure 1.6, in the free atmosphere, the pressure
gradient is normal to the direction of flow.

Figure 1.6: (a)The three layer structure of the atmosphere showing the variation of potential temperature and velocity with height
in the three layers as shown in Allaerts and Meyers (2017), Allaerts (2016), Allaerts and Meyers (2015); (b) The horizontal force
balance in the free atmosphere and at the ground level (The figure has been reproduced from Allaerts (2016))

As one moves, closer to the ground, i.e. within the neutral BL, the magnitude of the flow velocity is
reduced due to the friction with the ground. This causes the Coriolis force to be reduced, thereby rotating
the resulting wind vector towards the pressure gradient. Further, the capping inversion is a thin layer
interfacing the turbulent neutral boundary layer (below) with the free atmosphere above. The potential
temperature within the capping inversion sees a steep change with height. The capping inversion has a
dominant impact on the flow behaviour within the boundary layer. It controls the height of the boundary
layer, by limiting the penetration of turbulent gusts into the free atmosphere. Also, most of the direction
change of the wind velocity vector occurs within the inversion layer. The importance of the capping
inversion will be discussed later in the following section.
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1.4.The Capping Inversion
While the location of the Capping Inversion has been described in the previous section, it is important to
understand its topology and numerical implementation within the present thesis. Further, it is necessary
to shed light upon the impact of each of these parameters on the flow physics within the BL.

The boundary layer flow is affected by two major parameters of the capping inversion. They are
the height of the base of the capping inversion and the inversion strength. The effect of the capping
inversion is negligible when it is located above the equilibrium height of the theoretical truly neutral case.
This was translated by Arya (1975), Arya (1978) and Allaerts (2016) into a similarity parameter ℎ∗ defined
mathematically as:

ℎ∗ =
|𝑓𝑐|ℎ
𝑢∗

(1.4)

This relates ABL height with the RossbyMontgomery scale (𝑢∗/|𝑓𝑐|) (where 𝑢∗ is the friction velocity).
Further, Hess (2004), studied the impact of the presence of the capping inversion on the structure of the
neutral, barotropic Planetary Boundary Layer(PBL) by comparing predictions by various CFD models
and field observations. They reported that for values of ℎ∗ > 0.15 the impact of the CI is on the structure
of the planetary boundary layer becomes insignificant in terms of entrainment and mixing.

Further, Csanady (1974) found an asymptotic depth beyond which no further entrainment takes place.
This depth was dependent upon the strength of the capping inversion. This was confirmed by Tjernström
and Smedman (1993) through a measurement campaign carried out over the Baltic Sea. Lastly, Ten
nekes (1973) found that the gradient of potential temperature at heights above ABL has no impact when
the inversion strength or height is high.

The variation of potential temperature across the inversion layer is represented through two models.
The first is a zeroth order jump model (see Lilly (1968), Tennekes (1973), Sachsperger et al. (2015)),
where the inversion layer is shown by a sharp temperature jump at a particular height. In this model, the
thickness of the capping inversion is not considered. Further, a first order model (see Betts (1974),van
Zanten et al. (1999)), assumes a finite inversion thickness while assuming a finite temperature variation
across the inversion thickness. While, both of these representations are nonphysical and their compar
ison with field observations or numerical simulations yields unsatisfactory results when used to estimate
the height of the boundary layer, the first order jump model is chosen to represent the initial temperature
jump across the capping inversion in the present study. This is because it is easy to define the capping
inversion (in terms of its base height, thickness and temperature jump using the first order model).

Figure 1.7: The vertical profile of the Capping Inversion as shown by (a) The zeroth order jump model (b) The first order jump
model (The figure has been reproduced from Allaerts (2016))

The impact of the capping inversion with regard to wind farm performance was studied by Allaerts and
Meyers (2015). The study reported a lower power output for an increased capping inversion strength,
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and also an increase in the power output of the farm upon increasing base height of capping inversion.
The boundary layer growth is limited by the capping inversion and that the entrainment rate is heavily
dependent upon the capping inversion strength as mentioned in (Allaerts and Meyers, 2014).

After having defined the relevant atmospheric factors, it is imperative to understand their impact upon
the flow in and around wind farms. With regard to the same, the following sections introduce the topic of
wind farm wakes, the effect of stability on the wind farm wakes, the impact of the wind farms on the ABL
and lastly introduces the topic of the present research AGW excitation by wind farms.

1.5.Wind Farm Wakes
The turbines placed in a wind farm extract energy from the incoming wind. The energy extraction leads
to the formation of a region of reduced wind speed and increased turbulence behind each turbine. This
region is referred to as the wind turbine wake or the turbine wake region. The momentum deficit in
the wake region is recovered downstream through transfer of energy through turbulence from the free
stream to the wake region. The exact distance at which the complete recovery of turbine wakes varies,
as reported by multiple studies. While Ammara et al. (2002) assumed the turbine wake recovery to be
extended to 10D, Mehta et al. (2014) measured increased turbulence intensity at 15D. Recent experi
mental studies by Chamorro and PortéAgel (2010) and numerical studies by Wu and PortéAgel (2011)
found wake effects to be prevalent until 20D downstream. Further, Vermeer et al. (2003) segregated the
wake region into the near wake region extending between up to lengths of 2D4D down stream of the
turbine and a region of far wake further downstream. While the near wake is strongly influenced by the
geometry of the turbine blade (as reported by Crespo et al. (1999)), the far wake is influenced by the
incoming flow conditions, the power and thrust coefficients of the turbine.

The main aspects of the nearwake flow region such as the shedding of the root and tip vortices has
been extensively studied both experimentally by Whale et al. (2000), Grant and Parkin (2000), Zhang
et al. (2012), Zhang et al. (2013), Lignarolo et al. (2016), Wei et al. (2017) and numerically by Ivanell et al.
(2010a), Lu and PortéAgel (2011), Ivanell et al. (2010b), Mirocha et al. (2015), Sarmast et al. (2016),
Tabib et al. (2017). Further, the flow characteristics in the far wake region has been studied through
field measurements (Banta et al., 2015, Barthelmie et al., 2004, Bingöl et al., 2010, Marathe et al., 2016,
Smalikho et al., 2013), lab experiments (Bastankhah and PortéAgel, 2014, 2017, Chamorro and Porté
Agel, 2009, Medici and Alfredsson, 2006, Singh et al., 2014) and numerical simulations (Lee et al., 2013,
PortéAgel et al., 2020, Wu and PortéAgel, 2011, 2013).

While the turbines placed upstream extract energy from the incoming flow, their wakes cause a lower
availability of incoming wind power at the downstream turbines in large wind farms. Further, the size,
spread of the wake region, its recovery rate depend on the mean wind speed and direction. These are
dependent on atmospheric factors such as the thermal stability that further determines the turbulence
intensity (Hansen et al., 2012).

1.6.Impact of wind farms on ABL
The presence of wind farms has an impact on local meteorology, and this has been studied through
numerical weather prediction models and field observations. Keith et al. (2004) used climate model
simulations to study the impact of the largescale use of wind power upon the local and global climates
through the extraction of kinetic energy and altering the turbulent transport within the ABL. The study
reported that very large amounts of wind power extraction can cause a nonnegligible climate change at
continental scales.

Further, the velocity deficit regions are found to extend for considerable distances, downstream of
the wind farm. Christiansen and Hasager (2005) studied satellite images and found that the wakes
of the Horns Rev I and Nysted offshore wind farms extended up to downstream distances of 20 𝑘𝑚.
Using the Weather Research and Forecasting model, Fitch et al. (2012) found similar velocity deficits
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downstream of an idealized wind farm. Due to the presence of velocity deficits over large downstream
distances, the presence of one wind farm can result in reduced efficiency at neighbouring wind farms
located downstream. This was confirmed by power measurements of the Nysted wind farm before and
after installation of the Rødsand II Wind Farm (which was located upstream of the Nysted) carried out
by Nygaard (2014). The study reported lower wind power generation (therefore lower efficiency) at the
Nysted farm once the Rødsand II Wind Farm became operational.

Thus, offshore wind farms have a significant impact on the ABL. In recent times, with an increase
in the number of offshore wind farms, (Allaerts and Meyers, 2017, 2018, Wu and PortéAgel, 2017)
suggested that these can excite Atmospheric Gravity Waves (AGWs). These AGWs alter the flow ahead
of the farm and within it, thereby causing power fluctuations at the level of individual turbines. While the
physics of AGWs has been extensively studied independently as mountain lee waves since the 1940s,
AGWs excited by wind farms and the impact they have on wind power generation is a newfound topic
of research.

1.7.Atmospheric Gravity Waves
AGWs are oscillations in buoyancy in a stably stratified fluid, where gravity plays the role of a restoring
force (Rauber and Ramamurthy, 2015). They originate from various sources, of which the most no
table ones include topography, convection, and wind shear. Further, the less notable ones include flow
adjustment in unbalanced flows in the vicinity of frontal systems and jet streams, body forcing that accom
panies localized wave dissipation and interaction among waves (Fritts and Alexander, 2003). Further,
AGWs have a unique ability to transport and distribute energy in a more rapid manner as compared to
the mean flow (Nappo, 2002, Rauber and Ramamurthy, 2015). Early works on AGWs were carried out
by Queney (1948), Scorer (1949) and Gossard and Munk (1954). Among these works, Queney (1948),
Scorer (1949), studied AGWs as lee waves caused by the airflow over mountains. Among the notable
works which have studied AGWs as twodimensional responses to twodimensional topography are Long
(1955), Durran and Klemp (1987) and Lott (1998). Further, AGWs were also studied as responses to
threedimensional topographic perturbation using measurement programs (Nastrom and Fritts, 1992)
and numerical studies, which yielded estimates of mountain wave amplitudes, scales and momentum
fluxes (Fritts and Alexander, 2003). The effect of AGWs on the wind velocity, turbulence fluctuations
within the lowest part of the atmosphere (called the Atmospheric Boundary Layer(ABL)) was studied by
Zaitseva et al. (2018), Jia et al. (2019). The most significant impact of AGWs upon the atmosphere is
the transport of meanflow horizontal momentum (wave stress) in the vertical direction, and this in turn
affects the general circulation and the stable ABL. In the case of a stable ABL, the wave stress may be
as high as the friction stress on the ground (Nappo, 2012). The major source of wave stress is orogra
phy (the presence of hills, mountains). Mountain waves strongly affect the momentum balance (Nappo,
2012). Akin to mountains, very large wind farms act as partially permeable mountains which redirect
the flow upwards, which generates gravity waves (Allaerts and Meyers, 2017). These further induce
considerable changes in the regional pressure field in and around the farm that further causes velocity
fluctuations over the entire wind farm (Smith, 2009).

The present work sheds light on the effect of selfinduced AGWs on an offshore wind farm. Further,
the impact of the thermal stratification in the free atmosphere and the capping inversion on the charac
teristics of the excited AGWs and the effect that these AGWs have on the power output of the farm is
studied. Also, the impact of the base height of the capping inversion on the excited AGW characteristics
and power output is investigated. The exact values of thermal stratifications in the free atmosphere, the
capping inversion and the height of the capping inversions considered are introduced in the next chapter.

1.8.Summary
The current chapter presents a brief history of wind turbine technology. Further, it introduces the various
losses observed in wind farms. It also gives an extensive introduction to the concepts of boundary layer
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meteorology that are relevant to the present thesis topic. Furthermore, it sheds light upon the impact of
the various atmospheric parameters on the wind farm performance. Lastly, the chapter introduces the
topic of the present thesis, which is studying the impact of selfinduced AGWs on an offshore wind farm.

The following chapter presents a detailed review of literature involving the impact of mesoscale phe
nomena such as the Coriolis force upon the air flow in and around wind farms, and also the excitation
of AGWs by offshore wind farms. Furthermore, the identified research question and its novelty is pre
sented. Lastly, the chapter also presents a list of simulations that would present the answer to the posed
research question.



2
Literature Review and Analysis

The present chapter sheds light on the important atmospheric factors (such as thermal stability, the
Coriolis force) that affect the flow in and around large wind farms. Further, it introduces the relevant
literature pertaining to AGWwind farm interactions, while also citing literature that is focused on blockage
(deceleration of flow ahead of a wind farm). The first section and its respective subsections cite recent,
relevant research articles and discusses the main findings in each work. The next section discusses the
limitations in the current body of knowledge and how the present work would fill the gaps therein.

2.1.Relevant Literature and their respective findings
The present section cites relevant literature and lists the important findings. The cited works are further
categorized into subsections based on the respective topics investigated.

2.1.1. Impact of Atmospheric Stability on Wind Farms
The concept of thermal stability or atmospheric stability was introduced in section 1.2. In relation to wind
farms, it affects the mechanical turbulence in the wake region, and also determines the ambient turbulent
intensity (Allaerts, 2016). Further, Hansen et al. (2012) had proved atmospheric stability and turbulence
intensity were correlated. They reported that as the atmosphere becomes more unstable, the turbulence
intensity increases. It also reported a notable quasilinear relationship between the turbulence intensity
and maximum power deficit, where the slope is highly dependent upon the wind turbine spacing. Further,
a power down the line analysis showed that the maximum deficit was between the first two turbine rows,
while no considerable drop in power generation was observed for further consecutive rows of turbines
placed further downstream.

Furthermore, Abkar and PortéAgel (2013) used LES to study the influence of stratification in the
free atmosphere on the ABL flow inside and above a large wind farm and the effect it has on power
extraction by the turbines within the farm. The study considers two Free Atmosphere Lapse Rates (FALR)
(Γ = 1𝐾/𝑘𝑚 and Γ = 10𝐾/𝑘𝑚), two aerodynamic surface roughness lengths viz. 0.1 𝑚 and 0.01 𝑚,
two turbine layouts  staggered and aligned and two turbine spacing values. It reported that, for very
large wind farms, vertical entrainment of kinetic energy from the external atmosphere is the only source
of kinetic energy, which increases the height of the boundary layer. The results reported a shunted BL
growth for a higher lapse rate (Γ = 10𝐾/𝑘𝑚) in the free atmosphere. This further lowered the entrainment
of the kinetic energy from the free atmosphere to the surface layer, which then caused a 35% reduction
in the power output.

Also, Abkar and PortéAgel (2014) used 3D LES to study the flow in and around an infinite wind
farm having a staggered turbine layout operating under two FALR values Γ = 1𝐾/𝑘𝑚 and Γ = 10𝐾/𝑘𝑚.
An energy budget analysis was carried out to understand the effect of various physical processes that
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affect the energy balance while varying the FALR and interturbine spacing. The study reported that
a stronger free atmosphere stratification would reduce the entrainment of energy from there, leading to
lower BL height. Further, an increase in the farm density led to an increase in the height of the BL. Further
analysis of the mean kinetic energy budget within the ABL showed an increase in the work performed
by the pressure gradient upon the BL, which balanced the energy extraction by the turbines. The results
showed that the entrainment of kinetic energy from the mean flow in the free atmosphere increased with
an increase in the density of turbines within the wind farm and a decrease in the static stability of the free
atmosphere. Furthermore, the study reports an increase in the shear production and dissipation with an
increase in density of the wind farm and a decrease in the stratification of the free atmosphere.

Further, Abkar and PortéAgel (2015) observed that the atmospheric stability has a tremendous im
pact upon the spatial variation of mean velocity deficit, wake meandering characteristics and turbulence
statistics in the near wake region. The wake growth is higher in the convective (unstable) case visà
vis its stable counterpart. Also, the wake growth and wake meandering was found to be higher in the
convective case as opposed to its stable and neutral counterparts. A higher turbulence intensity in the
incoming wind in the convective or unstable condition led to a higher turbulence entrainment flux into the
wake, which further led to a higher amount of wake recovery in the unstable case. With regard to pro
duction, dissipation, transport of turbulence, it was found that the turbulence dissipation and production
reach a maximum near the upper edge of the wake. This was due to high turbulent fluxes and wind shear
present in this region. The turbulence production decreased downwind of the turbine with an increase in
the amount of atmospheric stratification.

Allaerts and Meyers (2015) carried out LES to study the flow over an infinite array of wind turbines
operating in a Conventionally Neutral Boundary Layer (CNBL). A simplified model of the atmosphere
was used in the study consisting of three layers viz. (i) the surface layer; (ii) the Capping Inversion (CI);
(iii) the free atmosphere (refer Figure 1.6 for details)

Further, the study defined the Capping Inversion Strength (CIS) as the potential temperature dif
ference between its bottom and top layers 1. Three values of the same viz. 0𝐾, 2.5𝐾 and 10𝐾 were
considered. The study reported that varying the capping inversion characteristics (base height and
strength) led to a change in the power extracted by the turbines. The study considered CI base heights
of 200𝑚, 500𝑚, 1000𝑚 and 1500𝑚. With an increasing inversion strength or height, a decrease in the BL
growth rate was observed. However, in the absence of a capping inversion layer, there was a threefold
increase in the growth rate of the BL as compared to the baseline case. The results also showed that
an increase in the strength of the inversion layer from 2.5 𝐾 to 10 𝐾 caused a decrease of 13 ± 0.2% in
the power output of the wind farm. Also, the height of the base of the inversion layer has a significant
impact upon the power output, which showed an increase of 31 ± 0.4% with increase in the inversion
base height from 500 𝑚 to 1500 𝑚.

2.1.2. Impact of Coriolis Force on Wind Farms
Paul van der Laan et al. (2015) used CFD  RANS to simulate the interactions between two wind farms.
A simplified version of the 𝑘 − 𝜖 model is used to model the ABL. The study quantifies the impact of
Coriolis force on wake interactions between two wind farms. The study reported that while considering a
single wind turbine wake, the Coriolis force had minimal effect on the wind farm. However, they observed
a large impact of the same while considering an entire wind farm (in the present case, the Rødsand 2
wind farm that operated in the wake of the Nysted wind farm). The wakes of the turbines placed in the
wind farm upwind (Nysted) deflected towards the right (due to the Coriolis force), which caused it to align
with the curved layout of the downstream (Rødsand 2) wind farm. The study recommended that since
the effect of the Coriolis force is found to be significant in the RANS simulations, the same should be
considered in future studies involving perusal of wind farm wake interaction.

Further, Paul van der Laan and Sørensen (2016) investigated the impact of Coriolis force upon the
wake of a wind farm located in the Northern Hemisphere. To study the same, two different representations
1This is also the definition used in the present study
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of a wind farm were used, viz. (i) A region of high roughness; (ii) A 5 × 5 actuator disc array. For the
model using the roughness change, the wake of the wind farm turned in the counterclockwise direction
due to the Coriolis force imbalance. Further, for the actuator disc array representation, the wind farm
wake deflected in the clockwise direction. However, using a single turbine model, it was found that the
deflection was caused due to the wind veer present onsite and not due to the Coriolis force itself.

Also, Howland et al. (2020) used LES to study the Coriolis effects observed within and trailing a large
finite wind farm. The study found that the ABL had a significant dependence upon the direction of the
geostrophic wind. This comes out as a result of the horizontal component of the earth’s rotation. Due
to the horizontal component of the Earth’s rotation, the mean velocity, veer profiles and Reynolds shear
stress profiles would be a function of the geostrophic wind direction within a CNBL. As the Reynolds
stresses were being redistributed as a function of direction of the geostrophic wind, the momentum
balance within the BL was found to be altered.

2.1.3. Impact of Self Induced AGWs on wind farms
AGWs have been studied as mountain lee waves since the 1940s. However, the possibility of AGWs
triggered by very large wind farms was first investigated by Smith (2009), who developed a linear quasi
analytical model of the response of the atmosphere to the drag force induced by the turbines in a very
large wind farm. The study observed that the change in potential temperature played a crucial role in
controlling reduction of the wind speed over the farm. The conservation of mass (continuity relation) leads
to an upward displacement of the top of the boundary layer to accommodate horizontal convergence. In
the process of pushing up the stratified layer of air, air parcels of different temperatures get displaced and
this causes temperature anomalies. These further create adverse pressure gradients that decelerates
the incoming flow upstream of the farm. A favourable pressure gradient is created above the farm which
increases the flow velocity in the farm, which prevents additional deceleration of the flow due to the
turbine drag. This results in a nearly uniform overall wind speed over the entire wind farm. The vertical
displacement of the BL also generates trapped gravity waves in the inversion layer above and also gravity
waves that propagate in the vertical direction in the free atmosphere. The results show that, in the sub
critical case 2, the gravity waves in the inversion layer can propagate upstream, thereby changing the
pressure field there. Furthermore, the upstream propagation of the waves on the inversion creates an
adverse pressure gradient, which decelerates the incoming air flow, resulting in a reduced flow velocity
at the first turbine row. In the supercritical case, these gravity waves are unable to move upstream. The
signal seen upstream is due to the gravity waves propagating in the vertical direction. Further, close
to critical conditions(𝐹𝑟 = 1), a strong reduction in wind velocity over the entire farm was observed.
However, a flow acceleration was observed on the sides of the wind farm. The study showed that AGWs
cause fluctuations in the incoming flow velocity over the entire wind farm. However, the study assumes
the linear theory to be valid. Thus, any change in the turbine drag, density or the BL height results in a
proportional change in the wind speed and pressure perturbation.

Further, Lu and PortéAgel (2011) conducted 3D CFDLES using the GEWEX Atmospheric Boundary
Layer Studies (GABLS) case to study the wind turbine wake characteristics in a wind farm of infinite span
wise length operating in a stable ABL. Akin to AGWs perturbed by the presence of mountains, they found
that when a wind turbine is placed in a SBL, buoyancy waves are induced. Further, the study observed
that the kinetic energy extraction is dependent on turbine spacing, i.e. a smaller turbine spacing resulted
in a higher extraction of kinetic energy from the mean flow. It reported a buoyancy frequency of about
0.01 Hz within the range of the wind turbine height, with a dominance of the first mode in the large scale
fluctuations and its resonant modes. This led to a fluctuation in the energy output at each turbine present
within the farm. Further, the SBL gave rise to asymmetric disc loading due to high wind shears. There
2The Froude number (𝐹𝑟) is used to categorize the flow of air as subcritical (𝐹𝑟 < 1), supercritical (𝐹𝑟 > 1) and critical (𝐹𝑟 = 1).
The Froude number is the ratio of the wind speed to wave speed on the inversion.

Mathematically, it is given as: 𝐹𝑟 = 𝑈
√𝑔′𝐻

where 𝑈 is the velocity of flow above the BL, 𝐻 is the BL height and 𝑔′ = 𝑔(Δ𝜃/𝜃), that
accounts for the gravity (𝑔) and CIS (Δ𝜃) i.e. the change in potential temperature across the capping inversion
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were shear forces observed in the vertical and horizontal direction. The vertical shear force was due to
the change in wind speed with height, while its horizontal counterpart is due to the change in the wind
direction caused by the inclusion of the Coriolis force. These shear forces drive the turbulent energy
away from the wind turbine centre.

Wu and PortéAgel (2017) used LES to study the flow around a wind farm of finite streamwise length
placed in a CNBL for two lapse rates within the free atmosphere, viz. Γ = 1𝐾/𝑘𝑚, 5𝐾/𝑘𝑚. The study
reported that for Γ = 1𝐾/𝑘𝑚, the wind flow within and around the wind farm never reach the fully devel
oped regime. However, in the case of Γ = 5𝐾/𝑘𝑚, a vertical deflection of the airflow at the exit and inlet,
triggered standing AGWs. The triggered AGWs cause a flow deceleration at the inlet and acceleration at
the exit. At the inlet, for an FALR of Γ = 5𝐾/𝑘𝑚, a 35% deficit in the turbine power output was observed
as compared to the weakly stratified case. At Γ = 1𝐾/𝑘𝑚, for a supercritical flow (𝐹𝑟 > 1), the gravity
waves did not have any upstream effects and thus the blockage seen in this case was primarily caused
by the presence of downstream turbines.

Allaerts and Meyers (2017) studied the effect of selfinduced AGWs upon an offshore wind farm
operating within a CNBL using LES. The atmosphere is represented as three layers viz. the neutral
surface layer, the capping inversion and the free atmosphere aloft at prescribed altitudes as shown in
Figure 1.6. The incoming BL heights were varied (300 𝑚, 500 𝑚 and 1000 𝑚). These were generated
in a separate precursor LES. At an incoming BL height of 300 𝑚, the inversion layer was displaced
vertically as the BL developed. This further led to an AGW excitation in the free atmosphere and the
inversion layer, which further caused a pressure perturbation on the BL. Overall, the AGWs were found
to redistribute the kinetic energy of the mean flow throughout the farm, and this effect was the highest in
the case of low heights of the incoming BL.

Allaerts et al. (2018) used a fast wind farm BL model combined with ERA reanalysis data to study the
effect of gravity waves induced by the wind farm upon the annual energy yield of a Belgian Dutch wind
farm located offshore. The atmosphere is modelled as a set of three consecutive layers: a surface layer
(where the wind turbines are placed), a second layer that extends till the top of the capping inversion and
the third layer that depicts the free atmosphere. The study reported an estimated annual energy loss
of 4 − 6% caused by the presence of selfinduced gravity waves. However, in some cases, the study
reported a negative velocity reduction, which is indicative of an acceleration in front of the farm. As a
consequence of the wind acceleration ahead of the farm, the power generation increases. It should be
noted that the representation of the entire atmosphere as a three layer model does not hold well in all
cases, as there are possibilities of existence of multiple inversion layers and also that of a heterogeneous
stratification of the free atmosphere.

Allaerts and Meyers (2018) studied the impact of selfinduced gravity waves and the efficiency of
a wind farm operating under the transition from neutral to stable conditions using the LES code SP
Wind. The results obtained throw light upon the effect of stable stratification upon the performance of
large wind farms. The wind farm gravity waves induce an adverse pressure gradient, which decelerates
the flow upstream of the farm. This reduces the power generated by the first row of wind turbines as
compared to a wind turbine operating in isolation. Further, the wake recovery was delayed in the wind
farm under stable conditions, due to lack of turbulent mixing. Also, it was found that the wind farms only
extract energy from a very shallow part of the BL. AGW’s were excited in all the cases simulated, and
the amplitudes showed an increasing behaviour with time and also with the stability of the surface layer
(simulated by the higher surface heat flux). The intensity of the gravity waves was found to be dependent
upon multiple factors such as the rising wind farm drag, Froude number fluctuations and the dispersion
caused by vertically propagating gravity waves. However, the study considers an infinitely wide wind
farm.

Allaerts and Meyers (2019) performed a sensitivity analysis using a fast BL model in a 2D mode
with data from previous LES runs over an infinitely wide wind farm. The sensitivity of the wind farm
induced gravity waves to the layout of the wind farm and the atmospheric state is investigated while also
considering threedimensional effects. The work reported that gravity wave excitation is the highest when
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the critical 𝐹𝑟 = 1. However, the effect upon the energy extraction was observed to be maximum when
the Froude number is slightly less than unity. This is attributed to the tradeoff that occurs between the
amplitude and upstream impact of gravity waves. The presence of surface friction and internal gravity
waves dissipates the perturbation energy.

It was also observed that the impact of gravity waves was minimal for very wide or long wind farm
arrays. The impact is maximum at the aspect ratio of about 1.5 3. Further, it was also found that the
AGW induced power losses increases with turbine height and farm size. Among the factors affecting
the AGW activity, the most crucial ones are the free atmosphere stratification, the convexity of the wind
profile and the difference in direction between the wind within the BL and the geostrophic wind. For the
present study, the wind speed and the Brunt–Väisälä frequency 4 is considered to have a constant value
in the free atmosphere. However, under realistic conditions, this would not be the case.

2.1.4. AGWs caused by topography ahead of wind turbine/farm
Yang et al. (2015) used LES to study the effect of having an upstream 3D hill of finite spanwise length
upon the wake recovery of a wind turbine placed downstream. Three different hill heights are considered 
ℎℎ𝑖𝑙𝑙 = 𝑧ℎ−0.5𝐷, ℎℎ𝑖𝑙𝑙 = 𝑧ℎ and ℎℎ𝑖𝑙𝑙 = 𝑧ℎ+0.5𝐷, where𝐷 is the diameter of the turbine, ℎℎ𝑖𝑙𝑙 is the height
of the hill and 𝑧ℎ is the hub height of the turbine. The study reported that for the case (ℎℎ𝑖𝑙𝑙 = 𝑧ℎ −0.5𝐷),
when the turbine is placed at 6D and 8D downstream of the hill, the impact of the upwind hill on the wake
of the turbine is minimal (in terms of TKE and time averaged downwind velocity). In the cases ℎℎ𝑖𝑙𝑙 = 𝑧ℎ
and ℎℎ𝑖𝑙𝑙 = 𝑧ℎ + 0.5𝐷, the turbine wake recovers faster than that over a flat terrain. However, the study
only considers a single wind turbine and not a large wind farm.

Ollier et al. (2018) studied the effect of upstream gravity waves upon a given wind farm layout using
Ansys Wind modeller with a k𝜖 turbulence model. The effects of the Coriolis force were not considered.
The study modelled a hill of infinite spanwise length upstream of a wind farm array (having a finite span
wise and streamwise length). Standing AGWs of 4.9 𝑘𝑚 wavelength were created, which oscillated
through the wind farm. There is significant variation of velocities at the disc plane of each of the turbines
based on the position of the same relative to the position and shape of the gravity waves. While all
the turbines are incident with wind speeds above the cut in wind speed, a 76% lower power output was
observed at the far eastern edge and a 29% variation in power output was observed in the control case.

Draxl et al. (2020) observed AGWs occurring in a stably stratified atmosphere in the lee of the Cas
cade mountains using Geostationary Operational Environmental Satellite (GOES) data and numerical
simulations. The study reported a variation of 11% power output caused by mountain waves. In the
presence of waves of shorter wavelengths, a portion of the wind farm experienced lower wind velocities,
while the other is exposed to higher wind velocities. The increased wind speeds in portions of the farm
compensated for the reduced counterparts in the other portions, and the effects of the gravity waves upon
the wind farms become minimal. In the period of occurrence of gravity waves with longer wavelengths,
entire wind farms can experience a lull or excess in wind speeds. The study points out that there is a
need to understand the effect of simultaneous high and low wavelength gravity waves upon wind farm
outputs.

2.1.5. Blockage
In the present study, the term blockage will be mentioned several times. Therefore, it is imperative to
define blockage (in the context of the present study).

The term blockage has been used in multiple studies to define the deceleration ahead of the incom
ing wind upstream of the farm. However, a comprehensive definition of blockage is missing from all the
works perused. A qualitative definition of blockage is given by (Bleeg et al., 2018). The study differ
entiates the induction of an individual turbine and the blockage due to the farm itself. The presence of
3The aspect ratio is the ratio of spanwise to streamwise length
4The Brunt–Väisälä frequency is that frequency at which a parcel of air when disturbed in the vertical direction would oscillate in a
statically stable environment (Vallis, 2017)
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the farm blockage is identified through measurements upstream of three unnamed wind farms before
and after their commissioning. Further, the study also includes RANS simulations which point to ”wind
farmscale” blockage. This manifests reduced wind speeds just upstream of each farm. At distances
of 2D upstream, the relative slowdown is 3.4%. Furthermore, the average slowdown is 1.9% at 7D10D
upstream. However, the study lacks a mathematically quantified definition of ’windfarmscale’ blockage.

Another study, by Branlard et al. (2020), defines blockage as the reduction of upstream wind speed
due to the energy extraction by the turbine. The effect is referred to as ”wind farm blockage” and the
affected area is referred to as the induction zone. These are used interchangeably throughout the work.
Further, the study does not consider the large scale array effects and the twoway interaction of the wind
farm with the ABL.

Also, Segalini and Dahlberg (2020) conducted an experimental study to quantify wind farm blockage.
The study aims to quantify the velocity decrease at the first row of wind turbines due to the presence
of other turbines downstream (the rest of the farm). Several staggered layouts have been studied. An
empirical correlation formula has been derived to relate turbine spacing, number of rows and velocity
decrease. However, since this is an experimental study, scaled versions of the turbine are used. Also,
the incoming wind profile does not have the characteristics of a fully developed ABL.

From the works mentioned above, it is understood that the wind farm blockage, can be qualitatively
described as the reduction in wind velocity ahead of the first turbine row due to the presence of the rest of
the farm placed behind and next to the same. In the present study, AGW induced blockage is caused by
the adverse pressure gradient upstream of the farm. It is quantified by the relative drop of the incoming
wind velocity ahead of the first turbine row at a given upstream distance (≈ 10𝐷). Thus, if the value of
velocity magnitude is lower ahead of the farm at a given upstream distance, it is deemed to represent a
case of higher blockage and viceversa.

2.2.Discussion
Early studies of wind turbine wakes had accounted for the impact of the atmospheric stability on them
(Högström et al., 1988, Magnusson and Smedman, 1994). However, a detailed analysis of the impact
of stability on wake characteristics, such as wake spread, meandering was carried out using CFD by
Churchfield et al. (2012), Keck et al. (2014), Mirocha et al. (2015) and Abkar and PortéAgel (2015); us
ing wind tunnel studies by Chamorro and PortéAgel (2010), Zhang et al. (2013) and using experimental
observations by Subramanian et al. (2018). They commonly concluded that the wind turbine wake re
covery is faster in unstable conditions as compared to stable or neutral conditions. These results were
commonly reported for the Lilligrund and Horns Rev farms by Barthelmie et al. (2010) and, Hansen et al.
(2012) respectively.

Further, the impact of the atmospheric stability within the free atmosphere upon the flow in and around
an infinite wind farm was studied by Abkar and PortéAgel (2013), Abkar and PortéAgel (2014). Also,
Allaerts and Meyers (2015) shed light upon the impact of the stability within the capping inversion and
its base height on the wind farm operating within a CNBL. However, all of them consider a farm having
an infinite length in the streamwise and spanwise directions.

Further, Paul van der Laan et al. (2015) used RANS and reported 10 − 15% losses in Rødsand II
while operating in the lee of the Nysted farm. While Dörenkämper et al. (2015) predicted a deflection
towards the pressure gradient related to the reduced wind speed, other studies, such as Fitch et al.
(2012),Paul van der Laan et al. (2015) found a deflection towards the Coriolis force due to increased
turbulent mixing. Further, Volker et al. (2015) showed the opposite direction of wake turning, depending
upon the wind farm wake parameterization used in WRF.

Furthermore, Paul van der Laan and Sørensen (2016) used RANS to investigate the interaction be
tween the Coriolis force and the wind farm wake. The study reported opposite wake deflection in two
simulations based on varying wind farm representations. Also, (Gadde and Stevens, 2019) used LES
to simulate the flow over 30 turbines represented as actuator disks in a CNBL and SBL. The study re
ported that the flow at wind turbine hub height deflects counterclockwise at the entrance of the farm and
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clockwise at a further downstream distance. Thus, there is no consensus in literature on the direction in
which the wind farm wakes turn due to the Coriolis effect.

Further, the impact of selfinduced AGWs on wind farms have been studied by Lu and PortéAgel
(2011), Allaerts and Meyers (2017), Allaerts and Meyers (2018), Allaerts and Meyers (2019). However,
all of them consider a wind farm of infinite spanwise and a finite streamwise length. Since these studies
consider farms having a finite streamwise length, they observe AGWs excited by the wind farm as
compared to studies with infinite stream and spanwise lengths mentioned above. Also, since the studies
consider an infinitely wide (infinite spanwise length) wind farm, the stream wise flow deceleration is
entirely converted to an upward flow deflection. This may lead to overprediction of the AGW excitation
as it does not account for a flow around the farm in the spanwise direction. Thus, a study involving flow
simulation around a large wind farm of finite spanwise length remains imperative.

While (Yang et al., 2015) studied the flow over a hill of finite streamwise and spanwise lengths placed
ahead of a wind turbine, the study does not mention the occurrence of impact of AGWs generated by
the hill. Further, (Ollier et al., 2018) studied the impact of the AGWs generated by a twodimensional
ridge on a wind farm of finite spanwise length placed downstream. Also, (Draxl et al., 2020) studied
the impact of gravity waves occurring in the wake of the Cascade mountains on the wind farm placed
there using the GOES satellite data. The study reports the presence of gravity waves generated by the
presence of the hill upstream of the farm. However, none of these investigate the impact of selfinduced
gravity waves upon offshore wind farms of finite spanwise length. Some of the atmospheric conditions
that were found to affect the spatial and temporal behaviour of gravity waves are studied by the literature
mentioned above are  (i)The atmospheric stability in the surface layer, the inversion layer and the free
atmosphere; (ii) The strength of the capping inversion layer; (iii) The height of the inversion layer

In the present study, the impact of these parameters upon the characteristics of the AGWs excited by
a moderately sized offshore wind farm operating in a CNBL is studied. To the best of the author’s knowl
edge, no simulations have been carried out to study the effect of selfinduced gravity waves considering
an offshore wind farm of finite spanwise length. This would be the novelty of the present research work.

2.3.The Research Question
The research question that then needs answering is:

”How does the thermal lapse rates in the capping inversion and free atmosphere affect the
generation and propagation of selfinduced gravity waves generated by an offshore wind farm

of finite spanwise length?”

Further, in order to answer the research question, and understand the impact of each atmospheric
parameter on the excitation and propagation of selfinduced AGWs, the following parameters are varied
one at a time :

• The Capping Inversion Strength (CIS)  Two values of the same are considered 2.5𝐾 and 10𝐾.
These are common values for offshore conditions as mentioned in (Allaerts and Meyers, 2017,
Sorbjan, 1996)

• The Free Atmosphere Lapse Rate (FALR)  1𝐾/𝑘𝑚 and 10𝐾/𝑘𝑚 are considered based on their
common occurrence under offshore conditions as mentioned in (Abkar and PortéAgel, 2014, Sor
bjan, 1996)

• The Capping Inversion Height (CIH)  500 𝑚 and 1000 𝑚 are considered as in the work by (Allaerts
and Meyers, 2015, 2017)

The choice of these values for each of the parameters is justified by the fact that they commonly occur
under offshore conditions. This is as observed in the literature mentioned beside each parameter.
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2.4.Summary
The present chapter sheds light on the current literature that study the flow in and around large wind
farms. Further, the contributing factors to the excitation of AGWs are identified. Furthermore, two values
of each parameter are chosen for a comparative study. Lastly, the exact research question that would
be answered by the present thesis is identified and the novelty of the present research work is stated.



3
Simulation Methodology

In the present chapter, the reason for choosing RANS to investigate the present problem is stated along
with the governing equations solved in the CFD solution methodology. Also, the chapter sheds light upon
the Rayleigh damping layers used to damp out spurious AGW reflections and the Actuator disk model
used to represent wind turbines in the present study.

3.1.Why RANS/URANS?
Since the present study performs flow simulations in and around an entire wind farm, the flow domain is
𝑂(1000𝑘𝑚3). The Reynolds number (𝑅𝑒) of such flows is very large (𝑅𝑒 ≈ 𝑂(107)). Thus, a complete
resolution of all turbulent length and time scales (including the dissipative scales 𝑂(10−3) ) using Direct
Numerical Simulations (DNS) would prove to be computationally expensive and impossible to achieve
with the currently available stateoftheart HPC resources.

The next available high fidelity tool in CFD is LES, which has been used in many of the studies
(Allaerts and Meyers, 2017, Lu and PortéAgel, 2011, Wu and PortéAgel, 2017). LES involves resolving
the large eddies while modelling the smaller ones (as an effective viscosity). This is done using low pass
filtering and involves finer mesh resolution, which makes it computationally expensive.

The main focus of the present study is to investigate the impact of selfinduced AGWs on an offshore
wind farm (in terms of velocity and power deficits). While investigating the same, it is necessary to
understand the time averaged flow behaviour around the wind farm. This can be achieved using RANS.
Further, since the study considers a CNBL, there is no heat flux leaving or entering the bottom of the
domain. Also, the CNBL is capped with warmer air in the capping inversion and free atmosphere aloft.
These are potential sources of heat flux that can increase the potential temperature at the ground level
through entrainment and mixing. Therefore, the potential temperature in the CNBL can change with time,
causing a growth of the BL. This temporal evolution can be modelled using an Unsteady RANS (URANS)
solver (solverWithoutTurbine). The ABL growth caused by the turbulent entrainment of warm air from
above is balanced by the CIS at some point. After a few hours, the BL growth rate is minimal and a
quasisteady URANS solution is attained. The vertical profiles of this quasisteady state are referred to
as the fully developed CNBL profiles. These are used as initial and boundary conditions to the main set
of simulations, which can then be modelled as a steady RANS solution. The RANS solver used in the
present study is called steadySolverWithoutTurbine.

Also, RANS has been previously used in the analysis of flow around wind farms by (Ollier et al., 2018,
Paul van der Laan and Sørensen, 2016, Paul van der Laan et al., 2015). These studies focus on the
mesoscale phenomena such as the impact of the Coriolis force on wind farms and also AGW’s. Thus,
the choice of RANS would be a good balance between computational power and accuracy, while also
being a time tested tool to analyze the present flow problem.

19
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3.2.Governing Equations of flow
The NavierStokes equations that govern fluid motion are essentially the Newton’s second law for fluids.
The flow within the atmosphere can be described by the compressible NavierStokes equations (Wyn
gaard, 2010). They describe an entire range of time and length scales present in atmosphere, ranging
from large planetary scales (≈ 105 km) to mesoscales (≈ 5km) up to dissipative scales of atmospheric
turbulence (≈ 10−3 m). Further, the compressible equations support a plethora of flow phenomena which
include AGWs, Rossby waves and threedimensional turbulence related motion.

In the case of compressible Newtonian fluids, the momentum equation is as follows:

𝜌 (𝜕U𝜕𝑡 + U ⋅ ∇U)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
1

= − ∇𝑝⏝⏟⏝
2

+∇ ⋅ (𝜇(∇U+ (∇U)𝑇) − 23𝜇(∇ ⋅ U)I)⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝
3

+𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 (3.1)

where in Equation 3.1 U is the velocity field of the fluid, 𝑝 is the pressure of the fluid, 𝜌 is the fluid
density and 𝜇 the fluid dynamic viscosity. In Equation 3.1, terms marked 1 are inertial forces, 2 depict
pressure forces, 3 depict viscous/ frictional forces. Lastly, the 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 terms depict external forces
acting on the fluid such as the buoyancy force (𝜌g), the Coriolis force, the forces arising due to Rayleigh
damping and the forces exerted due to the presence of the actuator disks.

Along with momentum conservation equations (Newtons second law), the mass conservation equa
tion is the continuity equation which is

𝜕𝜌
𝜕𝑡 + ∇ ⋅ (𝜌U) = 0 (3.2)

Here, the Boussinesq approximation is introduced. It is a widely used method to solve nonisothermal
flow problems, such as those related to natural convection. The Boussinesq approximation assumes that
density variations have no impact on the flow fields, other than giving rise to buoyancy forces. It assumes
that the variation of density is only significant in the buoyancy term 𝜌g and can be neglected in the rest
of the equation.

The inertia force terms in Equation 3.1 get multiplied by a constant density 𝜌0 and the buoyancy
considers density as a pressure and temperature dependent quantity. Thus, Equation 3.1 becomes:

𝜌0 (
𝜕U
𝜕𝑡 + U ⋅ ∇U) = −∇𝑝+∇ ⋅ (𝜇(∇U+(∇U)

𝑇)− 23𝜇(∇ ⋅U)I)+𝜌g+FTURBINES+FDAMPING+FCORIOLIS
(3.3)

The density 𝜌 is then expressed as the sum of a reference density (𝜌0) and a fluctuation component
Δ𝜌. The continuity and momentum equations yield Equation 3.4 and Equation 3.5 respectively:

𝜕(𝜌0 + Δ𝜌)
𝜕𝑡⏝⎵⎵⎵⏟⎵⎵⎵⏝

𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙

+∇ ⋅ ((𝜌0 + Δ𝜌)U)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= 0 (3.4)

𝜕(𝜌0 + Δ𝜌)U
𝜕𝑡⏝⎵⎵⎵⏟⎵⎵⎵⏝

𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙

+∇ ⋅ ((𝜌0 + Δ𝜌)UU)⏝⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏝
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= −∇𝑝+∇ ⋅ (𝜇((∇U+ (∇U)𝑇)) − 23𝜇(∇ ⋅ U)I+ (𝜌0 + Δ𝜌)g⏝⎵⎵⏟⎵⎵⏝
𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦

+ FTURBINES + FDAMPING + FCORIOLIS

(3.5)

The Boussinesq approximation allows the treatment of density as a constant in the temporal and
convection terms (𝜌 = 𝜌0). The only effect of density changes is in the gravity related or buoyancy force
terms. This further reduces the continuity equation to its incompressible form

∇ ⋅ U = 0 (3.6)

Further, substituting the result of the continuity equation in the momentum equation causes the term
−23𝜇(∇ ⋅ U)I = 0. Furthermore, assuming a constant dynamic viscosity (𝜇), the momentum equation
becomes:

𝜌0 (
𝜕U
𝜕𝑡 + U ⋅ ∇U) = −∇𝑝 + 𝜇∇

2U+ 𝜌g+ FTURBINES + FDAMPING + FCORIOLIS (3.7)
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Dividing Equation 3.7 by reference density (𝜌0) yields:

(𝜕U𝜕𝑡 + U ⋅ ∇U) = −
1
𝜌0
∇𝑝 + 𝜈∇2U+ 𝜌

𝜌0
g

⏟
𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦

+FTURBINES + FDAMPING + FCORIOLIS (3.8)

In order to depict the density variation based on change in temperature, the coefficient of thermal
expansion needs to be introduced. Mathematically, it is defined as:

𝛽 = − 1𝜌0
(𝜕𝜌𝜕𝑇)𝑝

(3.9)

Making a linear approximation to Equation 3.9 yields 𝛽 = − 1
𝜌0
(𝜕𝜌𝜕𝑇 )𝑝 ≈ −

1
𝜌0

𝜌−𝜌0
𝑇−𝑇0

; 𝜌−𝜌0 ≈ −𝜌0𝛽(𝑇−
𝑇0) and 𝜌 ≈ 𝜌0[1 − 𝛽(𝑇 − 𝑇0)]. The buoyancy term can be rewritten as:

𝜌g
𝜌0
= [1 − 𝛽(𝑇 − 𝑇0)]g (3.10)

Substituting this into (Equation 3.8) reduces to:

(𝜕U𝜕𝑡 + U ⋅ ∇U) = −
1
𝜌0
∇𝑝 + 𝜈∇2U+ [1 − 𝛽(𝑇 − 𝑇0)]g⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦
+FTURBINES + FDAMPING + FCORIOLIS (3.11)

The Boussinesq approximation holds only when the density variation(Δ𝜌) is very small as compared
to the background density (𝜌0) i.e.

Δ𝜌
𝜌0
<< 1.

3.3.Reynolds Averaged Navier Stokes (RANS) equations
The RANS equations are timeaveraged equations of fluid motion. The fundamental idea behind the
equations is the Reynolds decomposition, where an instantaneous quantity is decomposed into its time
averaged and fluctuating components (Reynolds, 1895). For example, the quantity of flow velocity U can
be written as:

U(𝑥, 𝑦, 𝑧, 𝑡) = U(𝑥, 𝑦, 𝑧) + u′(𝑥, 𝑦, 𝑧, 𝑡) (3.12)

where, in Equation 3.12, U is the time average of the flow velocity (U = lim𝑇→∞ ∫
𝑡0+𝑇
𝑡0 U𝑑𝑡, where

𝑡0 is an arbitrary start sampling time) and u′ are the fluctuating components of the same. Further, the
properties of the averaging are listed in the following subsection.

3.3.1. Properties of Reynolds Averaging
𝑢′ = 0 (3.13)

𝑢 + 𝑣 = 𝑢 + 𝑣 (3.14)

𝑢 = 𝑢 (3.15)

𝑢 ⋅ 𝑣 = 𝑢 ⋅ 𝑣 (3.16)

𝜕𝑢
𝜕𝑠 =

𝜕𝑢
𝜕𝑠 (3.17)

Substituting the velocity as its mean flow and fluctuating component and incorporating the properties
of the Reynolds averaging procedure, the equations of continuity in the RANS form is:

∇ ⋅ 𝑈 = 0 (3.18)

In the case of the momentum equations written below, the buoyancy, Coriolis, turbine and Rayleigh
damping forces are clubbed into the 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 term. The X, Y, Z momentum equations in the RANS form
are as follows:

𝑈𝜕𝑈𝜕𝑥 + 𝑉
𝜕𝑈
𝜕𝑦 +𝑊

𝜕𝑈
𝜕𝑧 +

𝜕𝑢′𝑢′
𝜕𝑥 + 𝜕𝑣

′𝑢′
𝜕𝑦 + 𝜕𝑤

′𝑢′
𝜕𝑧 = − 1𝜌0

𝜕𝑝
𝜕𝑥 + 𝜈∇

2𝑈 + 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙(𝑋) (3.19)
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𝑈𝜕𝑉𝜕𝑥 + 𝑉
𝜕𝑉
𝜕𝑦 +𝑊

𝜕𝑉
𝜕𝑧 +

𝜕𝑢′𝑣′
𝜕𝑥 + 𝜕𝑣

′𝑣′
𝜕𝑦 + 𝜕𝑤

′𝑣′
𝜕𝑧 = − 1𝜌0

𝜕𝑝
𝜕𝑦 + 𝜈∇

2𝑉 + 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙(𝑌) (3.20)

𝑈𝜕𝑊𝜕𝑥 + 𝑉
𝜕𝑊
𝜕𝑦 +𝑊𝜕𝑊𝜕𝑧 +

𝜕𝑢′𝑤′
𝜕𝑥 + 𝜕𝑣

′𝑤′
𝜕𝑦 + 𝜕𝑤

′𝑤′
𝜕𝑧 = − 1𝜌0

𝜕𝑝
𝜕𝑧 + 𝜈∇

2𝑊 + 𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙(𝑍) (3.21)

The occurrence of fluctuating quantities on the righthand side of Equation 3.19, Equation 3.20 and
Equation 3.21 is the source of the turbulence closure problem. In the present case, a second order
turbulence closure based on two transport equations for the turbulent kinetic energy (𝑘) and turbulent
dissipation rate (𝜖) (Koblitz et al., 2015, Sanz Rodrigo et al., 2017, Sogachev et al., 2012) is used in the
present case. The 𝑘 − 𝜖 model (Hargreaves and Wright, 2007) has been widely used for studying ABL
flows by Apsley and Castro (1997),Paul van der Laan et al. (2015), Paul van der Laan and Sørensen
(2016) and also used to study AGWs (Ollier et al., 2018). The transport equations for 𝑘 and 𝜖 are:

𝜕𝑘
𝜕𝑡 = 𝐵 + 𝑃 − 𝜖 +

𝜕
𝜕𝑧 (

𝐾𝑚
𝜎𝑘
𝜕𝑘
𝜕𝑧 ) (3.22)

𝜕𝜖
𝜕𝑡 =

𝜖
𝑘 (𝐶

∗
𝜖1𝑃 − 𝐶𝜖2𝜖 + 𝐶𝜖3𝐵) +

𝜕
𝜕𝑧 (

𝐾𝑚
𝜎𝜖
𝜕𝜖
𝜕𝑧) (3.23)

where in Equation 3.22, Equation 3.23, 𝜎𝑘 and 𝜎𝜖 are Schmidt numbers 1 for 𝑘 and 𝜖, 𝐵 and 𝑃 are the
buoyancy production rates and shear production rates of 𝑘 respectively. Further, 𝐶𝜖2 and 𝐶𝜖3 are model
coefficients. Furthermore, the eddy viscosity is defined as 𝐾𝑚 = 𝐶𝜇𝑘2/𝜖, where 𝐶𝜇 is the coefficient
which equals the square of the ratio of shear stress and turbulent kinetic energy in equilibrium. The
model coefficients used are 𝐶𝜖1 = 1.52,𝐶𝜖2 = 1.833,𝜎𝑘 = 2.95,𝜎𝜖 = 2.95,𝐶𝜇 = 0.03 as mentioned in Sanz
Rodrigo et al. (2017). Further details of the solver are as mentioned in section 2 of Sanz Rodrigo et al.
(2017).

Further, as buoyancy effects are significant to the present flow problem, it is necessary to solve a
conservation equation for the potential temperature (𝜃). In the present study, the radiative and phase
change heat transfer effects are assumed to be absent. The energy equation written in terms of the
conservation of potential temperature is as follows:

𝜕𝜃
𝜕𝑡 = −∇ ⋅ 𝑢𝜃 + ∇ ⋅ 𝜅𝑒𝑓𝑓∇𝜃 (3.24)

where, in Equation 3.24, 𝜅𝑒𝑓𝑓 is the sum of the viscous and turbulent contributions of the thermal diffusion
coefficient. The diffusion related terms in the momentum equation are simulated assuming an isotropic
eddy viscosity, which relates the turbulent fluxes to the gradients of the mean flow quantities. 𝑤𝜃 = 𝐾𝑚

𝑃𝑟
𝜕𝜃
𝜕𝑧

where 𝑃𝑟  the Prandtl number 2 is assumed to be equal to 1. The eddy viscosity 𝐾𝑚 is the product of
the mixing length and velocity scales.

3.4.The external force terms
In Equation 3.19, Equation 3.20 and Equation 3.21, the external force terms include the gravity/ buoyancy
force, the Coriolis force, the turbine force and the forces arising due to the implemented Rayleigh damping
layer. The definition and the mathematical expressions for these external forces are explained in the
following subsections.
1Schmidt number is a dimensionless quantity which is the ratio of the kinematic viscosity (momentum diffusivity) andmass diffusivity
2The Prandtl number is a dimensionless number which is defined as the ratio of momentum diffusivity to thermal diffusivity
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3.4.1. The Coriolis force
It is calculated as

FCORIOLIS = −2Ω⃗ × v (3.25)

whereupon further resolution of the vectors (Ω⃗ and v) in the (𝑋, 𝑌, 𝑍) directions, the component orthogonal
to the velocity over the earth surface is given as 2𝜔𝑣𝑠𝑖𝑛𝜙 where 𝜔 is the rate of the earth’s rotation and
𝜙 is the latitude of the location of interest. The Coriolis parameter (𝑓) is calculated as 𝑓 = 2𝜔𝑠𝑖𝑛𝜙.

3.4.2. Actuator Disk forces
In the present study, turbines are modelled as actuator disks. Since the main focus of the present study
is to study the impact of selfinduced AGWs on an offshore wind farm, a complete resolution of the
boundary layer phenomena at each turbine is unfeasible. Thus, the turbines are modelled as actuator
disks. Further, the impact of the tower mounting the wind turbine is neglected in the present study.

Earlier studies involving flow simulation around large wind farms such as (Allaerts, 2016, Allaerts and
Meyers, 2015, 2017, Meyers and Meneveau, 2010b, Wu and PortéAgel, 2015) have used actuator disks
to represent the wind turbines. In the current study, nonrotating Actuator Disks (AD) is used to represent
individual turbines, in which the tangential forces are neglected.

The traditional implementation of the Actuator Disk Model (ADM) in OpenFoam6 (OF6) is based on
the classical ADM (Jenkins et al., 2001), where the Actuator Disk is defined as a cylinder of a userdefined
radius and thickness with specified values of the thrust coefficient (𝐶𝑇) and the power coefficient(𝐶𝑃). Fur
ther, this implementation of the ADM uses the undisturbed reference velocity to calculate the thrust force
that the turbine exerts upon the flow. In the case of very large wind farms, due to the considerable amount
of interaction between wind farm wakes, the definition of the upstream velocity at each individual turbine
and the point where it is sampled is ambiguous and a diskbased approach is more accurate. Thus, a
disk based approach is necessary. In this approach, the diskbased thrust coefficient 𝐶′𝑇 represents the
overall effect of the blade lift and drag forces on the air flow at the actuator disk. It is mathematically
calculated as:

𝐶′𝑇 =
𝐶𝑇

(1 − 𝑎)2 (3.26)

Further, the disk based thrust force exerted by the turbine is calculated as:

𝛿𝐹𝑥 = −
1
2𝐶

′
𝑇𝜌0𝑉

2
𝛿𝐴 (3.27)

where, in Equation 3.27, 𝑉 is the velocity magnitude perpendicular to the actuator disk (unlike the ref
erence velocity used in the traditional implementation). The disk based approach was previously used
in Calaf et al. (2010), Meyers and Meneveau (2010a), Allaerts (2016), Wu and PortéAgel (2013). The
current thesis considers an NREL 15 MW turbine having a rotor diameter of 240 𝑚 and a hub height
of 150 𝑚. The details of the wind turbine can be found in (Gaertner et al., 2020). Also, the study only
considers turbines operating in region 2, i.e. below the rated wind speed. In this region, an optimal Tip
Speed Ratio (TSR) is maintained by varying the generator torque. In this region, the thrust coefficient
remains constant, which further allows for the turbines to be represented by actuator disks of constant
𝐶𝑇. This region is depicted by the constant design thrust coefficient of 0.804 in Figure 3.1.
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Figure 3.1: Thrust and power curves of 15MW International Energy Agency (IEA) wind turbine (Reproduced from: (Gaertner et al.,
2020))

Further, based on the classical AD theory, the axial induction factor (𝑎) is calculated by equating
4𝑎(1−𝑎) = 0.804. Solving this yields values of 𝑎 = 0.72136 and 𝑎 = 0.2787. Since the ADM is invalid at
induction factors (𝑎 > 0.5), the value of 𝑎 = 0.2787 is considered. This is used alongwith the design thrust
coefficient (𝐶𝑇 = 0.804) to get 𝐶

′
𝑇 = 1.5453. Similar representations have been used by (Nilsson et al.,

2015) to represent the turbines operating within the Lilligrund wind farm (𝐶𝑇 = 0.812 ⟹ 𝐶′𝑇 = 1.58)
and studies of the Horns Rev I farm (𝐶𝑇 = 0.78 ⟹ 𝐶′𝑇 = 1.45) (see (Munters et al., 2016, Richard
J.A.M. Stevens and Meneveau, 2015). Further, the effect of the tower is neglected in the present study.

3.4.3. Rayleigh damping layer
As the flow develops in and around the wind farm, AGWs are triggered in the Free Atmosphere and the
capping inversion. These AGW’s reflect at the domain boundaries (Allaerts, 2016). The reflected waves
propagate downwards and contaminate the model solutions. In order to damp out these spurious AGW
reflections, damping layers are implemented (Warner, 2010).

This is achieved by implementing a wave absorbing layer (also called sponge layer) having enhanced
values of artificial horizontal or vertical diffusion (viscosity). Further, the absorbing layer may need to be
thick, which would require a large computational overhead (Warner, 2010). (Klemp and Lilly, 1978)
has defined the upper half of their domain as the absorbing layer. In the Rayleigh damping term, the
prognostic equation would be of the form (Warner, 2010):

𝜕𝑥
𝜕𝑡 = 𝜏(𝑧)(𝑥 − 𝑥) (3.28)

where 𝑥 is any dependent variable,𝑥 is the reference value of the variable and 𝜏(𝑧) is the damping
coefficient which increases within the domain (Klemp and Lilly, 1978). Furthermore, Klemp and Lilly
(1978) had determined the depth of the damping layer at the top of the domain to be of the order of one
vertical wave length. As the hydrostatic assumption holds good in the present case (similar to the work
by Allaerts (2016)), the vertical wavelength (𝜆𝑧) of the AGW can be mathematically defined as:

𝜆𝑧 = 2𝜋𝑈/𝑁 (3.29)

where in Equation 3.29, 𝑁 is the Brunt–Väisälä frequency as mentioned in Equation 1.1. In the free
atmosphere, the two values of atmospheric stratification considered in the present study are 1𝐾/𝑘𝑚
and 10𝐾/𝑘𝑚. Based on these values, the vertical wavelengths calculated come out to be 10803 𝑚
and 3416.2 𝑚 respectively. The Rayleigh damping layer was also implemented in Lu and PortéAgel
(2011), Hills and Durran (2012), Abkar and PortéAgel (2013), Allaerts and Meyers (2017), Gadde and
Stevens (2019) and Haupt et al. (2020). While Lu and PortéAgel (2011), Abkar and PortéAgel (2013)
have implemented a Rayleigh damping layer at 300 𝑚 following the GABLS case description, there is no
mention of the values of other damping parameters such as the height and maximum Rayleigh damping
coefficient. Further, Hills and Durran (2012) had implemented a 16𝑘𝑚 thick damping layer (starting at
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20 𝑘𝑚 and extending till the top of the domain) with a maximum coefficient of 0.005𝑠−1. However, this
study considers the flow over a 3D mountain ridge and not a wind farm.

Allaerts and Meyers (2017) implemented a 10 𝑘𝑚 thick Rayleigh damping layer, having a cosine
profile (smoothly increasing) damping coefficient of 0.0001𝑠−1. However, the study uses LES and also
assumes a wind farm having an infinite spanwise length. Gadde and Stevens (2019) implemented a
Rayleigh damping layer with a damping coefficient of 0.016𝑠−1 considered in the top 1 𝑘𝑚 of the compu
tational domain. Lastly, Haupt et al. (2020) who studied the 2D flow over a 100 m tall hill had mentioned
that a strong damping layer can cause the gravity waves to reflect off the damping layer. The damping
strength of 0.005𝑠−1 was used in all cases. They examined the effects of the domain length and the
inflow and outflow damping layers and found that shortening the downstream side of the domain and not
using outflow damping resulted in the formation of upstream spurious wave patters. Placing a Rayleigh
damping layer at the exit seemed to mitigate the problem. The study shortened the domain length up
stream of the hill and placed damping layers at the inlet, exit and top of the domain and found that the
solution obtained reasonably agreed with its analytical counterpart. However, this is for a 2D case with
a hill and not a wind farm. Further, the study uses LES and not RANS.

The Rayleigh damping appears as an external force term 𝐹𝐷𝐴𝑀𝑃𝐼𝑁𝐺 in the momentum equations.
Mathematically, it can be expressed as:

𝐹𝐷𝐴𝑀𝑃𝐼𝑁𝐺 = 𝑐(𝑈𝑟𝑒𝑓 − 𝑈) (3.30)

In Equation 3.30, 𝑐 is calculated from the expressions:

𝑐 = 𝑐𝑚𝑎𝑥
2 (1 − 𝑓 ⋅ 𝑐𝑜𝑠 (Π𝑧 − 𝑧𝑠𝑡𝑎𝑟𝑡𝑤 )) (3.31)

where in Equation 3.31,𝑧𝑠𝑡𝑎𝑟𝑡 is the start height of the Rayleigh Damping Layer, 𝑐𝑚𝑎𝑥 is the amplitude of
the damping value and 𝑤 is the thickness of the damping layer.

3.5.Solver Algorithm
In the present study, two CFD RANS solvers (authored by Julia Steiner, a PhD scholar at TUDelft (per
sonal communication)) has been used. One is a steady state RANS solver  steadySolverWithoutTurbine
and the other is a URANS solver solverWithoutTurbine.

The steady RANS solver  steadySolverWithoutTurbine is built upon the existing buoyantBoussi
nesqSimpleFoam solver. This is a steadystate solver used for buoyant, turbulent flow of incompressible
fluid which uses a SIMPLE (SemiImplicit Method for Pressure Linked Equations)3 algorithm for pres
sure velocity coupling. The major modification to the original buoyantBoussinesqSimpleFoam solver is
the solution of an additional transport equation of potential temperature. The URANS solver  solver
WithoutTurbine is based on the architecture of the Unsteady RANS solver  buoyantBoussinesqPimple
Foam. This is a transient solver used for buoyant, turbulent flow of incompressible fluid which uses PISO
(PressureImplicit with Splitting of Operators) algorithm for pressure velocity coupling.

3.6.Simulation suite
In order to understand the impact of each atmospheric parameter viz. thermal stratification in the free
atmosphere (Free Atmosphere Lapse Rate (FALR)), the Capping Inversion Height (CIH) and Capping
Inversion Strength (CIS) each of these parameters should be varied individually. Since the present study
considers two values of each of the three parameters, a total of eight simulations are planned. Each of
these cases are numbered from 0 to 7 as shown in the table Table 3.1 below:
3The SIMPLE algorithm has been discussed in detail in the appendix
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NAME CIS [K] CIH [m] FALR [K/km]
Case0 2.5 500 1
Case1 2.5 500 10
Case2 2.5 1000 1
Case3 2.5 1000 10
Case4 10 500 1
Case5 10 500 10
Case6 10 1000 1
Case7 10 1000 10

Table 3.1: Suite of planned simulations

Further, each simulation is preceded by a precursor single columnmodel simulations. The justification
of the same as a suitable precursor simulation will be discussed later in Chapter 5.

3.7.Summary
The present chapter provides an overview of the two CFD RANS solvers used in the present study.
Further, the RANS equations are presented. This is followed by the numerical implementation of the
wind turbines, the Rayleigh damping layers and the Coriolis force. These appear as the external force
terms in the momentum equations. Lastly, the chapter also sheds light on the suite of the planned
simulations which need to be performed in order to achieve the research objective. The next chapter
presents the setup and results of the benchmark simulations which have been carried out to test the
efficacy of the two solvers  steadySolverWithoutTurbine and solverWithoutTurbine.
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Benchmark studies

In order to validate the working of the two CFD solvers  i.e. steadySolverWithoutTurbine and solver
WithoutTurbine being used to simulate the present case, two benchmark simulations were carried out,
one for each of the solvers. The first simulation tests the efficacy of the URANS solver  solverWithout
Turbine to obtain fully developed ABL profiles, and the second study tests the ability of the RANS solver
steadySolverWithoutTurbine to simulate steady flow over wind turbines.

4.1.Benchmark 1 solverWithoutTurbine
In the present section, the use of the Unsteady RANS (URANS) solver  solverWithoutTurbine is tested to
predict velocity, horizontal flow direction and potential temperature profiles within a Conventionally Neu
tral Boundary Layer (CNBL). Two simulations of neutral ABL developing against two stable background
lapse rates of 𝛾 = 1𝐾/𝑘𝑚 and 𝛾 = 10𝐾/𝑘𝑚 are considered. The results are compared with Abkar and
PortéAgel (2013)(WiRE LES), Allaerts (2016)(SP Wind) and Pedersen et al. (2014a)(NCAR LES).

4.1.1. Case setup
The simulation is set up to match cases 𝑛01 and 𝑛04 of Pedersen et al. (2014a). The case setup for the
URANS simulation is summarized in the Table 4.1

Reference temperature (𝜃𝑜) 290 K
Free Atmosphere Lapse Rate (𝛾) 1K/km and 10K/km

Aerodynamic surface roughness (𝑓𝑐) 0.01
Geostrophic wind speed (G) 10 m/s
Latitude considered (𝜙) 43.43∘

Coriolis parameter (𝑓𝐶 = 2Ω(𝑠𝑖𝑛𝜙)) 0.0001 𝑠−1
Domain size (𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧) 20𝑚 × 20𝑚 × 2000𝑚

Grid resolution (𝛿𝑥 × 𝛿𝑦 × 𝛿𝑧) 10𝑚 × 10𝑚 × 10𝑚
Number of grid points (𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧) 2 × 2 × 200

Table 4.1: Case setup for benchmarking the first solver

The atmospheric flow is simulated in a Single Column Model (SCM) of the atmosphere. A single
column model is one in which the physical domain sizes in the streamwise and spanwise directions
are small as compared to the height of the domain. As the study considers horizontally homogeneous
conditions, the physical extent of the domain in the horizontal directions would have no impact on the
solutions obtained. Thus, this warrants the use of the SCM approach.
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The physical extent of the domain is 20 𝑚 in the streamwise and spanwise directions, and 2000 𝑚 in
the vertical direction. The vertical height of the domain is equal to those considered in the other studies.
Furthermore, the bottom surface is a zeroGradient 1 patch for all the following flow variables  𝑘, 𝜖, 𝜃.
The boundary condition for velocity at the bottom wall is a noSlip. All the lateral faces in the spanwise
and streamwise directions have cyclic or periodic boundary conditions. The initial value of velocity is
10𝑚/𝑠. Further, the initial value of potential temperature have a uniform linear gradient of 1𝐾/𝑘𝑚 and
10𝐾/𝑘𝑚.

4.1.2. Results and Discussion
The simulations are advanced in time for 24 hours. The planar averaged profiles of the horizontal velocity
magnitude (√𝑢2 + 𝑣2), the horizontal flow direction (𝜙 = 𝑡𝑎𝑛−1 ( 𝑣𝑢)), and the potential temperature (𝜃)
become quasisteady after about 20 hours. Figure 4.3 shows the vertical planar averaged profiles of
these quantities averaged over the last hour.

The plots of variation of planar velocity magnitude in the vertical direction nondimensionalise the
vertical height with the height of the BL (ℎ1). Each of the studies considered in the present benchmark
case define ℎ1 differently. While, Abkar and PortéAgel (2013)(WiRE LES) calculates ℎ1 as the height at
which the momentum flux reaches 5 percent of the magnitude at the surface, Allaerts (2016)(SPWind),
considers the boundary layer height ℎ1 as the centre of the inversion layer which is determined by a best
fit analysis of the steady state vertical potential temperature profile as predicted by Rampanelli and Zardi
(2004). However, Pedersen et al. (2014b) does not indicate the method of calculating ℎ1. In the present
study, the definition of ℎ1 is similar to Allaerts (2016), i.e. it is the centre of the inversion layer.

The base of the inversion layer is identified as the height at which the potential temperature begins
to show variation from the uniform value. Further, the top of the inversion layer is the height above
the inversion base at which the potential temperature first equals the lapse rate in the free atmosphere
(Γ = 1𝐾/𝑘𝑚 or Γ = 10𝐾/𝑘𝑚). The centre of the inversion layer is taken as the geometric mean of the
base and top of the inversion layer.

(a) Vertical profile of Planar averaged velocity magnitude for Γ = 10𝐾/𝑘𝑚
(in𝑚/𝑠)

(b) Vertical profile of Planar averaged velocity magnitude for Γ = 1𝐾/𝑘𝑚
(in𝑚/𝑠)

Figure 4.1: Vertical profiles of planar velocity magnitude (in 𝑚/𝑠) of the present study model visàvis other LES codes Allaerts
(2016) (SPWind), Pedersen et al. (2014a) (NCAR LES) and Abkar and PortéAgel (2014) (WiRE LES)

From Figure 4.1a, Figure 4.1b, it can be observed that the vertical profiles of the planar horizontal
velocity (√𝑢2 + 𝑣2) correspond reasonably with the values predicted by other LES codes, viz. WiRE
LES, NCAR LES, SPWind. Also, the sharp change in the planar avergaed horizontal velocity magnitude
and the maximum value of the super geostrophic velocity below the ABL height match reasonably well
with other LES solvers. However, it should be noted that the velocity magnitude shows a sharp jump of
1zeroGradient condition extrapolates the quantity to the patch from the nearest cell value
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velocity at the boundary layer height. The reason for the jump in velocity can be understood as follows:
in the free atmosphere, the wind velocity magnitude equals, 10𝑚/𝑠 and this is the geostrophic velocity.
Further, in the layer below the inversion base (the surface layer), the wind velocity magnitude is affected
by the friction with the earth surface. Thus, the velocity magnitude is less than the geostrophic velocity
in this region. Across the inversion, the geostrophic velocity in the free atmosphere is matched with the
reduced velocity values below the inversion. This gives rise to the sharp jump in the velocity magnitude.
Further, the occurrence of the super geostrophic velocity below the top of the ABL is common in the
cases of a neutral boundary layer capped by an inversion (Blackadar, 1957, Pedersen et al., 2014b).
Furthermore, the reason for the existence of the super geostrophic velocity (jet) is due to the interaction
of the alternate horizontal stress and momentum components, which is induced by the Coriolis force
(Van Der Laan et al., 2021, Wyngaard, 2010).

(a) Vertical profile of planar averaged horizontal flow direction 𝜙 =
𝑡𝑎𝑛−1(𝑣/𝑢) (Γ = 10𝐾/𝑘𝑚)

(b) Vertical profile of planar averaged horizontal flow direction 𝜙 =
𝑡𝑎𝑛−1(𝑣/𝑢) (Γ = 1𝐾/𝑘𝑚)

Figure 4.2: Vertical profiles of planar averaged horizontal flow direction of the present study visàvis other LES codes Allaerts
(2016) (SPWind), Pedersen et al. (2014a) (NCAR LES), Abkar and PortéAgel (2014) (WiRE LES)

A change in flow direction can be observed in Figure 4.2a and Figure 4.2b. This is because, in the
free atmosphere, the wind velocity vector is the result of the pressure gradient force and the Coriolis force
(the geostrophic balance). However, in the layer below the base of the inversion layer, the Coriolis force
(which is linearly dependent on the wind velocity magnitude) is lower due to the reduced velocity magni
tude in this region. Therefore, the direction of the resultant flow changes, and it becomes more aligned
with the imposed pressure gradient. Across the inversion layer, the flow turns from the geostrophic di
rection in the free atmosphere to the resultant direction within the surface layer. This is observed as
a sharp change in the horizontal flow direction in Figure 4.2a and Figure 4.2b. However, the URANS
solver is unable to smoothly resolve the change in the wind direction and wind velocity above and below
the inversion layer.

Further, from Figure 4.3, it can be observed that the values predicted by the current solver agree
reasonably well with the other LES codes for Γ = 10𝐾/𝑘𝑚 while for Γ = 1𝐾/𝑘𝑚 the values are within the
same order of magnitude as predicted by other LES solvers. 2.
2The comparative values for the other LES solvers are obtained by digitizing values from Allaerts (2016) using the web plot digitizer
 Automeris

https://automeris.io/WebPlotDigitizer/
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(a) Variation of potential temperature (in 𝐾) with height for Γ = 10𝐾/𝑘𝑚 (b) Variation of potential temperature (in 𝐾) with height for Γ = 1𝐾/𝑘𝑚

Figure 4.3: Vertical profiles of potential temperature of the present study visàvis other LES codes Allaerts (2016) (SPWind),
Pedersen et al. (2014a) (NCAR LES), Abkar and PortéAgel (2014) (WiRE LES)

In the present benchmark study, the height of the inversion base, its thickness and strength are the
quasisteady outcome of a URANS solution. However, for the main set of simulations, the initial base
height of the capping inversion and its strength are user specified values, which are allowed to develop
further into quasisteady profiles. Therefore, an overpredicted value of ℎ1 as seen in Figure 4.5d is
acceptable.

4.2.Benchmark 2  steadySolverWithoutTurbine
In the present section, the ability of the steady RANS solver  steadySolverWithoutTurbine, to perform
flow simulations around wind turbines (represented as actuator disks) is tested. In order to achieve this,
the case is set up to match the wind tunnel test setup of the 4th Blind Test Experiment (BT4) organized
by NOWITECH and Norwegian Research Cluster for Offshore Wind Energy (NORCOWE) in 2015 (Bartl
and Sætran, 2017, Sætran and Bartl, 2015, Stergiannis et al., 2016).

4.2.1. Case setup
Two model wind turbines (each having rotor diameter 𝐷 = 0.894𝑚 ) are placed one behind the other
at three axial separation distances, viz. 𝑥/𝐷 = 2.77, 5.18, 9. Further, the wind tunnel experiments use
three controlled turbulent uniform inflow conditions. These turbulent inflow conditions are achieved by
placing an evenly spaced turbulence grid at the wind tunnel inlet which generates a desired amount of
Turbulence Intensity (TI) at the upstream turbine, while maintaining a uniform wind speed across the test
section. Further, the velocity is measured at three points (2.77D,5.18D and 8.5D) downstream of the first
turbine.

The computational domain is designed to match the dimensions of the wind tunnel test section (see
Figure 4.4). Also, the initial and boundary conditions are chosen to mimic the wind tunnel experiment
based on the study carried out by (Stergiannis et al., 2016).
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Figure 4.4: Dimensions of the wind tunnel test section (figure reproduced from Sætran and Bartl (2015),Stergiannis et al. (2016))

The blockMesh3 utility of OpenFOAM is used to generate a structured hexahedral grid having a grid
resolution of 5 𝑚𝑚 in all directions. Further, the turbines are represented as classical actuator discs
(based on the OpenFoam implementation of the ADM) having the same diameter as that of the model
turbine with specified values of power and thrust coefficients (values give in Table 4.2).

Upstream Turbine Downstream Turbine
𝐶𝑃 0.468 0.270
𝐶𝑇 0.833 0.569

Table 4.2: The power coefficient (𝐶𝑃) and thrust coefficient (𝐶𝑇) values are the experimental values for 𝑇1 and 𝑇2 for test case 𝐵3
from Table 5 (Bartl and Sætran (2017))

The boundary conditions of the inflow, outflow boundaries are as shown in Table 4.3. Further, slip
conditions are assumed for 𝑈, 𝑘, 𝜖 at all the lateral boundaries.

Dirichlet (Fixed Value) Neumann (zeroGradient)
Inlet 𝑈, 𝑘, 𝜖 p
Outlet p=0 𝑈, 𝑘, 𝜖

Table 4.3: Types of boundary conditions implemented at the inlet and exit of the domain

The boundary conditions are tuned to obtain the inflow conditions of the 𝐵3 case (see (Bartl and
Sætran, 2017)). Further, 𝑈 = 11.5𝑚/𝑠 and the values of 𝑘, 𝜖 are calculated using the following relations:

𝑘 = 3
2(𝑈.𝑇𝐼)

2 (4.1)

𝜖 = 𝐶0.75𝜇
𝑘1.5
𝑙 (4.2)

3The blockMesh utility of OF6 is used to create parametric meshes with grading or with curved edges
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where the turbulent length scale (𝑙) is found for the test case 𝐵3 as 0.065𝑚 from (Bartl and Sætran, 2017).
The inlet values were adjusted to get 𝑇𝐼 = 10% at the first turbine position, similar to the experimental
setup. Further, the wind turbines are placed at an axial separation distance of 9𝐷.

4.2.2. Results and Discussion

(a) Nondimensional velocity profile at 2.77D or L1 (b) Nondimensional profile of TKE at 2.77D or L1

(c) Nondimensional velocity profile at 5.18D or L2 (d) Nondimensional profile of TKE at 5.18D or L2

(e) Nondimensional velocity profile at 8.5D or L3 (f) Nondimensional profile of TKE at 8.5D or L3

Figure 4.5: Nondimensional profiles of velocity, Turbulent Kinetic Energy(TKE) compared with experimental values and other
computational studies modelling the same (Bartl and Sætran (2017), Stergiannis et al. (2016)  The values obtained by Łódź
University (LUT(ALM)) and Experimental  Full Rotor (NTNU) are extracted from Figure 8 in Bartl and Sætran (2017) using the
graph digitizer Automeris)

https://automeris.io/WebPlotDigitizer/
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The numerical results are compared with its experimental counterparts and the Actuator Line Model of
the wind turbine (as implemented by Łódź University of Technology (LUT)) and an Actuator Disc Model
(as implemented by Vrije University, Brussels (VUB)) (Bartl and Sætran, 2017). The horizontal profiles
of the velocity and the Turbulent Kinetic Energy (TKE) at the hub height of the turbine are recorded at
positions 2.77𝐷 (L1), 5.18𝐷 (L2) and 8.5𝐷 (L3) downstream of the first turbine. The velocity magnitude
and TKE values are normalized by the reference velocity 𝑈𝑟𝑒𝑓 = 11.5𝑚/𝑠 and, 𝑈2𝑟𝑒𝑓 respectively.

The results shown in Figure 4.5 show nondimensional velocity profiles (see Figure 4.5a, Figure 4.5c
and Figure 4.5e). The velocity profiles as predicted by the ADM and ALM exhibit an upside down sym
metric profile about the axis of the turbine. This is indicative of a uniformly loaded actuator disk. However,
the values predicted by the experiment show a nonsymmetric velocity deficit in the near wake region
(L1). This is caused by the advection of the tower wake into the rotating rotor wake, as shown by ex
periments (Bartl and Sætran, 2017, Schümann et al., 2013). The presence of the actuator disks in the
flow field results creates a shear layer at the circumference of the disk. This leads to the turbulence
generation shown by the double peaks in the nondimensional TKE plots (see Figure 4.5b, Figure 4.5d
and Figure 4.5f).

From Figure 4.5a, it can be observed that the velocity deficit behind the actuator disks as predicted
by the current benchmark study shows a difference as compared to the experimental values. This is
because the turbine is modelled as an Actuator Disk at the hub height of the model turbine. As the tower
and nacelle have not been modelled and are neglected in the present benchmark study, the impact of
vortex shedding from the same is absent in the velocity deficit plots. However, the minimum amount of
velocity deficit is similar in both the cases. Further, at a downstream distance of 5.18D (L2) from the
first turbine (Figure 4.5c), the velocity deficit predicted by the present study is in good agreement with
its experimental counterpart. The impact of the tower wake on the wake of the upstream turbine is not
clearly visible. This may be attributed to the turbulent mixing occurring in the wake of the farm (Schümann
et al., 2013). Also, the velocity deficit assumes an inverted Gaussian profile. Further downstream, at L3
(see Figure 4.5e), the inverted Gaussian profile of velocity deficits are welldeveloped and the predicted
velocity deficit values are in very close agreement with its experimental counterparts. Also, in this region,
there is a further decrease in the velocity deficit. This can be attributed to the wake recovery occurring
due to turbulent mixing in the wake of the first turbine.

Further, the shearing of the flow at the disk circumference creates a symmetric nondimensional profile
of TKE. The two peaks are due to the flow shear at the circumference, which leads to the creation of tip
vorticity. The thickness of the actuator disk defines the amount of turbulence generation and dissipation
(Daaou Nedjari et al., 2020). Daaou Nedjari et al. (2020) had found that the thickness of the actuator disk
should be close to the chord length of the turbine to get an accurate depiction of the near wake velocity
deficits and also to reduce the difference in the far wake velocity deficits. However, Daaou Nedjari et al.
(2020) does not specify the exact value of ideal actuator disk thickness. The model turbines used in the
present study show a radial variation of the chord length (see Table 5 in Sætran and Bartl (2015)). Thus,
an average of these values are taken as the actuator disk thickness (≈ 50𝑚𝑚). From Figure 4.5b, at
2.77D downstream of the first turbine, it can be observed that the peaks due to the turbulence generation
at the disk circumference show a greater spread as compared to its experimental counterpart. This can
be attributed to the difference in geometry of the actuator disk as compared to the actual model turbines.
Further, upon comparing Figure 4.5d and Figure 4.5f, it can be observed that at L3, the tip vortex decays
to about 50% of the magnitude at 5.18D. This is because of the wake mixing and absence of any further
flow perturbations that reduce the amount of the TKE at downstream distances.

Therefore, it can be concluded that the actuator disk model can be used to represent turbines in a
large scale wind farm.

4.3.Summary
The present chapter presents the results of each benchmark simulation for the RANS and the URANS
solvers. Furthermore, the results obtained are discussed and validated against existing literature. The
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following chapter presents the case setup of the planned simulation suite, followed by the discussion of
the results obtained. Lastly, conclusions are drawn based on the successful simulations performed.



5
Wind farm in a CNBL

The present chapter sheds light on the case setup and results of the flow simulations over an entire wind
farm of finite spanwise and streamwise length. Further, the chapter is divided into two main sections,
which are further divided into subsections. The first section provides an overview of the setup of the
precursor simulations, followed by a presentation and discussion of results obtained therein. This is
followed by the case setup of the main simulation suite and the results obtained therein.

5.1.Precursor Simulations  Single Column Model (SCM)
While most of the literature perused in Chapter 2 focuses on flow over large wind farms, they often
assume cyclic or periodic boundary conditions on the adjacent lateral faces (relative to the incoming
flow) (infinite spanwise length) (Allaerts and Meyers, 2017, 2018, 2019, Lu and PortéAgel, 2011) or
all the lateral faces (infinite farm) (Abkar and PortéAgel, 2013, 2014, Allaerts and Meyers, 2015). The
present study considers a wind farm having a finite spanwise and streamwise length.

To include the windfarm entrance effects and the development of the boundary layer, most of the ear
lier works (Allaerts and Meyers (2017) and Munters et al. (2016)) employ a concurrent precursor method
developed by Stevens et al. (2014). An alternative approach is to run a separate precursor simulation
(Keck et al., 2014, Paul van der Laan and Sørensen, 2016, Paul van der Laan et al., 2015, Wu and Porté
Agel, 2013) and use the data as initial and boundary conditions for the main set of simulations containing
the wind turbines. Since, the aforementioned studies assume horizontally heterogeneous conditions,
the precursor simulations are run on a grid (without turbines) having similar physical dimensions as the
main simulations.

However, in the present study, fully developed ABL profiles at the inlet are obtained by carrying out
precursor URANS simulations using an SCM of the atmosphere. An SCM is one where the height of the
domain is much higher compared to the grid dimensions in the streamwise and spanwise directions. As
the present study assumes horizontal homogenous conditions, the fully developed ABL profiles would be
independent of the physical lengths of the domain in the streamwise and spanwise directions (similar
to the first benchmark study).

Single column URANS models can be used as a proxy to 3D models used in heterogeneous wind
conditions. They provide an economically viable solution to test different ABL settings (Rodrigo et al.,
2018). Previously, the single column model has been used to obtain vertical profiles of potential temper
ature, velocity and other flow variables in several studies (see Sanz Rodrigo et al. (2017), Rodrigo et al.
(2018), Calaf et al. (2011)).

35
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5.1.1. Case Setup  SCM
To set up flow simulations using the SCM, a grid of dimensions 20 𝑚×20 𝑚 in the horizontal directions and
10 𝑘𝑚 in the vertical direction is set up (equal to the vertical dimension of the grid containing turbines).
Further, a latitude of 43.43∘ is assumed to represent the location of the wind farm. This value has been
used previously in the studies carried out by Allaerts (2016), Allaerts and Meyers (2017), Gadde and
Stevens (2019).

The initial values of each flow variable (𝑈, 𝑘, 𝜖) define the flow characteristics within the CNBL, and
the vertical profile of 𝜃 defines the strength and base height of the capping inversion located above the
CNBL. Low inversion base heights are common under offshore conditions (Allaerts and Meyers, 2015).
For example, Brost et al. (1982) has shown capping inversion heights to be as low as 400 𝑚. These
heights are also reported by other measurement campaigns (Grant, 1986, NICHOLLS, 1985). Such low
inversion layer heights have a strong influence on wind farm performance (Allaerts and Meyers, 2015).
Therefore, in the present study, two inversion heights are considered viz. 500 𝑚 and 1000 𝑚 based on
their common occurrence under offshore conditions (Allaerts and Meyers, 2015, Sorbjan, 1996).

(a) Vertical profiles of 𝜃 for various test cases (Liu et al., 2021) (b) Vertical profiles of 𝜃 for various test cases (Sood et al., 2020)

Figure 5.1: Vertical profiles of potential temperature for various cases as reported by Sood et al. (2020) and Liu et al. (2021)

Further, Hess (2004) had estimated the capping inversion strength and thicknesses of the marine
stratocumulus experiments. They were in the range between 2.7 𝐾−8.7 𝐾 and 50 𝑚−150 𝑚 respectively
(see Figure 5.3 for typical profile shapes obtained in (Liu et al., 2021, Sood et al., 2020)). In the present
study, an average capping inversion thickness between the two values (110𝑚) and two values of the
CIS (2.5 𝐾 and 10 𝐾) are considered. Further, the FALR of 1 𝐾/𝑘𝑚 and 10 𝐾/𝑘𝑚 are chosen. These
are typical values as reported by Sorbjan (1996) and have been previously used by Allaerts and Meyers
(2015), Allaerts (2016), Abkar and PortéAgel (2013).

The computational setup (specifically the boundary conditions) of the SCM should represent a vertical
column of the atmosphere under offshore conditions. To achieve the same, cyclic or periodic boundary
conditions are applied on all lateral faces of the single column model. The single column model is ini
tialized with a uniform geostrophic wind speed of 10 𝑚/𝑠 (in the positive X direction). The reference
potential temperature is set to 𝑇0 = 290 𝐾 which is also the temperature at the ground (similar to the first
benchmark study). Further, the drag due to the ocean waves are modelled as an aerodynamic surface
roughness length (𝑧0) set to 0.0002𝑚 (Allaerts, 2016, Sullivan et al., 1994). A horizontal pressure gradient
forcing having a fixed value of 0.001𝑃𝑎/𝑚 is applied within the domain in the spanwise direction.

Furthermore, the initial vertical profiles of potential temperature is implemented using a firstorder
model. The firstorder model is better than its zero order counterpart, as it allows the definition of the
capping inversion characteristics, such as its base height and strength and a finite thickness (see Fig
ure 1.7). Observational studies and measurements have indicated that a first order jump model does not
accurately define the potential temperature variation that is prevalent in the actual atmosphere. However,
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this can be used to describe the initial values of the precursor simulation. A smoothly varying vertical
profile of 𝜃 akin to the case of Rampanelli and Zardi (2004) can be achieved in two ways.

The first method is to prescribe the initial vertical profile for 𝜃 with a first order model. This would
inherently define the base height, thickness and strength of the Capping Inversion (CI), and the Free
Atmosphere (FA) stratification. Further, the CFD simulations are advanced in time till a quasisteady
(equilibrium) state is developed. In this case, the user has complete control over the capping inversion
height and strength. Another method, is to assume an initial linear variation of potential temperature
(having the same magnitude as the FALR) with height and let the CNBL develop over time.

This is similar to the approach adapted in the first benchmark study. However, in this case, the
user has no control on the Capping Inversion Height (CIH) and the Capping Inversion Strength(CIS).
They are determined by the balance of the turbulent entrainment from the free atmosphere above and
the capping inversion strength. The present study employs the former method to define the capping
inversion characteristics.

Further, the setFieldsABL utility of SOWFA is used to set up the initial field values of the flow vari
ables such as pressure, potential temperature,U,𝑘 and 𝜖 within the domain 1. The simulations are then
advanced in time for 24 hours. After ≈ 20 hours, the values of all flow variables (𝑈, 𝜃, 𝑘, 𝜖) attain a quasi
steady state. The field values of each flow variable is further averaged over the last hour and used as
input (initial and boundary conditions) for the main simulation suite.

5.1.2. Results and Discussion  Single Column Model
The URANS simulations were found to be sensitive to the time step value considered, as it used the
PressureImplicit with Splitting of Operators (PISO) algorithm for pressure velocity coupling. A small
time step of < 0.5 𝑠 is considered in order to maintain the Courant number (𝐶 < 0.5) 2. This ensures
the stability of the transient simulations by ensuring that the system of equations remains diagonally
dominant.

The results shown in Figure 5.2 depict the temporal evolution of planar averages 3 of each of the
flow variables with height 𝑈𝑝𝑙𝑎𝑛𝑎𝑟 , 𝜃, 𝑘, 𝜖 over a period of 24 hours for Case 0 (CIS=2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;
𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚). The plots show the temporal variation (after every 6 hours (21600 s)) of vertical profiles
of planar averaged velocity (√𝑢2 + 𝑣2), horizontal flow direction, 𝜃, 𝑘 and 𝜖.

From Figure 5.2a, it can be observed that the initial vertical profile (at 𝑡 = 0𝑠) of the planar averaged
velocity is a uniform value of 10𝑚/𝑠. The vertical profiles exhibit a transient behaviour over the first ≈ 20
hours, after which they become quasi steady. The shapes of the vertical profiles of planar averaged
velocity are similar to the CNBL profiles shown in Sood et al. (2020) and Liu et al. (2021) (as shown in
Figure 5.3).

Further, from Figure 5.2b, the change in the horizontal flow direction can be observed with time. A
sharp change in the horizontal wind direction above and below the inversion can be observed. This is
because above the inversion layer, the wind direction is a result of the Coriolis force and the applied
pressure gradient forcing, and below the inversion, the Coriolis force is reduced due to the reduced wind
speed. This causes the wind to turn into the direction of the applied pressure gradient forcing.
1The utility takes as input  the variation of the field values with height and distributes them throughout the cells within the domain
depending on the height coordinate of the cell height specified in the input. The original setFieldsABL utility has been modified to
accommodate 𝑘 and 𝜖 profiles

2The Courant number is the dimensionless value which depicts the amount of time a particle stays in one cell of the mesh.
Mathematically, it is calculated as 𝐶 = 𝑢 Δ𝑡Δ𝑥

3average of all values in an XY slice at a particular height
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 5.2: Evolution of profiles of the flow variables over 24 hours for Case 0 (CIS=2.5K; CIH=500m; FALR=1K/km)

From Figure 5.2a, it can be observed that the initial vertical profile (at 𝑡 = 0𝑠) of the planar averaged
velocity is a uniform value of 10𝑚/𝑠. The vertical profiles exhibit a transient behaviour over the first ≈ 20
hours, after which they become quasi steady. The shapes of the vertical profiles of planar averaged
velocity are similar to the CNBL profiles shown in Liu et al. (2021). Further, from Figure 5.2b, the change
in the horizontal flow direction can be observed with time.



5.2. Main Simulation suite 39

(a) Vertical profiles of √𝑢2 + 𝑣2 for various test cases (Liu et al., 2021) (b) Vertical profiles of √𝑢2 + 𝑣2 for various test cases (Sood et al., 2020)

Figure 5.3: Vertical profiles of planar velocity magnitude for various cases as reported by Sood et al. (2020) and Liu et al. (2021)

The sharp change in the direction of the wind above and below the inversion can be observed from
here. This is because above the inversion layer, the wind direction is a result of the Coriolis force and
the applied pressure gradient, and below the inversion, the Coriolis force is reduced due to the reduced
wind speed. This causes the wind to turn to the direction of the applied pressure gradient.

Further, from Figure 5.2c, the temporal evolution of the vertical profiles of 𝜃 can be observed. The
initial temperature profile shows a firstorder temperature variation with altitude. Based on the initial
temperature profile, it can be observed that warmer air is placed above the neutral boundary layer.
Over time, the warm air from above is entrained in to the neutral surface layer below. This raises the
temperature at the ground and eventually creates a smooth variation of temperature with altitude (similar
to the analytical profiles obtained by (Rampanelli and Zardi, 2004)).

After ≈ 20 hours, further entrainment of warm air from the warm upper layers is balanced by the
strength of the capping inversion. This is the quasisteady state, where the growth of the CNBL is of
the order of a few 𝑚𝑚/ℎ𝑜𝑢𝑟. Similar quasisteady behaviour is observed in the case of 𝑘 and 𝜖 (see
Figure 5.2d and Figure 5.2e respectively). Higher values of the two variables are observed at the ground
level due to the presence of the ground itself, which negatively perturbs the flow. Similar graphs depicting
the temporal behaviour of the relevant flow variables for the remaining cases (Cases 1  7) have been
included in the appendix.

As the flow variables exhibit a quasisteady behaviour, their values are averaged after 23 hours
(82800 s). These averaged values are then used to set up the initial and boundary conditions for the
main simulations. Since the horizontal flow direction (𝜙) at the hub height ≠ 0∘ (i.e., perpendicular to
the actuator disk) (see Figure 5.2b, the entire vertical profile of 𝜙 needs to be rotated such that the flow
remains perpendicular to the actuator disk at the hub height and the applied pressure gradient remains
in the same direction with respect to the velocity components obtained in the quasisteady solution.

5.2.Main Simulation suite
The wind farm considered in the present study contains twentyfive NREL 15MW research turbines, each
having a hub height of 150 𝑚 and a rotor diameter(𝐷) of 240 𝑚 (Gaertner et al., 2020). The turbines are
modelled as actuator disks having the same disk diameter and placed at the same hub height as the
actual turbine. The tower on which the nacelle rotor assembly is mounted is neglected in the present
study.

Previously, Wu and PortéAgel (2013) studied the flow around a wind farm having an aligned turbine
layout with separation distances of 5D and 4D in the streamwise and spanwise directions, respectively.
Further, Chamorro and PortéAgel (2011) simulated flow around an aligned turbine layout having 5D, 7D
streamwise turbine separation distances and 4D spanwise turbine separation distance. Furthermore,
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(Allaerts, 2016) considered a turbine separation distance of 7.5D and 5D in the stream and spanwise
directions. Thus, in the present study, the turbines are laid out in an aligned manner having a stream
wise separation of 7𝐷 and a spanwise separation of, 4𝐷 as these are typical values of turbine separation
distances that are chosen by other CFD studies.

5.2.1. Case setup
The wind farm layout and the Rayleigh damping layers are as shown in Figure 5.4. The case set up
of the main domain containing the turbines (their ADM representations) is as shown in Figure 5.4 and
Figure 5.5. The mesh is divided into two blocks. The bottom block extends 100 𝑚 above the top of the
prescribed inversion layer top height and has a resolution of 25 𝑚 in all directions. Furthermore, the
turbines and their wakes have a refined mesh resolution of 12 𝑚. The top of the domain has a mesh
resolution of (100 𝑚, 200 𝑚, 25 𝑚 − 100 𝑚) in the (𝑋, 𝑌, 𝑍) directions.

A gridindependent study was attempted in the present case. However, a refinement of the grid in
the block above the inversion layer led to a divergence in the simulations. The reason for the same is
unknown and further research needs to be carried out to understand why this happens.

Figure 5.4: Planar view of the case setup being used in the current study (XY plane) (Top View)

Figure 5.5: Planar view of the case setup taken along the middle column of turbines (XZ plane) (Side View)

Based on the literature perused in subsection 3.4.3, very little guidance is provided to determine the
thickness and the value of the damping layer coefficient for the present problem. In the present study,
based on the range of values suggested in the studies cited in subsection 3.4.3, the Rayleigh damping
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thickness were determined to be 5000 𝑚 at the entrance, exit and the top of the domain with a common
Rayleigh damping coefficient of 0.03𝑠−1 through trial and error.

Further, unlike the earlier studies (Allaerts and Meyers, 2017, Hills and Durran, 2012, Klemp and Lilly,
1978) which assumed a uniformly increasing damping through the layer, the present study employs a
stepup (𝑓 = +1) or step down configuration (𝑓 = −1). The difference between the stepup and step
down configurations can be understood as an increase in the magnitude of forcing as one moves from
the start to the end of the layer. Through a stepup configuration, the forcing increases from the beginning
to the end, and the opposite is true for a stepdown configuration.

At the inlet (upstream of the farm), the stepdown configuration is used, as this region are expected
to only contain weak AGW reflections from the top of the domain. However, the top of the domain and at
the exit (downstream of the farm), would contain the AGWs excited by the wind farm and their reflections
from the boundaries. There, in these two regions, the stepup configuration is implemented.

The initial and boundary values of all flow variables (viz. 𝑘, 𝜖, 𝜃) within the mesh are obtained as
planar averaged values 4 from the single cell precursor simulation. Furthermore, the initial and boundary
values of U are specified by rotating the vertical profile of the horizontal flow direction by a requisite angle
to obtain perpendicular flow at the actuator disk at the hub height. Also, the imposed pressure gradient
is split into its components in the stream and spanwise directions in order to remain relatively similar in
direction with respect to the rotated velocity profile.

The lateral faces were imposed with a cyclic or periodic boundary condition. Due to this, one may
argue that the novelty of the present study, which considers flow over a wind farm of finite spanwise
length, has been lost. However, since the sum total of distances on either side of the wind farm > 1.5×
the spanwise farm length, there exists no lateral interaction between one farm and its periodic neighbour
placed in the spanwise direction.

5.3.Results and Discussion
The wind, flowing into the farm, is decelerated by the wind turbines which extract energy from it. This
forms a region of momentum deficit within the farm (as observed from Figure 5.6). To compensate for the
reduced mass flow within the farm, (the continuity constraint) an upward flow deflection results upstream
of the farm (as observed in Figure 5.8). This pushes the inversion layer upwards (see Figure 5.13), and
causes an increase in the height of ABL.

Also, the upward flow deflection causes the lifting of cold air from below to a region of air having
higher temperature (creating the anomaly referred to by Smith (2009)). The combination of temperature
stratification and boundary layer displacement excites AGWs. The excited AGWs are of two types, viz.
free AGWs in the Free Atmosphere above the inversion layer and the trapped waves that propagate
along the density discontinuity (the inversion layer itself) similar to the prediction by Sachsperger et al.
(2015).

The vertical wavelength (𝜆𝑧) of the triggered AGWs in the Free Atmosphere is given by the mathe

matical relation 𝜆𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 = 2𝜋𝑈/𝑁 (Allaerts, 2016), where the Brunt–Väisälä frequency 𝑁 = √ 𝑔
𝜃0
𝜕𝜃
𝜕𝑧 . The

FALR in the present case is 1 𝐾/𝑘𝑚. which results in 𝜆𝑧 = 10.893 𝑘𝑚. Since the vertical extent of the
domain in to only 10 𝑘𝑚, of which 5 𝑘𝑚 is composed of the Rayleigh damping layer, only 50% of the free
AGW can be observed. Further, the horizontal wavelength of the free AGWs in the free atmosphere is
≈ 42𝐷 (which is ≈ 1.5× farm length).
4values averaged at each XY plane
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Figure 5.6: Contours of velocity deficit (|𝑈| − 𝑈𝑟𝑒𝑓) (in 𝑚/𝑠) taken on a XZ slice located at the central turbine column for Case 0
(𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚). The vertical and horizontal white lines spanning the domain dimension indicate the
fringe regions. The small vertical white lines at the bottom of the domain indicate turbine positions.

Figure 5.7: Contours of planar velocity (√𝑢2 + 𝑣2 (in 𝑚/𝑠)) taken on an XY slice at hub height for Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚)

Figure 5.8: Vertical velocity contours (in𝑚/𝑠) for Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚) taken on a XZ slice located
at the central turbine column. The vertical and horizontal white lines spanning the domain dimension indicate the fringe regions.
The small vertical white lines at the bottom of the domain indicate turbine positions.

Furthermore, the low temperature anomaly (predicted by (Smith, 2009)) creates a region of high
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pressure upstream of the farm (see Figure 5.10). The adverse pressure gradient upstream of the farm
decelerates the incoming flow (as seen in Figure 5.7) ahead of the farm, causing AGW induced wind
farm blockage. Since the base of the inversion layer is at 445 𝑚, the trapped waves propagating along
the density discontinuity cause fluctuations in the vertical component of velocity at the hub height of the
turbines (as observed in Figure 5.8). These fluctuations in vertical velocity assist in the wake recovery
between consecutive turbines (observed as an increase in Figure 5.12a). The trapped AGWs also cause
an increase in the velocity ahead of the third and fifth turbine rows. The velocity fluctuations, causing a
local increase in power production at these two turbine rows (as seen in Figure 5.12b. Similar fluctuations
were reported by (Allaerts, 2016, Smith, 2009).

As the farm considered in the present study has a finite spanwise length, the flow occurring around
the wind farm needs to be studied. From Figure 5.11b, it can be seen that at each individual turbine,
the incoming flow is deflected around the turbine (shown by the positive and negative horizontal flow
angles in Figure 5.11b). At the level of the entire farm, the flow around the farm is shown by the positive
horizontal flow direction north of the northernmost column (N2) and the negative flow direction south of
the southernmost column (S2) (refer Figure 5.9).

Figure 5.9: Notations used to refer to turbine rows/columns within the farm

The maximum change of flow direction is 4∘ on either side of the wind farm. Further, the change in
the diskaveraged value of the horizontal flow direction of incoming wind along each column of turbines
can be observed in Figure 5.11a. Also, from Figure 5.11a, it can be observed that the southernmost
column (S2) shows a maximum flow deflection of ≈ 0.6∘, while the maximum flow deflection is ≈ 5.1∘ at
the northernmost column (N2). These values of the change in wind direction at the turbine disks show
an overall northerly deflection of the incoming wind direction. The wind direction at the hub height is
affected by the applied pressure gradient, the flow around individual turbines, friction with the ground
and the trapped waves propagating horizontally along the low hanging capping inversion. However, the
effect of the Coriolis force on the wind direction at the hub height is minimal, as the flow is decelerated
by the turbines.

The collective wake of the farm shows a northerly deflection of ≈ 5∘ (as seen in Figure 5.11b), which
is similar to the trends predicted by Paul van der Laan et al. (2015). Also, from Figure 5.10, it can be
observed that in the lee of the farm, there exists a region of low pressure at the hub height of the turbines.
This region of low pressure causes the flow to turn towards this favourable pressure gradient (the central
turbine column) as seen in Figure 5.11a.
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Figure 5.10: Contours of the pressure (relative to the P𝑎𝑚𝑏𝑖𝑒𝑛𝑡)(𝑖𝑛N/m2) taken at the XY slice of the domain at hub height (Case
0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚))

(a) Change in the direction of incoming velocity (disk averaged value) (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚)) as compared its value the exit of Rayleigh damping layer placed at entry

(b) Contours of horizontal flow direction (in degrees) taken at XY slice at hub height (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚))

Figure 5.11: Plots showing the change in the horizontal flow direction (from the inlet) and the horizontal flow direction at the hub
height of the turbine(Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚))
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The resulting pressure distribution at the hub height is influenced by the vertically propagating AGWs
in the free atmosphere and its horizontal counterparts propagating along the capping inversion. An AGW
induced adverse pressure gradient is observed ahead of the wind farm, which causes flow deceleration
(also referred to as AGW induced flow blockage). Further, the blockage is measured as the relative drop
in incoming velocity with respect to the value at the exit of the damping layer placed at the inlet. From
Figure 5.12a, it can be observed that the AGW induced blockage is ≈ 6% at an upstream distance of,
≈ 10𝐷 respectively. This translates to a ≈ 5.8% drop in the available incoming wind power.

(a) Relative change in velocity magnitude (disk averaged value) compared
to the inlet value (value at the exit of the fringe region placed at the inlet) (b) Power down the line analysis 𝑃/𝑃1.

Figure 5.12: Relative drop in incoming velocity and power down the lines Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚)

From Figure 5.12b, it can be observed that a significant power drop≈ 60% from the first to the second
row of turbines in each turbine column. Similar values were reported by (Allaerts, 2016). Also, (Stevens
et al., 2014, Wu and PortéAgel, 2013) had reported a similar trend of a large drop in power output
between the first two turbine rows in aligned wind farm layouts. However, the highest reported value of
≈ 60% is higher than the typical ≈ 40% documented in literature.

Moreover, from Figure 5.12b, it can be observed that the highest drop in power output is in the south
ernmost (S2) column, while the opposite is true for the northernmost turbine column (N2). This can
be attributed to the wake reenergization by the overall wind flow in the northern direction and the flow
reenergization through the highspeed flow channels existing between turbines (see Figure 5.7).

Further, in the case of large wind farms, it is necessary to analyse the growth of the Internal Boundary
Layer (IBL) which develops above the wind farm. The importance of the IBL was highlighted by Chamorro
and PortéAgel (2011). It is identified as the region where the flow is controlled by the incoming flow
and the wind turbines. The height of the IBL is calculated similar to the work by Wu and PortéAgel
(2013), Allaerts (2016), where the IBL height is the height at which the ratio of the velocity magnitude
of the converged RANS solution and the inflow velocity magnitude taken at the same height taken two
kilometres upstream reaches a threshold of 97%.

From Figure 5.13, it can be observed that the base of the initial inversion layer gets lifted by the
upward flow deflection ahead of the farm and also above the farm. Further, the IBL growth in all the
turbine rows shows a different value for each turbine coli,m(shown by the coloured dotted lines). On
an average, the southernmost column (S2) shows the lowest IBL height, while the northernmost column
(N2) shows the highest IBL height. The heights are also affected by the flow of wind around the farm. The
average of all the IBL heights taken along all 5 columns is shown by the black solid line in Figure 5.13.
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Figure 5.13: Growth of the IBL and lifting of the Inversion layer (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚)). The vertical
lines show the extent of the fringe layers at the entry, exit of the domain and the turbine positions

Unlike Allaerts and Meyers (2015), who reported a collision between the IBL and inversion layer
heights for a shallow inversion base height of 300𝑚, in the present study, the IBL does not collide with
the base of the inversion layer above. However, it can be observed that the IBL follows a similar trend
as the inversion layer above, i.e., where the height of the IBL increases, the base of the inversion layer
is pushed up and viceversa. The presence of the turbines within the farm increases the height of the
IBL. It is the highest between turbine rows 3 and 4. However, the IBL height beyond these rows shows
a drop, as the flow accelerates near the last two rows due to the selfinduced trapped AGWs. Thus, the
IBL profiles are dependent upon the selfinduced AGWs excited by the wind farm itself.

5.3.1. Impact of the Capping Inversion Strength (CIS)
The importance of the capping inversion and its role in enhancing or reducing the turbulence entrainment
from the free atmosphere was discussed in section 1.4. Further, the impact of the same on wind farm
flow was studied by, Allaerts and Meyers (2015) who showed that a higher capping inversion strength
leads to a lower farm power output. The study mentioned that, the capping inversion prevents the entry
of turbulent gusts from the free atmosphere into the turbine layer, and acts like a semirigid lid.

Further, Scorer (1949) used the internal AGW framework to develop a theory for lee waves in a two
layer atmosphere. Furthermore, Sachsperger et al. (2015) had mentioned that trapped lee waves could
develop if the structure of the atmosphere promotes vertical trapping and horizontal propagation of wave
energy. This can occur when the Scorer parameter (𝑙2) 5 decreases with height or in the presence a
density discontinuity (a capping inversion).

The horizontal wave propagation results from the linear superposition of two internal gravity wave
modes viz. one is the upward propagating wave, excited by the flow over the topography and the other
is a downward propagating wave arising from wave reflection at the interface of the two layers. In the
present study, the capping inversion acts as a semirigid lid which serves as the interface between the
surface layer below and the free atmosphere above.

Further, Sachsperger et al. (2015) had also summarized four wave types that could occur in common
atmospheric conditions. Of these, the forced interfacial waves are observed in the present study. Forced
interfacial waves are observed when the capping inversion has a neutral surface layer below and a stably
stratified free atmosphere above (Sachsperger et al., 2015).

5𝑙2 = 𝑁2
𝑈2 −

1
𝑈
𝑑2𝑈
𝑑𝑧2 where 𝑁 is the buoyancy frequency and 𝑈 is the incoming wind speed)
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In the present case, the importance of the CIS is investigated by comparing Case 1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 =
500𝑚, 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) and Case 5 (𝐶𝐼𝑆 = 10𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚). The two cases report
a vertically propagating AGW in the free atmosphere, along with a trapped counterpart propagating along
the density discontinuity (the capping inversion). Since the Free atmosphere is stratified (at 10 K/km) in
Case 1, 5), it leads to the formation of trapped AGWs at the density discontinuity (the capping inversion
itself) and the free atmosphere aloft. Further, the height of capping inversion base in both cases 1 and
5 are 500 𝑚 (low capping inversion base height).

The density discontinuity is close to the topography exciting the AGWs (the wind farm) 6. The effect
of these trapped AGWs and its vertically propagating counterparts in the free atmosphere manifest as
velocity fluctuations within the wind farm as observed in Figure 5.16. Figure 5.14a and Figure 5.14b
show the contours of vertical velocity along the central turbine column. In both the figures, the small
vertical white lines depict the position of the turbines. Further, the flow around the wind turbine disks can
be observed from the positive and negative vertical velocity values.

Further, from Figure 5.14b, it can be observed that there are considerable velocity fluctuations prop
agating downstream of the farm as compared to Figure 5.14a. This is because of the stronger capping
inversion in Case 5 visàvis Case 1. The stronger capping inversion traps the AGWs excited by the wind
farm, causing higher velocity fluctuation downstream of the same.

(a) Vertical velocity contours (in 𝑚/𝑠) on an XZ slice of the domain passing through the central turbine column (Case 1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 =
500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Vertical velocity contours (in𝑚/𝑠) on the XZ slice of the domain passing through the central turbine column (Case 5 (𝐶𝐼𝑆 = 10𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.14: Contour plots of vertical velocity (in 𝑚/𝑠) taken on an XZ slice (along the central turbine column) for Cases 1 and 5

Furthermore, in both cases, there are velocity fluctuations observed upstream of the farm. These
6a gap of ≈ 250𝑚 exists between the top of the turbine and the base of the inversion layer above
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velocity fluctuations are an effect of the subcritical flow (𝐹𝑟 < 1) and spurious AGWs reflections from
the domain boundaries.

The Froude number (𝐹𝑟) is calculated as (𝐹𝑟 = 𝑈
𝑔′𝐿 ) (Allaerts, 2016), where 𝑈 is the bulk velocity of

fluid in the free atmosphere at the exit of the fringe region placed at the inlet, 𝑔′ = 𝑔Δ𝜃
𝜃0

and 𝐿 is the height
of the ABL (taken as the centre of the inversion layer in the present study) of the incoming flow in Case 5
is lesser than unity. Upon substituting values of the flow velocity in the free atmosphere 𝑈 = 10𝑚/𝑠, Δ𝜃
as 2.5𝐾 and 10𝐾 for Case 1 and Case 5 respectively, 𝜃0 = 290𝐾 and 𝐻 = 540𝑚 yields Froude numbers
of 1.5 and 0.7 for Cases 1 and 5 respectively. Thus, the incoming flow is supercritical in Case 1 and sub
critical in Case 5.

Further, in the case of a subcritical flow (Case 5), the effect of the waves propagate upstream (Al
laerts and Meyers, 2019, Smith, 2009) as velocity fluctuations in the vertical direction (as observed in
Figure 5.14b. Furthermore, in the supercritical case (Case 1), the impact of the AGWs are observed
downstream of the exciting topography. Thus, the upstream velocity fluctuations in Case 1 can be at
tributed solely to the spurious AGW reflections from the domain boundaries.

Also, the excited AGWs (the vertically propagating wave and its horizontally propagating counterpart)
create pressure fluctuations at the hub height of the turbines (shown in Figure 5.15a and Figure 5.15b).
However, for Case 5 (the stronger capping inversion and subcritical flow), the effect of the AGWs prop
agate upstream, creating alternating regions of increased and reduced pressure ahead of the wind farm.

Furthermore, in the lee of the farm, the horizontally propagating trapped AGWs are observed that
have a wavelength of ≈ 21𝐷 (which is almost 3/5× the farm length in the streamwise direction). In
Figure 5.15a (Case 1  weaker capping inversion and supercritical flow), it can be observed that the
adverse pressure gradient ahead of the farm is not as widespread as compared to Case 5. Further, the
impact of these pressure fluctuations manifest as velocity and power fluctuations at individual turbines
and also change the horizontal flow direction in and around the farm.

(a) Pressure contours (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an
XY slice at the hub height of 150𝑚 (Case 1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 =
500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Pressure contours (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY
slice at the hub height of 150𝑚 (Case 5 (𝐶𝐼𝑆 = 10𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 =
10𝐾/𝑘𝑚))

Figure 5.15: Contour plots of pressure (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡)(in 𝑁/𝑚2) taken along an XY slice (taken at the hub height of the
turbines) for Cases 1 and 5
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The excited AGWs cause a velocity reduction ahead of the wind farm and also cause velocity fluctu
ations within the farm as observed in Figure 5.14a. Further, from Figure 5.14a, it can be observed that
within the farm, an overall higher velocity deficit is observed in the case of weaker inversion strength
(Case 1) as compared to the stronger capping inversion (Case 5). The stronger capping inversion traps
the AGWs created by the farm, which causes velocity fluctuations between turbine rows that reduces the
velocity deficit between the same.

Ahead of the wind farm, for Case 1, AGW induced flow blockage can be observed as the relative drop
in incoming flow velocity. A drop of ≈ 5% is observed in incoming velocity at ≈ 10𝐷, upstream of the first
turbine row. This translates into ≈ 15% lower incoming wind energy at the first turbine row. However,
in case 5, where the flow is sub critical, the trapped AGWs propagate upstream, which cause pressure
and velocity fluctuations that in turn affect the AGW induced blockage. A marginally lower amount of
blockage is observed in the case of a stronger capping inversion.

Figure 5.16: Relative change in velocity (disk averaged value) with respect to the value at the inlet (Central Column) for Cases 1
and 5

Further, Figure 5.17a and Figure 5.17b show the wake velocity deficit on an XY plane taken at the hub
height of the turbines. The wake velocity deficit is taken as the relative change in the velocity magnitude
at a given spanwise location with respect to its value at the same spanwise location at the exit of the
fringe region placed at the inlet. For the case with the higher capping inversion strength (Case 5), a lower
value of wake velocity deficit can be observed at each turbine column at the two downstream distances
of 10𝐷 and 20𝐷. This implies a faster wake recovery in Case 5 as compared to Case 1. In the case of a
stronger capping inversion, the trapped lee waves cause large scale velocity fluctuations in that region,
that cause an earlier/ faster wake recovery.

(a) Wake velocity deficit at 10D downstream of the last tur
bine row (Case 1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 =
10𝐾/𝑘𝑚)) and (Case 5 (𝐶𝐼𝑆 = 10𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 =
10𝐾/𝑘𝑚))

(b) Wake velocity deficit at 20D downstream of the last tur
bine row (Case 1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 =
10𝐾/𝑘𝑚)) and (Case 5 (𝐶𝐼𝑆 = 10𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 =
10𝐾/𝑘𝑚))

Figure 5.17: Wake velocity deficit (in %) taken on an XY slice at the hub height of the turbines for Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) and Case 5 (𝐶𝐼𝑆 = 10𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)
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The pressure fluctuations at the hub height of the turbines alter the flow direction in this plane. From
Figure 5.18a, it can be observed that the maximum direction change of the incoming flow is at the N2
and S2 columns. However, in the lee of the farm, the region of low pressure behind the last turbine
row (Figure 5.15a) causes the flow emanating from N2 and S2 columns to turn back towards the central
turbine column.

However, in Case 5, in the wake of the wind farm the alternating regions of increased and decreased
pressure (see Figure 5.15b) cause the flow to be continuously changing direction in the lee of the farm.
These fluctuations in the horizontal flow direction are observed even in the far wake of the farm (see
Figure 5.18b).

(a) Change in the horizontal flow direction (in degrees) (Case 1 (𝐶𝐼𝑆 =
2.5𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Change in the horizontal flow direction (in degrees) (Case 5 (𝐶𝐼𝑆 =
10𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.18: Change in the horizontal flow direction (in degrees) (disk averaged value) for Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) and Case 5 (𝐶𝐼𝑆 = 10𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)

Furthermore, from Figure 5.19, it can be observed that the power down the line curves follow similar
trends of the velocity. The overall drop in power output is the highest between the first and second turbine
rows. However, the drop is higher for Case 1 (≈ 60%) as compared to Case 5 (≈ 40%). Further, in both
cases, there is a local increase in power between the second and third turbine rows. Similar fluctuations
were also observed between the last two turbine rows. This local increase in power can be attributed to
AGW activity and also to the reenergization of the flow within the farm wakes by the unperturbed flow
occurring around the farm. However, a detailed energy budget analysis would be needed to understand
the same which is beyond the scope of the present thesis work.

Figure 5.19: Power down the line analysis for Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) andCase 5 (𝐶𝐼𝑆 = 10𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) (average of all columns)
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5.3.2. Impact of the Capping Inversion Height (CIH)
Sachsperger et al. (2015) who had used a linear 2D model and uniform incoming wind velocity, had men
tioned that the forced interface waves propagating along the capping inversion were subject to forcing
from the internal waves above. Further, the study had calculated a Δ𝜃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and ℎ1𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙, that were
critical values of the capping inversion strength and base height, which determined whether the inversion
was low and strong enough to cause wave trapping.

Furthermore, Allaerts and Meyers (2017) had observed that for low capping inversion heights, the
capping inversion base interacted with the IBL below and also the wind farm induced AGWs caused
formation of favourable and unfavourable pressure gradients in and around the farm which significantly
impacted the power output of the same. Also, the study had concluded that higher CI base heights lead
to higher wind farm power output.

Two values of capping inversion height were considered in the present study, viz. 500𝑚 and 1000𝑚
7. To understand the impact of the capping inversion height on selfinduced AGWs from wind farms,
results from Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚; 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) and Case 3 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
1000𝑚; 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚) are compared.

From Figure 5.14a and Figure 5.20, it can be observed that the AGWs excitation in Case 3 is lower
than Case 1. This is observed in the wave fronts of the AGW’s propagating vertically upwards in the
free atmosphere. It can be observed that in Case 1, the wave fronts in the vertical direction become
evanescent at a lower altitude as compared to Case 3.

The reasoning for the same is that, the upward flow deflection upstream of the farm (responsible for
AGW excitation) encounters the capping inversion (the semirigid lid) at a higher altitude in Case 3 as
compared to Case 1. Thus, in Case 3, the upward flow deflection (which causes the AGW excitation),
is attenuated before lifting the inversion, which leads to a weaker excitation of AGWs in the Free Atmo
sphere. Further, a higher capping inversion height reduces the plausibility of wave trapping within the
capping inversion.

Figure 5.20: Contours of vertical velocity taken along an XZ slice passing through the central turbine column (Case 3(𝐶𝐼𝑆 =
2.5𝐾; 𝐶𝐼𝐻 = 1000𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Further, Figure 5.21a and Figure 5.21b show the relative change in the horizontal flow directions for
Cases 1 and 3 respectively. It can be observed that, for a lower Capping inversion height (Case 1), the
change in the horizontal flow direction (with respect to the incoming flow) in each turbine column is higher
than Case 3.

Unlike a wind farm of infinite spanwise length, where the maximum wind deviation is dependent on
the imposed pressure gradient and flow deceleration in the proximity of turbines, the present study shows
7The author considers the height of the capping inversion as the average height of the top and bottom of the CI. Thickness of the
CI is assumed to be 110 𝑚 in the present study.
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that the flow around the wind farm has a nonnegligible impact on the flow direction at the hub height of
turbines.

(a) Change in horizontal wind direction (𝑡𝑎𝑛−1(𝑣/𝑢)) (Case 1 (𝐶𝐼𝑆 =
2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Change in horizontal wind direction (𝑡𝑎𝑛−1(𝑣/𝑢))(Case 3 (𝐶𝐼𝑆 =
2.5𝐾; 𝐶𝐼𝐻 = 1000𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.21: Plots showing the change in the disk averaged values of the horizontal flow direction with respect to its value at the
exit of the fringe region placed at the inlet (disk average for Case 1 and Case 3

From Figure 5.22a and Figure 5.22b, it can be observed that for a higher placed capping inversion
(Case 3), the weak AGW excitation by the wind farm cause weaker pressure fluctuations at the hub
height of the turbine. From Figure 5.22b, it can be observed that there are no visible AGW induced
pressure fluctuations at the hub height.

The lower amount of pressure fluctuationsmanifest as smaller changes in the incoming wind direction,
velocity deficits and power fluctuations. From Figure 5.22a, it can be observed that in the wake of the
farm, a region of low pressure is formed, which causes a higher amount of inward flow deflection (to the
farm center) in Case 1 as compared to Case 3.
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(a) Pressure contours (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY slice at
the hub height of 150𝑚 (Case 1: 𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)

(b) Pressure contours (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY slice at
the hub height of 150𝑚 (Case 3: (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 1000𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)

Figure 5.22: Contours of pressure (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken at the hub height for Cases1, 3

From Figure 5.23, it can be observed that a higher capping inversion height (Case 3) reduces the
amount of blockage ahead of the farm. This reduces the amount of blockage related power losses.
Further, from Figure 5.23, it can also be observed that the overall velocity in Case 3 is higher than Case
1, which results in higher power output in Case 3 as opposed to Case 1.

However, in Case 3, the blockage ahead of the wind farm is significantly higher than Case 1 (≈ 3%
at a distance of 10𝐷 upstream of the farm). This translates to a ≈ 8.7% drop in incoming power. These
observations predict a similar trend of Allaerts and Meyers (2017), who had also predicted that the case
with a higher capping inversion base height had a higher power output.

Figure 5.23: Relative velocity magnitude deficit (disk averaged value) (Central Column)(Case 1, Case 3)
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(a) Wake velocity deficit at 10D downstream of the last turbine row (Case
1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 = 500𝑚, 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)) and (Case 3 (𝐶𝐼𝑆 =
2.5𝐾; 𝐶𝐼𝐻 = 1000𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Wake velocity deficit at 20D downstream of the last turbine row (Case
1 (𝐶𝐼𝑆 = 2.5𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)) and (Case 3 (𝐶𝐼𝑆 =
2.5𝐾; 𝐶𝐼𝐻 = 1000𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.24: Plots showing the wake velocity deficit behind all the turbine rows (Cases 1 and 3)

Further, Figure 5.24a and Figure 5.24b show the wake velocity deficit behind the last turbine row. It
can be observed, that, for a higher capping inversion height (Case 3), the magnitude of the wake velocity
deficit is lower than that in Case 1, which indicates a faster wake recovery. Thus, it can be concluded
that the wake recovery is faster for a higher placed capping inversion.

Figure 5.25: Power down the line analysis (average of all columns)(Case 1, Case 3)

Furthermore, from Figure 5.25, it can be observed that the highest drop in power occurs between the
first two turbine rows, ≈ 55%. However, downstream of the same, the power gradually decreases in all
rows. In both cases, one can observe that the power drop between the fourth and fifth turbine row is
lesser than its predecessor. This is due to higher AGW induced pressure fluctuations at the hub height
in Case 1 which causes the flow to accelerate and turn towards the central column, thereby causing a
local increase in power output.

5.3.3. Impact of the Free Atmosphere Lapse Rate (FALR)
Previously, Sachsperger et al. (2015), Vosper (2004) had concluded that the possible range of lee wave
lengths was limited by the stratification in the free atmosphere. Also, the study had predicted that the
wavelength of the interfacial disturbances decreases with an increase in the stratification in the upper
layer. Further, Abkar and PortéAgel (2013) reported that the case with a higher FALR reports a lower
power output as compared to its lower counterpart.

Also, Wu and PortéAgel (2017) had considered two magnitudes of the FALR in their study. They
reported that for a weaker free atmosphere stratification, the flow in and above the wind farm never
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reached the fully developed regime. They reported that, under a stronger free atmosphere stratification,
the vertical deflection of flow triggered standing AGWs which cause blockage ahead of the farm.

In the present study, the impact of FALR upon the characteristics of the excited AGWs is studied
by comparing results obtained from Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚; 𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚) and Case 1
(𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚; 𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚). From Figure 5.26a and Figure 5.26b, it can be observed
that the vertical wavelength of the AGWs propagating in the free atmosphere changes with the FALR.
A shorter vertical wavelength (𝜆𝑧 ≈ 3.4𝑘𝑚) is observed for a higher FALR (10𝐾/𝑘𝑚) (represented by
Case1) as compared to Case0 (𝜆𝑧 ≈ 10.8𝑘𝑚) (see Figure 5.26).

Further, since the Froude number in both cases is greater than unity, the flow is super critical and
this allows the waves to convect along the flow direction. Furthermore, the excited AGWs in the free
atmosphere, cause pressure fluctuations at the hub height of the domain, which leads to flow deceleration
or acceleration depending on the location within the farm.

From Figure 5.27a and Figure 5.27b, it can be observed that in both the cases, a region of high
pressure is created ahead of the farm (due to flow deceleration). In Case 0 (weaker FALR), the pres
sure gradient is stronger and limited to a smaller upstream distance as compared to Case 1. Further,
towards the last two turbine rows, the pressure gradient becomes favourable, which could lead to a flow
acceleration within this region and upstream of the same.

The stronger and shorter adverse pressure gradient, in Case 0, causes a higher amount of blockage
than Case 1 (see Figure 5.28) (≈ 6% (velocity deficit) in Case 0 and ≈ 2.5% (velocity deficit) for Case 1 at
10𝐷 upstream of the farm). These velocity deficits translate ≈ 17% and ≈ 7.3% deficits in the incoming
wind energy at the aforementioned distances. Also, in case 0, at turbine rows 4 and 5, it can be observed
that the velocity deficit between the said rows is lower than Case 1 which is indicative of a faster wake
recovery due to the presence of a favourable pressure gradient imposed by the AGWs.

(a) Vertical velocity contours (in 𝑚/𝑠) on the XZ slice of the domain passing through the central turbine column (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚))

(b) Vertical velocity contours (in 𝑚/𝑠) taken on an XZ slice of the domain passing through the central turbine column (Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 =
500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)

Figure 5.26: Contour plots of vertical velocity (in𝑚/𝑠) taken along the XZ slice (along the central turbine column) for Cases 0 and
1
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(a) Contours of pressure (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY slice located at the hub height of
the domain (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚))

(b) Contours of pressure (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY slice located at the hub height of
the domain (Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.27: Contours of pressure (relative to the 𝑃𝑎𝑚𝑏𝑖𝑒𝑛𝑡) (in 𝑁/𝑚2) taken on an XY slice located at the hub height (Cases 0
and 1)

Figure 5.28: Relative velocity drop (disk averaged value) (Central column) for Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚)
and Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚)
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(a) Wake velocity deficit at 10D downstream of the last turbine row (Case
0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚) and Case 1 (𝐶𝐼𝑆 =
2.5𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

(b) Wake velocity deficit at 20D downstream of the last turbine row (Case
0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚) and Case 1 (𝐶𝐼𝑆 =
2.5𝐾, 𝐶𝐼𝐻 = 500𝑚,𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Figure 5.29: Plots showing the wake velocity deficit behind all the turbine rows (Cases 0 and 1)

Furthermore, from Figure 5.29a and Figure 5.29b, it can be observed that the wake velocity deficit
along each turbine column is higher in Case 1 (higher FALR) than in Case 0, this implies that the wake
recovers faster in the case of a lower value of FALR.

Further, the velocity fluctuations ahead of the farm and within the same result in power fluctuations
at each individual turbine. This can be observed in Figure 5.30. In Case 0, presence of a region of
favourable pressure at the last two turbine rows accelerates the flow in this region. This results in a
higher power output (or a lower drop in the power output between rows 4 and 5 visàvis rows 3 and 4)
in the power down the line analysis.

Figure 5.30: Power down the line analysis (for all turbine columns) (Case 0 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 1𝐾/𝑘𝑚) and
Case 1 (𝐶𝐼𝑆 = 2.5𝐾; 𝐶𝐼𝐻 = 500𝑚;𝐹𝐴𝐿𝑅 = 10𝐾/𝑘𝑚))

Thus, it can be understood that changing the FALR changes the characteristics of the AGWs prop
agating in the free atmosphere. Based on the characteristics of the AGWs triggered in the Free atmo
sphere, the resulting pressure fluctuations change at the hub height, which can further lead to a blockage
ahead of the farm and accelerated flow towards the last two turbines.

5.4.Summary of main conclusions
The chapter sheds light upon the characteristics of the AGWs excited by the wind farm and the impact
of them upon the wind farm itself. The key conclusions from the present chapter include:

• The wind turbines extracting energy from the turbines cause a flow deceleration ahead of the farm.
To compensate for reduced mass flow through the farm, an upward flow deflection occurs. This
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pushes the inversion layer upwards, triggering AGWs. In all the cases considered in the present
study, there has been AGWs excited in the Free Atmosphere. However, in some cases, based
on the inversion strength and height, wave trapping was observed. The excited AGWs cause
pressure fluctuations at the hub height of the wind turbine. These pressure fluctuations lead to a
flow deceleration ahead of the wind farm and an acceleration towards the lee of the same. Further,
these pressure fluctuations at the hub height of the turbines is dependent on the type of waves
excited by the wind farm. Furthermore, the Froude number of the incoming flow decides whether
the AGWs propagate upstream of the exciting topography (the wind farm).

• A stronger low hanging capping inversion excites AGWs in the free atmosphere and also forced
interfacial waves travelling horizontally along the capping inversion. The resulting pressure fluc
tuations cause change in the velocity and direction upstream of the farm (depending on the 𝐹𝑟
of the incoming flow) and downstream of the same. The trapped AGWs propagating horizontally
cause velocity fluctuations within the farm and in the lee of the same. The velocity fluctuations
within the farm aid in the wake recovery between turbine rows. However, the AGWs propagating
upstream create alternating regions of increased and reduced pressure ahead of the farm, caus
ing local acceleration/ deceleration. It was observed that in spite of these pressure fluctuations, a
higher blockage (based on the definition of the same in the present study (refer subsection 2.1.5)
was observed for a higher capping inversion strength (≈ 5% at an upstream distance of ≈ 10𝐷),
which causes a drop of ≈ 15% in the incoming wind power. Also, the AGW assisted wake recovery
observed in the stronger CI case resulted in a higher power output. Furthermore, the velocity fluc
tuations due to the presence of trapped AGWs propagating along the capping inversion resulted a
quicker wake recovery in the lee of the farm.

• The height of the capping inversion determined the magnitude of the AGW excitation in the free
atmosphere. For a higher capping inversion, weaker AGWs were excited in the Free Atmosphere.
The higher capping inversion exhibitedmilder AGW induced pressure fluctuations at the hub height.
This can be attributed to the increased distance between the exciting topography (the farm) and the
AGWs. However, AGW induced pressure fluctuations were observed for a low hanging capping
inversion, which also caused changes in the direction of the incoming wind. A higher Capping
inversion resulted in a lower blockage ahead of the farm, a lower velocity deficit within the farm,
and also an earlier wake recovery.

• The Free Atmosphere Lapse Rate determines the vertical wavelength of the AGWs propagating
in the free atmosphere. A higher FALR excites waves of shorter vertical wavelength in the free
atmosphere. The AGW induced adverse pressure gradient ahead of the farm is shorter and more
severe in the case of a lower capping inversion. This leads to a higher flow blockage ahead of the
farm.



6
Conclusions and Recommendations

The summary listed in the previous chapter contains all the main conclusions from the results obtained.
However, there are a few limitations to the present analysis. These are

6.1.Main conclusions
The main conclusions of the present thesis are summarized as follows:

• For all the cases simulated, the deceleration of the flow within the farm, led to an upward flow de
flection, which lifted the base of the inversion layer, thereby exciting AGWs in the free atmosphere.

• The excited AGWs created an adverse pressure gradient upstream of the farm and a favourable
pressure gradients downstream of the same. These changed the flow direction in and around the
farm, and also caused fluctuations in the velocity magnitude at each individual turbine, which lead
to a power fluctuation at each individual turbine.

• A higher capping inversion strength led to higher wave trapping in the lee of the farm. The trapped
waves propagated horizontally along the capping inversion. As the flow in the considered case
was sub critical, the trapped AGW’s were also propagating against the mean flow direction. These
caused pressure fluctuations that affected the direction of the velocity magnitude and the flow
direction upstream of the farm and around the same. This leads to a lower flow blockage and
therefore a higher power output for the higher capping inversion strength. Also, the trapped lee
waves were cause fluctuations in the flow direction and velocity magnitude in the lee of the farm.

• A higher capping inversion height led to a lower AGW excitation and therefore lower pressure
and subsequently lower velocity fluctuations at the hub height of the turbine. A higher capping
inversion height led to a lower AGW induced flow blockage and therefore higher overall power
output as compared to its low hanging counterpart.

• The FALR determines the vertical wavelength of the AGW in the free atmosphere. The character
istics of the AGW’s excited determine the nature of the pressure fluctuations at the hub height of
the turbine. In the present study, a higher FALR led to a lower flow blockage and a higher wind
farm power output.

6.2.Recommendations
6.2.1. Future case setup
The present study uses a grid of 10 𝑘𝑚 in the vertical direction, half of which is the Rayleigh damping
layer. The mesh therefore does not completely capture a complete vertical wavelength in the case of a
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lower FALR.
Further, expanding the grid and changing the position of the inversion layer led to a divergence in

the solutions. This was also the case when the mesh above the inversion layer was refined. The flow
solution would diverge after a few iterations. This tendency was also observed while performing the trial
and error operation to determine the optimal damping thicknesses and coefficients. Since the layout of
the wind farm remains unchanged throughout the process, the main reason for the divergence of the
solver could be speculated as follows  Changing the grid resolution may lead to over or underestimation
of the mass flux at each of the vertical cell faces. This could then lead to an over excitation of the AGW
by the wind turbines. Thus, the obtained values of the damping thickness and coefficient may no longer
be valid.

Furthermore, research needs to be carried out in determining the optimal placement of the damping
layers in the domain. In that it should specifically answer the following questions posed:

• What is the ideal distance of each of the damping layers from the wind farm?

• Is there a universal value of damping coefficient and thickness that would provide a working CFD
simulation for all configurations of the CNBL or are the aforementioned parameters dependent
upon the CNBL characteristics?

• What is the right set of damping coefficients and thicknesses for minimizing or negating the amount
of AGW reflections from the boundaries of the domain?

6.2.2. Solver fidelity
In the present case, URANS simulations are used to provide planar averaged data as input and initial val
ues in the main mesh. The simulations are run on a single column model, assuming that the CFD RANS
solver assumes horizontal homogeneity. However, this is not the case. For the same grid resolution
and a different mesh dimensions, the planar averaged values of the velocity magnitude (√𝑢2 + 𝑣2) and
horizontal flow angle (𝑡𝑎𝑛−1(𝑣/𝑢)) showed different vertical profiles. The reason for the same needs to
be understood in future research works that use the same URANS solver to run the precursor simulation.

The current RANS solver depends on statistical averaging, which also uses an isotropic eddy viscosity
model to address the turbulence closure problem. Although the 𝑘 − 𝜖 model has been widely used
to simulate ABL flows, it only provides a very approximate solution to the flow problem at hand. The
unsteady impacts of selfinduced AGW’s needs to be researched using a CFD solver of higher fidelity
(eg. LES or DNS), which could also account for the unsteady impact of AGWs on the wind farm.

6.2.3. Recommendations regarding modelling of wind farm
The present study only considers a single aligned layout of the turbines within the farm. Altering the wind
farm layouts, the span and streamwise distances between turbines effect of the selfinduced gravity
waves upon the farm needs to be researched further.

Also, the impact of varying the thickness of the capping inversion layer is yet another factor that has
not been considered in the present study. The dependence of AGW excitation upon the same needs to
be understood further. In the present study, a pressure gradient of 0.001𝑁/𝑚2 is imposed in the domain
to drive the geostrophic velocity. Instead, real time data could also be used from weather forecasting
models (such asWRF) to impose additional forcing terms in themomentum equations, that would present
a more realistic image of the AGW propagation within the domain.

The present study does not account for the tower shadow of the turbines and therefore does not
consider the impact it has on the effective wind direction and power output of the farm. While the impact
of the vortices shed by the flow around a single tower may be minimal. The cumulative impact of the
same on the flow direction may be a nonnegligible quantity.

Lastly, it should be understood that the current study describes the surface roughness of the sea,
using a constant aerodynamic surface roughness length. However, this is a major simplification. An
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alternate approach could be to study the wave topology and time periods, and implement them as forcing
terms in the momentum equation.





7
Appendix

7.1.SIMPLE Algorithm
The incompressible continuity and momentum equations can be written as:

∇ ⋅ U (7.1)

U ⋅ ∇U− ∇ ⋅ (𝜇𝜌∇U) = −∇𝑝 (7.2)

where in Equation 7.2 𝑝 is the kinematic pressure 𝑝/𝜌. These form a set of 4 equations and four
unknowns 𝑈𝑥,𝑈𝑦,𝑈𝑧 and 𝑝. There exists 4 equations, however there is no equation specifically solving
for 𝑝. Also the computed values of 𝑈𝑥,𝑈𝑦,𝑈𝑧 obtained from the momentum equations should together
satisfy the continuity equation. Further, the equation of state cannot be used to compute pressure as
density and temperature may be assumed constant. The main objectives of the SIMPLE algorithm are
to derive an equation for pressure from the momentum and continuity equation and to derive a corrector
for the velocity field such that it satisfies the continuity equation.

Rewriting the momentum equations in general matrix form is as follows:

MU = −∇𝑝 (7.3)

where in Equation 7.3,M is the coefficient matrix that is calculated by discretizing the terms in themomen
tum equations. These depend on the numerical scheme used to discretize each of the partial differential
equation.

This can be called a semidiscretized form of the momentum equations. Consider the x component
of momentum then the momentum equation can be written in the matrix form as follows:

⎡
⎢
⎢
⎢
⎢
⎣

𝑀1,1 𝑀1,2 𝑀1,3 … 𝑀1,𝑛
𝑀2,1 𝑀2,2 𝑀2,3 … 𝑀2,𝑛
𝑀3,1 𝑀3,2 𝑀3,3 … 𝑀3,𝑛
⋮ ⋮ ⋮ ⋮ ⋮

𝑀𝑛,1 𝑀𝑛,2 𝑀𝑛,3 … 𝑀𝑛,𝑛

⎤
⎥
⎥
⎥
⎥
⎦⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝

M

⎡
⎢
⎢
⎢
⎢
⎣

𝑈1
𝑈2
𝑈3
⋮
𝑈𝑛

⎤
⎥
⎥
⎥
⎥
⎦⏟

U

=

⎡
⎢
⎢
⎢
⎢
⎣

(𝜕𝑝/𝜕𝑥)1
(𝜕𝑝/𝜕𝑥)2
(𝜕𝑝/𝜕𝑥)3

⋮
(𝜕𝑝/𝜕𝑥)𝑛

⎤
⎥
⎥
⎥
⎥
⎦⏝⎵⎵⎵⏟⎵⎵⎵⏝

−∇𝑝

(7.4)

In Equation 7.4, there are n equations for n cell centroids. The coefficients 𝑀𝑖,𝑗 are all known values.
The coefficient matrix (M) is then decomposed into diagonal and off diagonal components. The semi
discretized momentum equation then assumes the form:

MU = −∇𝑝 ⟹ A⏟
𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑡𝑒𝑟𝑚𝑠

U− 𝐻⏟
𝑜𝑓𝑓−𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑡𝑒𝑟𝑚𝑠

= −∇𝑝 (7.5)
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The diagonal matrix A is of the form:

⎡
⎢
⎢
⎢
⎢
⎣

𝐴1,1 0 0 … 0
0 𝐴2,2 0 … 0
0 0 𝐴3,3 … 0
⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 … 𝐴𝑛,𝑛

⎤
⎥
⎥
⎥
⎥
⎦

(7.6)

The advantage of doing the decomposition is that the diagonal matrix can easily be inverted. Further,
the matrix H, which is a known quantity, is evaluated from the offdiagonal terms and the velocity from
the prior iteration.

H = AU−MU (7.7)

The velocity field U can now be calculated as:

U = A−1H− A−1∇𝑝 (7.8)

This the explicit pressure corrector stage. By substituting this into the continuity equation ∇⋅U, a Poisson
equation for pressure can be derived as follows

∇ ⋅ (A−1∇𝑝) = ∇ ⋅ (A−1H) (7.9)

Thus, there are now 4 equations with 4 unknowns (viz. 𝑈𝑥 , 𝑈𝑦 , 𝑈𝑧 , 𝑝), with an explicit equation for
pressure. The numerical computation is as follows: As the SIMPLE algorithm is recommended for steady
cases where there is no time derivative.

𝜕U
𝜕𝑡 =

U𝑖+1𝑝 − U𝑖𝑝
Δ𝑡 (7.10)

When the Δ𝑡 in the above relation is small, the time derivative is higher than the other terms in the
equations (∇2U and ∇ ⋅ (UU). The time derivatives are always placed upon the diagonal of the matrix
(M). A smalltime step (Δ𝑡) ensures that these terms becomes larger, and thus the system becomes
diagonally dominant. In the case of steady flows, an under relaxation is required to artificially increase
diagonal dominance. This implies that the equations become more stable, and they take lesser iterations
to solve. This is achieved using an under relaxation factor (𝛼, where 0 < 𝛼 < 1).

The momentum equation can be rewritten as:

𝑎𝑝U𝑝⏝⏟⏝
𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑡𝑒𝑟𝑚𝑠

+ Σ𝑁(𝑎𝑁UN)⏝⎵⎵⏟⎵⎵⏝
𝑜𝑓𝑓𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑡𝑒𝑟𝑚𝑠

= 𝑅𝐻𝑆 (7.11)

Underrelaxing the momentum equation gives the following:

1 − 𝛼
𝛼 𝑎𝑝Up⏝⎵⎵⎵⏟⎵⎵⎵⏝

1

+𝑎𝑝Up + Σ𝑁(𝑎𝑁UN) = 𝑅𝐻𝑆 +
1 − 𝛼
𝛼 𝑎𝑝UOLD𝑝⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

2

(7.12)

When the equations converge, UOLD𝑝 = Up and terms 1 and 2 would disappear. Further, Equation 7.12
can be rewritten as:

1
𝛼𝑎𝑝Up⏝⎵⏟⎵⏝

3

+𝑎𝑝Up + Σ𝑁(𝑎𝑁UN) = 𝑅𝐻𝑆 +
1 − 𝛼
𝛼 𝑎𝑝UOLDp (7.13)

In Equation 7.13, term 3, which is the diagonal of theMmatrix is scaled by 1
𝛼 . As 0 < 𝛼 < 1, the diagonal

terms become significantly bigger as 𝛼 becomes smaller.
Similar under relaxation can be applied to the pressure solution (𝑝 = 𝛼𝑝𝑁𝐸𝑊 + (1 − 𝛼)𝑝𝑂𝐿𝐷) and to

the solutions of other scalar transport equations (such as 𝜃, 𝑘, 𝜖).
The SIMPLE algorithm follows the solution process as follows:
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• The momentum equation in the semidiscretized form MU = −∇𝑝 is solved to obtain the velocity
field. This is obtained from the initial field values of pressure. The obtained velocity field does not
satisfy the continuity equation, it only satisfies the momentum equation. This step is also called the
momentum predictor.

• The Poisson equation (∇ ⋅ (A−1∇𝑝) = ∇ ⋅ (A−1H) is then solved to obtain the pressure field.

• The obtained pressure field 𝑝 is used to correct the velocity field such that it satisfies the continuity
equation U = A−1H − A−1∇𝑝. The corrected velocity field now satisfies the continuity equation.
However, the corrected velocity field does not satisfy the momentum equations as the value of H
is changed.

• The additional turbulence scalars of 𝑘, 𝜖 and potential temperature 𝜃 equations are solved within
the loop after the velocity correcter. This is because the kinematic eddy viscosity term is updated
from the turbulence scalar transport equation, which is fed back into the momentum equation into
the next looping routine.

• Further, to account for nonorthogonality of the mesh considered, correction factors are incorpo
rated as source terms. This is referred to as the nonorthogonal correction step which involves
solving the Posisson equation for pressure multiple times.

• All the above steps are repeated till a divergence free velocity field is obtained which satisfies the
continuity equations.

7.2.PISO algorithm
PISO algorithm is used to model unsteady or transient flow.

The algorithm works as follows:

• In the case of the PISO algorithm, the momentum predictor (Equation 7.3) is just solved once.

• Following this, H is determined from, H = AU − MU followed by the solution to the pressure
equation (∇ ⋅ (A−1∇𝑝) = ∇ ⋅ (𝐴−1H)) and updating the velocity field (U = A−1H− A−1∇𝑝).
The velocity field predicted is used directly to solve for H, followed by solution of the pressure
equation and then updating the velocity.

• Attaining a complete convergence for each timestep is computationally expensive. Thus, if the time
step is small enough (𝐶 < 1), then the momentum predictor and inner loop pressure corrections
can be solved (the number of times each of these equations are solved is specified by the user)
to attain partial convergence (limit specified by the user). As the time steps are already small, the
system is already diagonally dominant. Thus, there is no need to incorporate underrelaxation in
transient solutions.
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7.3.Results  SCM  Cases 1 to 7

(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.1: Evolution of profiles of the flow variables over 24 hours for Case 1 (CIS=2.5K; CIH=500m; FALR=10K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.2: Evolution of profiles of the flow variables over 24 hours for Case 2 (CIS=2.5K; CIH=1000m; FALR=1K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.3: Evolution of profiles of the flow variables over 24 hours for Case 3 (CIS=2.5K; CIH=1000m; FALR=10K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.4: Evolution of profiles of the flow variables over 24 hours for Case 4 (CIS=10K; CIH=500m; FALR=1K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.5: Evolution of profiles of the flow variables over 24 hours for Case 5 (CIS=10K; CIH=500m; FALR=10K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.6: Evolution of profiles of the flow variables over 24 hours for Case 6 (CIS=10K; CIH=1000m; FALR=1K/km)
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(a) Evolution of the planar velocity √𝑢2 + 𝑣2 over 24 hours (b) Evolution of horizontal flow direction 𝑡𝑎𝑛−1 𝑉𝑈 profiles over 24 hours

(c) Evolution of the 𝜃 over time (d) Evolution of the TKE profiles over 24 hours

(e) Evolution of 𝜖 over 24 hours

Figure 7.7: Evolution of profiles of the flow variables over 24 hours for Case 7 (CIS=10K; CIH=1000m; FALR=10K/km)
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