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ARTICLE INFO ABSTRACT

Keywords: In this work, we present a kinetic simulation model for gas hydrates in porous media using the Operator-
Gas hydrates Based Linearization (OBL) technique. The OBL approach introduces algebraic operators that represent the
OPe"awr'Baseq Linearization physical terms in the mass and energy balance equations. Operators are calculated only in supporting
?ergmdynamlcs points comprising the discretized parameter space, and operator values and partial derivatives for linear
metics

system assembly are readily obtained through (multi-)linear interpolation. Taking advantage of this setup,
the implementation of advanced thermodynamic models for hydrate formation and dissociation under kinetic
assumptions is simplified. We test the assumptions for thermodynamic modelling by analysing the Gibbs
energy surfaces of the fluid and hydrate phases and demonstrate that, in the limit, the thermodynamic
equilibrium for both kinetic and equilibrium reaction models is equivalent. We compare the simulation
results with the published experimental results for CH,-hydrates and extend the assessment to a CO,-
hydrate formation experiment in a semi-batch, constant-pressure configuration. The model reproduces the
main pressure-temperature transients and hydrate evolution for both CH,- and CO,-systems. We demonstrate
applicability at core scale for hydrate formation and, at field scale, for gas production from CH,-hydrates
by thermal stimulation and depressurization. The interaction of thermal-compositional phenomena (phase
changes, adiabatic expansion, kinetic rates, and reaction enthalpy) gives rise to highly nonlinear physics that
an appropriate OBL discretization resolves. Overall, the patterns of hydrate formation and dissociation are
highly sensitive to the kinetic-rate inputs; hence, the appropriate choice of the reaction model remains a key
consideration from both physical and numerical perspectives.

Carbon storage

1. Introduction

Gas hydrates are crystalline solids, composed of hydrogen-bonded
water, stabilized by small non-polar guest molecules [1]. The hydrate
cages exist in a stable thermodynamic state at sufficient pressure and
low-temperature conditions yet above the freezing point of water.
Hydrates are a well-known challenge in subsurface engineering, hy-
drocarbon production, and pipeline transport [2]. With the advent of
carbon sequestration in depleted or low-pressure oil and gas fields,
the potential for near-wellbore CO, (carbon dioxide) hydrate formation
has become an operational concern. Injection of dense-phase CO, into
depleted reservoirs introduces additional hydrate risks. A temperature
decrease due to Joule-Thomson cooling and phase transitions during
expansion in combination with the availability of water in the reservoir

can drive near-wellbore CO,-hydrate formation, severely impairing
injectivity [3,4].

Methane (CH,) is the most commonly occurring guest molecule
in natural hydrate deposits, found typically in continental margin
sediments and shallow permafrost [5]. Estimates of gas in place in
the form of hydrates range over a few orders of magnitude, but even
in the most modest estimates they represent a substantial portion of
mobile carbon on the earth [6]. Perturbations of hydrate stability and
thawing of permafrost caused by ocean and atmospheric warming may
lead to CH, being released into overlying sediments or water columns,
which could exacerbate greenhouse warming. There is no conclusive
evidence that hydrate-derived CH, is reaching the atmosphere now, but
more observational data and improved numerical models will better
characterize the climate-hydrate synergy in the future [7].
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Nomenclature
Symbol Definition
c Component index (1...n,)
j Phase index (1... np)
¢ Porosity
p; Density of phase j
5 Saturation of phase j
Xej Mole fraction of component ¢ in phase j
z; Overall mole fraction of component i
K Absolute permeability tensor
k,; Relative permeability of phase j
Hj Viscosity of phase j
p Pressure
T Temperature
g Gravitational acceleration
h; Specific enthalpy of phase j
U; Specific internal energy of phase j
K Thermal conductivity
Ay Phase—potential difference on interface /, phase j
Uk Stoichiometric coefficient of component ¢ in reaction k
r Reaction rate
Ky Kinetic pre-exponential constant
A, Hydrate reactive surface area
AE Activation energy
Ho ok Fugacity of water in hydrate and fluid phases
Spe Effective aqueous saturation
SG.e Effective gas saturation
S* Scaled aqueous saturation

Sa» Sg, Residual saturations of aqueous and gas phases

From another perspective, naturally-occurring hydrate deposits are
also recognized as a vast potential energy resource [8]. Recovery
of natural gas from hydrate reservoirs relies on common production
technologies such as depressurization, thermal stimulation, inhibitor in-
jection and guest molecule exchange. The first three methods are aimed
at destabilizing the hydrate by prohibiting hydrate formation condi-
tions. The latter is rooted in the improved thermodynamic stability of
a mixed hydrate phase over single-component hydrates and has the
benefit of maintaining the structural integrity of the hydrate-bearing
geological formation [9]. Furthermore, this process offers potential for
carbon sequestration in hydrate deposits.

The interest in CO,-hydrates, on the contrary, has primarily emerged
from operational concerns in CO, sequestration [4]. Beyond opera-
tional risks, however, the formation of CO,-hydrates in subsurface envi-
ronments has attracted increasing attention as a promising pathway for
long-term carbon storage. Hydrate-based CO, sequestration takes ad-
vantage of the fact that under sufficient pressure and low-temperature
conditions, CO, can form thermodynamically stable hydrates in ma-
rine and permafrost sediments [10,11]. Compared to conventional
supercritical CO, storage at higher temperatures and depths, hydrate-
based storage offers additional safety through solid-phase trapping
and reduced leakage potential [1,12]. Geological assessments have
indicated that the hydrate stability zone (HSZ) in marine sediments can
extend several hundred metres below the seafloor, providing a large
volume for potential CO, immobilization [13].
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Field data from geological surveys aimed at identifying the occur-
rence and properties of gas hydrate reservoirs have provided a wealth
of information regarding CH,-hydrates in porous media. Furthermore,
several short-term field pilots have been carried out in permafrost- and
marine hydrate deposits, such as the Ignik-Sikumi field trials at the
Alaska North Slope [14]. These particular tests involved depressuriza-
tion, as well as the guest molecule exchange of CH, with the injected
CO,-N, mixture.

However, controlling operating conditions in hydrate reservoirs
is challenging due to complexity of interpretation of the field tests.
Moreover, the dynamics of hydrate dissociation and formation, heat
exchange due to the endothermic nature of hydrate phase behaviour
and potential formation of ice upon hydrate production add to the
operational complexities and have restricted short-termed field tests
to typically days or weeks [15]. Therefore, numerical investigation of
hydrate systems is essential to evaluate the production potential and
develop strategies for the commercial use of hydrate reservoirs. This
will lead to a better understanding and quantification of the dynamics
of hydrate-bearing geologic media.

The majority of the existing literature on hydrates in porous media
focuses on CH,-hydrates. Historically, it has been the most common
type of guest species, in oil and gas production and as a naturally
occurring carbon source. As a consequence, the comparison and bench-
marking of a numerical model for gas hydrates in porous media is
limited to mostly single-component CH,-hydrates. Nevertheless, single-
component hydrates of CH, and CO, share a common thermodynamic
basis. Therefore, only a few adjustments allow the use of the numerical
model presented in this study for CO,-hydrates as well. Besides, more
lab experiments are performed to address hydrate formation issues in
CO, sequestration operations [16,17].

Numerical studies on the simulation of gas hydrate systems in
porous media are limited. The TOUGH+HYDRATE (T+H) simulator
[18] is capable of simulating CH4-hydrate formation and dissociation
under kinetic and equilibrium conditions, involving the various produc-
tion techniques destabilizing the hydrate. Other simulators that use a
kinetic description of CH,-hydrate formation and dissociation include
CMG STARS [19] and MH21-HYDRES [20]. Furthermore, with the
STOMP-HYDT-KE simulator [21], an attempt has been made to develop
and demonstrate kinetic models representing the CH,4-CO,-N, guest
molecule exchange process that is presumed to have occurred during
field tests [14]. More recently, the Full Implicit Simulator of Hydrate
(FISH) has implemented a fully coupled thermal-hydraulic-chemical
(THC) framework specifically for CO,-hydrates and reproduces core-
scale pressure, temperature, and hydrate-mass profiles within 10%
deviation [22]. However, most models mentioned here assume that
hydrate formation and dissociation are driven by a pressure difference
relative to the hydrate equilibrium curve, rather than a thermodynamic
(non-)equilibrium state. This assumption is limited to regions in the
thermodynamic space where three phases (vapour-aqueous-hydrate)
can coexist. Without excess water or with low gas concentrations,
hydrate formation is still possible, but the required pressure can be
above the equilibrium curve. Furthermore, the modelling of the hydrate
phase equilibria under equilibrium assumptions in T+H is based on
tabulated equilibrium constants [23].

In this study, we extend the in-house open-DARTS simulation frame-
work [24], which is capable of modelling complex flow and transport
related to various energy applications and CO, sequestration [25-28].
We utilize a thermal-compositional-reactive formulation [29] to im-
plement a full thermodynamic description of CH4- and CO,-hydrate
formation and dissociation in porous media under kinetic assumptions.
The complexity of such systems can be effectively captured using
the Operator-Based Linearization (OBL) approach. The OBL method
significantly simplifies the implementation of a complex simulation
framework by introducing algebraic functions that capture all complex
physics and associated nonlinear terms. It provides an opportunity to
represent the exact physics of the simulation problem by operators
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defined at each point in the discrete parameter space from the set of
primary unknowns. The main advantage of this approach is a simplified
construction of the Jacobian matrix and residuals since the complex
physics-based calculations (i.e., mainly related to the flux in the govern-
ing equations) are translated into algebraic multi-linear interpolation
kernels [25]. The method enables the combination of conventional
conservation equations with the use of complex physics and empirical
models.

This paper is structured as follows. First, we briefly describe our
numerical model and the Operator-Based Linearization approach. Next,
we develop the workflow for thermodynamic calculations for hydrate
systems under kinetic assumptions. We analyse the Gibbs energy sur-
faces of each of the fluid and hydrate phases to confirm that, in the
limit, kinetic assumptions would yield the same conditions as equilib-
rium thermodynamics. Finally, we benchmark the simulation model
for CH4- and CO,-hydrate formation and dissociation against numer-
ical benchmarks from literature using several test cases [8,22,30]. A
convergence study is included to validate the use of the OBL approach.

2. Numerical methodology

In this section, we are going to formulate governing equations,
outline the impact of hydrates on flow and introduce an operator-
based linearization approach for an accurate and flexible treatment of
nonlinearity.

2.1. Conservation of mass and energy

For a domain with volume €, bounded by surface I', the conserva-
tion of mass and energy can be expressed in a uniformly integral way,
as

i/MCdQ_'_/FC.nd[‘:/QCd_Q 1)
Jt Jo r Q

Here, M¢ denotes the accumulation term for the cth component
(¢ = 1,...,n,, indexing for the mass components and ¢ = n, + 1 for
the energy quantity); F, refers to the flux term of the cth component;
n refers to the unit normal pointing outward to the domain boundary;
Q. denotes the source/sink term of the cth component.

In this work, fluid flow is governed by advective and diffusive
fluxes, and the source term contains source/sink terms for wells and
kinetic reactions. The energy accumulation term contains both the
fluids and rock, and the flux term for energy accounts for advection and
conduction. For each component ¢, the mass conservation equation can
be expressed as

n n
P » »
> (‘f’ > /’jijw') ==V <Z Xejpjuj + S//’chj)
j=1 j=1
p 3
+Zxcjpquj+Zuckrk c=1,...,n, (2)
=1 k=1

and for energy

n n n
d/(, \ 4 , R
(¢ X o5l +1 =)0, ) ==V (X hypyu +59T) + Z‘T hpsd; (3)
Jj=1 j=1 j=
Here, the velocity u; follows the extension of Darcy’s law for multiphase
flow:

k,;
u; = _KM_(VP,' - Yjvz)a @
J

which includes gravitational and capillary effects. The diffusive flux J ;
of component ¢ in phase j is described by Fick’s law as

ch = _¢chvxcj’ (5)

The rock is assumed compressible and represented by the change of
porosity through

b= do(1+¢,(p = Prey)) ®)
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The nonlinear equations are discretized using finite-volume dis-
cretization with a two-point flux approximation and upstream weight-
ing [31] in space and a backward Euler approximation in time. The
discretized residual form for a reservoir block i bounded by interfaces
I reads

R =V,(M@) - Mi@)) = a1 X A Ff (@) +V,Q{(@)) =0, .
!

2.2. Operator form of conservation equations

The nonlinearity of the system of mass and energy conservation
equations, introduced by the secondary variables that depend on the
values of nonlinear unknowns at the current time-step, is further in-
creased by the assumption of instantaneous thermodynamic equilib-
rium, which requires a multiphase flash procedure for each grid block.

The operator-based linearization approach [32] significantly simpli-
fies the implementation of complex simulation frameworks by introduc-
ing algebraic operators that capture all complex physics and nonlinear
terms. Instead of keeping track of each property and its derivatives
with respect to nonlinear unknowns, abstract algebraic operators rep-
resenting the physics can be constructed and assembled into the set of
Jacobian and residuals defined at each iteration.

In the described approximation method, pressure, temperature and
overall composition are taken as the unified state variables in a given
control volume. Upstream weighting of the physical state is used to
determine the flux-related fluid properties determined at the interface
1. The discretized mass conservation equation in operator form for each
grid block reads

"p
Vola (@) - a (@)= 4t Y. Y[ (@) + Tyl@)ay,]
IeL(i) j=1

+AtVé,(w) =0, c=1,...,n, ®

Here we define the following state-dependent operators,

"p

ap(w) = (1 +cr(p—p,ef)) Zxcjpjsj, c=1,...,n; (©)]
j=1
Bej(@) = xcipikei/ujs =1, ne, j=1,...,ny (10)
7@ = (1460 = brep) )o550 J = Loy an
Xej@) = Dgix.j, e=1,....n,, j=1,...,n, 12)
p
b.(w) = z:;cjrj(a)), c=1,...,n,. 13)

j=1
The phase-potential-upwinding (PPU) strategy for OBL parametrization
is applied to model the gravity and capillary effect [25,33]. The poten-
tial difference of phase j on the interface / between block 1 and 2 can
be written as:

Pj(wl) + pj(wZ)

) 8(zp — z1), a4

Ay/j’. = p1 = Pj(@)) = (py — pj(@)) -

where P is the capillary pressure.
The discretized energy conservation equation in operator form can
be written as:

"p
Volae (@) = agp(@,)] = At Y, Y [Tl (@)4y! + Ty (@)Az,)]
IeL(i) j=1

+ AV 8,(@) + (1= po)V U, [t (@) — ap(@,)] as
— 46 (1= po) Tk, (@)A g, =0,
1
where:
"p
@ (@) = (1 +c,(p —pn,f)) Z p;s;Ujs (16)

j=1
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(a) Three-component space
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(b) Four-component space

Fig. 1. Hypercubes in multicomponent compositional space. (For interpretation of the references to colour in this figure legend, the reader is referred to the web

version of this article.)

ﬂej(w) = h/-/)jk,j/ﬂj, Jj= 15---3”1;; a7)

}(gj(a)) = K'jTj, Jj= 1,~~~’np; (18)
j

8(@) = Y 0,1 (@) 19)
=1

In this form, the nonlinear system is defined only in terms of
physical state-dependent operators. The values of these operators are
uniquely determined in the parameter space of the simulation problem
with the set of primary unknowns {P,T,z,,..., Zp, -1 }. Approximation
interpolants are generated at each point in the discrete parameter
space at the pre-processing stage and stored in (n, + 1)-dimensional
tables. The approach was modified [25] to adaptively evaluate the
operators during simulation, improving the overall performance of the
solution. Operator values for a specific state are obtained by multi-
linear interpolation of tabulated values. Partial derivatives, required for
the assembly of the Jacobian matrix, can be evaluated directly as in-
terpolation coefficients. However, to delineate the nonlinear behaviour
in the system, especially strong nonlinearity, it is necessary to select
a reasonable OBL resolution to characterize the physical space. Too
coarse OBL resolution may lead to large errors in the solutions [32].

2.3. A note on OBL parametrization for multicomponent systems

In multicomponent systems, a multilinear interpolation strategy
for OBL may require evaluation of supporting points for which the
composition of the last component is negative. This is the case for
compositions that are located in an interpolation hypercube that is
intersected by the edge of the compositional space where z, = 0. For
these compositions, one supporting point corresponds to a coordinate
where the n, — 1 independent mole fractions sum up to a value greater
than unity. Such a state is non-physical, and therefore a different
approach must be used to evaluate operator values at these supporting
points.

Fig. 1 shows how the (n, — 1)-dimensional compositional domain of
the OBL discretization at the edge of the physical parameter space for
(a) three- and (b) four-component simulations. In the hypercubes that
are intersected by z, = 0, some of the supporting points correspond
to z, > 0 (blue), some are located exactly on the edge (green) and a
few lie outside of the physical space (red, orange, yellow). A solution
to obtain consistent values for interpolation lies in the linear nature

of the parameter space within each hypercube. Using this property,
the OBL implementation for these hypercubes requires extrapolation
of the operator values in the physical coordinates to calculate the
corresponding operator values in the non-physical supporting point.

Mathematically, this is described as a hyperplane that goes through
the physical supporting points. In the (1, —1)-dimensional compositional
subspace with the additional dimension of operator value, this corre-
sponds to the set of points y = (xy,...,xy) in RY with N = n,. The
equation for a hyperplane in RV through point p with normal vector n
is given by

N
@, = p) =0 (20)
or
N
Z a,y, =—d @n

n
where d = —n - p.

One can extrapolate the operator values at the physical points to the
non-physical coordinate by determining the equation of the hyperplane.
This can be done by finding the null vector h of matrix P that contains
the coordinates of the N known coordinates p, and operator values

an:
Zyp e Zpger a1

. . (22)
ZNl o ENam-1  ON 1

After performing a Gaussian elimination of the matrix (22), the extrap-
olated operator value can be found by substituting the non-physical
coordinate into the obtained equation of the hyperplane.

By definition of the linear nature of the hyperplane, interpolated
values at the edge of the physical domain are linearly interpolated
between the supporting points that correspond to z, = 0. As a result,
any interpolated states at a composition with z, = 0 that should be
zero by being located at the edge of the composition domain, are indeed
zero.

For the three-component problem (Fig. 1a), extrapolation always
occurs in the three-dimensional subspace. In the four-component space
(and up), however, more varieties of cases exists. In case all n, — 1
compositions are nonzero, the extrapolation relies on a different set
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Table 1
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Flow behaviour models used in this study (normalization/effective saturations, capillary pressure, and relative permeability).

CH,-hydrate dissociation (cases A &

Property CH,-hydrate formation [8] CO,-hydrate formation [22] B) [30]
Effective Sy Sg . Sy =Sy,
3 SA e = ’ SG e= T 1o St = o/
saturations ’ S, +Sg ’ Sy +S6 Spmax — Sar
used in all studies
Same relation as CH,-hydrate formation
. case was used
-4 Sae=Sare\
P, =-P, [(S*)*l/‘ - 1] P, = p( S _TAre Case A: P, = 1887.0 Pa,
1= Sare 4=0.60
Capillary pressure Py =2000 Pa, P, = 1000 Pa, .
A=0.6, n, =100 Sar =012, Sy =10
Sy, =012, Sy =1 S, =0.10 Case B: Py = 12500 Pa,
’ 4 =045,
Sy, =012, S, =10
k k SA e SA,r,e "
e N ’ Same relation as CH,-hydrate formation
Relative k k Sce = Scre "¢ case was used Same relation and parameter as
permeability 6 TG0\ T s hre Kpo=kgo=1, ny=ng=3 CH,-hydrate formation case were used
Kopo=kgo=1, n,=ng=3 S,, =010, Sg, =005
Su, =012, S, =002

of supporting points in the red and orange states (Fig. 1b). If the
extrapolation concerns a state where one or more of the compositions
are zero, one of the axes degenerates and the problem reduces to n, — 1
dimensional extrapolation (yellow).

2.4. Impact of hydrates on flow behaviour

This section describes the constitutive laws that couple hydrate
saturation to multiphase flow and transport. Specifically, we define the
effective pore volume and the corresponding saturation normalization
used for mobilities, state the relative-permeability relations, specify
the capillary-pressure relation, and prescribe the reduction of absolute
permeability with hydrate saturation evolution. These choices are con-
sistent with established hydrate simulators and benchmarks [8,22,30]
and with our OBL implementation, where the same forms are applied
and parameters and relations are reported per case in Table 1.

» Normalization/effective saturations: Hydrate is treated as an
immobile solid that occupies a fraction S of pore space, leav-
ing (1 — Sy) for the mobile fluids. For capillary and relative
permeability models we therefore use effective saturation.
Capillary pressure: We define gas/water capillary pressure with
a van Genuchten form [34], where P, is the entry pressure and
n.,, and A are exponents in capillary pressure model. The sign of
the capillary pressure should be defined based on the reference
phase of the simulator.

Relative permeability: Phase mobilities follow Corey curves in
effective saturation: with S, , from effective properties.
Absolute permeability reduction:Absolute permeability
decreases as the hydrate fills the pore space. In Tough+Hydrate
simulator, the first evolving porous medium (EPM) model from
[23] and for CO,-hydrate formation case from Reference [22],
the model is as follows:

2
k=ko (1 —SH)"+2<:—;> ,

(23)

n=3,

With a geometric factor Ay/Ap. For small hydrate saturation, the
pore cross-sectional area scales as

2= (14 V)

Ap
For larger hydrate saturation (0.10 < Sy), let x = r/L € [, \/5]
be the normalized throat radius, linked to S by:

Sy <0.10, (24)

LIPS e
-8y == i 17 60 ye[Lva, (25)
-3
and the corresponding area ratio
A 3v2-4
20 _ —\/— (26)

Ay~ 3x—2x2

Egs. (23)—(26) recover k — ky as Sy — 0 and yield a monotone
decrease with Sp.

In this work, we adopt the permeability model, consistent with
the benchmark problems used in Section 4. The goal of these sections
is to reproduce and validate published CH, and CO,-hydrate stud-
ies under the same modelling assumptions, rather than to compare
alternative permeability relationships. The OBL framework itself is
independent of the particular permeability model and other relations
(e.g. Kozeny-Carman or Tokyo-type correlations) could be substituted
without changing the numerical formulation.

3. Thermodynamic description of hydrate systems

Hydrates can form in any system that contain water and the pres-
ence of small, non-polar guest molecules, either undersaturated in
aqueous solution or as a free phase. The hydrate pseudo-reaction is
given by:

G + nyH,0 «— G- nyH,0 27)

The hydration number ny corresponds to the number of water
molecules bound to each guest molecule G. Hydrates are non-
stoichiometric substances, i.e., they have no set chemical composition.
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Full cage occupancy of sl-hydrate corresponds to 8 guest molecules per
46 H,0 molecules and would yield a hydration number of 5.75. In
reality, full cage occupancy is not a thermodynamically favourable state
and the composition of the hydrate phase varies with thermodynamic
conditions.

The conditions for hydrates to exist then require rather low temper-
atures, though not necessarily sub-zero, and sufficiently high pressures.
However, formation conditions, (non-stoichiometric) composition, and
structure type (sl, sII, sH) of hydrates are highly dependent on fluid
composition. As a result, mixed guest hydrates introduce a very nonlin-
ear thermodynamic behaviour which cannot be easily understood with-
out considering a full thermodynamic equilibrium approach including
hydrate phases.

For single-guest hydrates, such as nearly-pure CH,-hydrates in natu-
ral hydrate deposits or natural gas pipelines or CO,-hydrates in carbon
sequestration operations, a thermodynamic model using a kinetic de-
scription for the hydrate phase is, in many cases, a better approximation
of the dynamics. This holds especially for hydrate systems in porous
media, where nucleation highly depends on local conditions and pore-
scale geometry limits transport of matter to the hydrate surface and
governs the ability to sustain the growth process [30].

In this work, we limit ourselves to a two-component system con-
taining H,0 and CH, or CO,, which are limited to partition into non-
aqueous (V/L), aqueous (Aq) or sl-hydrate (H) phases. We discuss the
thermodynamic model for single-component CH, and CO,-hydrates.
According to Gibbs’ phase rule, the degrees of freedom at equilibrium
amount to F = C — P + 2. This implies that a three-phase equilibrium
can only occur at the phase boundary (the hydrate equilibrium curve),
where pressure (or temperature) behaves as a dependent variable. By
means of a Gibbs energy analysis, we demonstrate that both kinetic
and equilibrium approaches yield the same equilibrated conditions
given enough time. In the mass balance equations (2), however, the
hydration number is often fixed. An aspect that is not easily captured
using a kinetic model with a set hydrate composition is the variabil-
ity in gas ‘stoichiometry’ throughout the equilibration process. This
phenomenon is relatively harmless for single-component hydrates, but
becomes crucial for modelling of mixed hydrates [35].

3.1. Thermodynamic description of kinetic model

A kinetic description of the hydrate phase requires a flash procedure
for solving thermodynamic equilibrium only between the fluid phases.
The assumption of instantaneous thermodynamic equilibrium is not
applied to the hydrate phase, and a separate mass balance equation for
the hydrate pseudo-component is added. The kinetic pseudo-reaction
of the hydrate phase is then driven by the difference in fugacities of
water between fluid and hydrate phases:

re < Af, (28)

The process of formation or dissociation results in a net exchange
of mass between hydrate and non-hydrate phases to minimize Gibbs
energy and restore thermodynamic equilibrium between all phases.
The complete set of rate laws described by modified Arrhenius-type
relations is used for the simulation scenarios and accompanied by the
Results section (Table 2).

The proposed thermodynamic framework for kinetics consists of two
stages. Firstly, a two-phase flash procedure yields the thermodynamic
equilibrium between the fluid phases. Secondly, the hydrate reaction
rate is determined from the fugacity difference between the fluid and
hydrate phases. We demonstrate that the conditions of the equilibrated
system obtained with kinetic assumptions are, in the limit, equivalent
to those obtained from equilibrium assumptions.
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3.2. Flash procedure for fluid phases

At thermodynamic equilibrium, pressure and temperature are uni-
form throughout the system. Furthermore, the Gibbs free energy of an
equilibrium mixture is at a global minimum. The Gibbs free energy is
given by:

np  ne
G=G/RT =Y Y nylnf, (29)
k=1i=1
with n;;, and f;;, the number of moles and fugacity of species i in phase
k, respectively. At the global minimum, the change in Gibbs energy for
any transfer of material must be zero:
G
— =Infy —Infip =0,

i=1,...,n5k=1,...,
on;

nyk # R, (30)
where the reference phase R can be any phase. Hence, this yields the
equality of fugacity of each component i throughout all phases k as a
necessary condition for equilibrium.

Since it is generally not known in advance how many phases coexist
at a global minimum, a sequence of phase stability and split routines
must commonly be performed to find the correct equilibrium state.
The stability test and phase split problems have similar mathematical
structures. In a recent work [36], we adapted the procedures described
by Reference [37,38] for hybrid models. A stability test indicates
whether the Gibbs energy surface is either at or above the mixture
tangent hyperplane throughout the entire compositional space [39,40].
Reference [41] developed a mathematical implementation of this “tan-
gent plane distance” (TPD) criterion. The common approach to finding
the minima of the TPD function is to apply local optimization over a set
of initial guesses. The corresponding phase compositions can be used
as an initial estimate in further phase split calculations.

In the phase split procedure, the dimensionless Gibbs energy (29) is
minimized with respect to mole numbers. In addition, in SSI iterations
or if /InK are used as independent variables in the Newton method, the
material balance must be satisfied, generally done so by solving the
Rachford-Rice (RR) system of equations:

e

ne.
L z(Ky — 1)

Ry= Y (i —xp)= ), ——o— " =0, k=1,..,
i=1

m np;k # R.
S+ 0,(Ky, = 1)

(€19)

The equilibrium constants K;; describe the mole fraction ratio of each
component between phase k and the reference phase. The solution to
the RR equations yields the phase fractions 0 = (4, ...,0,)" and phase
compositions x,. For two phases, the RR equation can be solved using
convex transformations, as proposed by Reference [42], leading to a
significant increase in solution speed in difficult cases.

3.3. Thermodynamic models and hybrid-EoS approach

Cubic equations of state have proven reliable for thermodynamic
calculations of nonpolar mixtures, but are not adequate to predict the
interaction between associating particles in aqueous solutions. Besides,
they fail to describe the behaviour close to infinite dilution. For the
fluid phases, we rely on the recently proposed hybrid-EoS framework
with a fugacity-activity model for the aqueous phase and cubic EoS for
non-aqueous fluid phases [36].

The implementation of a separate model for the aqueous phase
maintains the simplicity of solving phase equilibrium problems with
cubic equations of state while obtaining an accurate thermodynamic
description of the aqueous phase. For the aqueous model, we combine
activity coefficient models based on Henry’s law constants for the
dissolved species [43,44] and a separate fugacity model for the H,O
component [45] to calculate the aqueous phase fugacities. An accurate
evaluation of aqueous phase properties is particularly important for
hydrate modelling, where gas solubility and component fugacities have
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Table 2

Summary of hydrate formation/dissociation kinetic models and parameters employed in numerical studies.
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Study

Kinetic model and parameters

A,/geometric term

CH,-hydrate formation
[8]

E
r= KA, exp <— R;‘) fH -1k

K =3.6x10* molPa~! m~2s7!
E, =8.1x 10* Jmol™!
ny =6.1
R =8314 Jmol ' K!

] —
A, =0879F, () ¢ 203
r

H
p

P T
Pola -2 g
F, =023

CH,-hydrate dissociation
[30]

E,
r= KA, exp <_R;> (f:Z’ _ f,f)
K =3.6x10* kgPa ' m2s!
E, =8.1x10* Jmol™!
hy = 6.1

A, and r, same as CH,-hydrate formation
study
F, =10

CO,-hydrate formation
[22]

1-¢

E,
r=3Kexp (—ﬁ> Sh =8, —=5L = 1)
P

K =84x10" kgm™>Pa~'s™!
E, =1.02838 x 10° Jmol™!

No separate A,; geometric factor is inside the
rate.
r,=1.645x 107 m

p=53
ny =6.0

a large influence on the predicted hydrate equilibria [46]. Considering
the limited solubility of gases in the aqueous phase, the use of Henry’s
law coefficients is valid.

The hybrid-model approach introduces a thermodynamic incon-
sistency that is mostly pronounced close to critical conditions. Far
from brine criticality, however, robust, accurate and efficient solution
procedures are obtained. In practice, hydrate calculations are limited
to a narrow range of temperature and a wide range of pressure and the
use of inconsistencies towards critical conditions of the brine phase by
using separate equations of state are therefore not a concern [45].

It must furthermore be noted that, albeit the Peng-Robinson EoS
[47] is often preferred because of improved (critical) compressibility
factors, predictions of hydrate structures and equilibrium pressures ob-
tained with the Soave-Redlich—-Kwong EoS [48] are more satisfactory.
This is due to the fact that the improvement in volumes is at the expense
of the (critical) fugacity coefficient [46]. In the reference studies that
we aim to reproduce in this work, however, the Peng-Robinson EoS is
utilized.

To calculate hydrate fugacity and determine the magnitude of the
thermodynamic driving force (28), the common procedure in the liter-
ature relates to the hydrate equilibrium curve. In this work, however,
we evaluate the fugacity of water in the hydrate phase from a modified
Van der Waals-Platteeuw hydrate equation of state [49,50] (Appendix
BX. Gibbs energy analysis of kinetic assumptions

Contrary to equilibrium assumptions, where the hydrate phase is
incorporated into a multiphase flash procedure, the kinetic model as-
sumes a thermodynamic non-equilibrium between the fluid and hydrate
phases. In the limit, however, both tend to the direction of minimum
Gibbs energy. We demonstrate this by analysing the Gibbs energy
surfaces of the three phases.

Fig. 2 shows the dimensionless Gibbs energy of mixing surfaces for
the H,O0-CH, system at a temperature of 277.6 K, typically encountered
at the sea floor [51]. Note that the surfaces of the fluid phases are
only plotted for relevant ranges of composition (i.e., CH,-rich for the
vapour phase, H,O-rich for the aqueous phase). The composition of

the hydrate phase, however, is physically limited to the range between
empty (zy,o = 1) and full cage occupancy (zy,o % 0.85).

The fugacity of each separate component can be calculated from its
intersection with the y-axis at pure composition. The guest molecule
fugacity is taken from the fluid-phase equilibrium. The stability of
hydrate at specified conditions is indicated by whether the hydrate
fugacity is above or below fluid-phase equilibrium.

Three different pressures are considered: below hydrate equilibrium
pressure (P = 10.0 bar), exactly at the three-phase coexistence curve (P
= 40.79 bar) and above hydrate equilibrium pressure (P = 70.0 bar). At
thermodynamic equilibrium between any number of phases, the chem-
ical potential of each component is equal throughout all equilibrium
phases. In the Gibbs energy diagram, this corresponds to a common
tangent to the surface at each of the equilibrium phase compositions.
It can be observed that the Gibbs energy surface of the hydrate phase
for the three pressures is above, exactly at and below the Gibbs energy
surface for two-phase equilibrium, respectively.

Using the fugacity of CH, in the fluid phases to calculate the hydrate
fugacity, the tangent to the hydrate surface indicates that total Gibbs
energy would be decreased by either hydrate formation (P > P, : f; >
fg) or dissociation (P < P, : fi < fy). Through the consumption or
release of gas upon formation or dissociation, respectively, the system
decreases or increases its pressure accordingly to return to equilibrium.

From the Gibbs energy analysis, we find that, as was implied by
Gibbs’ phase rule, three-phase equilibrium in a binary system oc-
curs only at the phase boundary between the three phases, which
corresponds to the hydrate equilibrium curve. In single-phase fluid
conditions — either when the brine is undersaturated with dissolved
CH,, or all water is evaporated — we would find that increasingly large
pressures are necessary to sustain a stable hydrate phase.

Aside from finding equilibrium conditions of the hydrate phase, note
that the phase equilibrium conditions also determine the composition of
the hydrate phase. It corresponds to the tangent line to the hydrate sur-
face, which varies from low cage occupancy in brine-hydrate conditions
to high concentrations of CH, in the vapour-hydrate region.
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P = 10.0 bar < Pgq

P = 40.79 bar = Pg,q
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Fig. 2. Gibbs energy surfaces of mixing of H,O-CH, mixture at T = 277.6 K for conditions below equilibrium pressure (P = 10.0 bar), at the three-phase boundary
(P = 40.79 bar) and above equilibrium pressure (P = 70.0 bar). The solid lines are the Gibbs energy of mixing surfaces for hypothetical single-phase mixtures
and the dashed lines are the Gibbs energy of mixing of two-phase equilibrium, and of the hydrate phase at the given two-phase equilibrium.

Table 3

Reactor and porous medium properties for formation experiments.
Parameter CH, CO,
Internal height of reactor 120.0 mm 160.0 mm
Internal diameter of reactor 102.0 mm 101.6 mm
Internal volume of reactor 0.98 L 1.155 L
External height of reactor 170.0 mm 164.0 mm
External diameter of reactor 132.0 mm 116.0 mm
Thickness of reactor wall 15 mm 7.2 mm
Material of reactor SS316 steel Steel
Radius sensor a 25.0 mm N.A.
Radius sensor b 38.0 mm N.A.
Porosity ¢ 0.44 0.312
Permeability k 3.83D 30.0 D
Density of rock p, 2650 kg/m? 2075.5 kg/m?
Thermal conductivity of dry rock «, 0.30 W/m K 2.2 W/m K
Thermal conductivity of wet rock «,, 1.65 W/m K N.A.
Heat capacity of rock c,, 1400 J/kg K 745 J/kg K
Thermal conductivity of Steel 16.0 W/m K 13.4 W/m K
Heat capacity of Steel ¢, 500 J/kg K 468 J/kg K

4. Results

In this section, we apply the modelling framework to simulate gas
hydrates in porous media. We first reproduce hydrate formation the
numerical experiments for CH, [8] and CO, [22]. Then, we inves-
tigate test cases for dissociation of natural CH4-hydrate deposits as
studied by Reference [30]. The reaction models for each case have
been summarized in Table 2. Note that we adopt the same kinetic
rate parameters, porosity-permeability relationships, spatial grids and
boundary conditions as in the original publications, since the primary
goal here is to reproduce and validate the reported behaviour.

4.1. Hydrates formation

Authors of Reference [8,52] analysed numerically earlier experi-
mental studies that involved CH,-hydrate formation and dissociation in
a small reactor filled with a sandy porous medium. Their study aimed
to investigate the hydrate reaction kinetics and phase distribution het-
erogeneity throughout core samples in such laboratory studies. In line
with the setup for CH4-hydrates, we simulate a CO,-hydrate formation
experiment under a semi-batch, constant-pressure configuration [22].
The core properties for both experiments are summarized in Table 3.

4.1.1. CH, - hydrate formation
The CH,4-hydrate formation experiment describes a 1.0L cylindrical
reactor, blanketed by a cooling jacket that circulates a heat exchange

fluid. A stainless-steel wall surrounds the porous medium and is used
for cooling via the external bath; in the model, the wall is treated as
a solid, impermeable layer with zero porosity (no mass flow through
the wall). A water injection point is located at the top of the reactor.
Pressure sensors record pressure at the top and bottom, and thermal
sensors T, and T}, are installed at different radii throughout the core.
The core is initially pressurized by pure CH,. Then, three sequences of
water injection (I), stabilization (S), and hydrate formation (F) stages
followed, allowing the system to return to equilibrium.

We model the first stage of hydrate formation F1. The bath tem-
perature and pressure initially measure 288.2 K and 95.0 bar and are
practically uniform. The cooling fluid starts circulating the boundary,
its temperature slowly reduced to 274.5 K (reached at = 0.66 hr). The
temperature at the boundaries is maintained constant for the remainder
of 24 h. This is sufficiently low to create hydrate formation conditions.
The rate of hydrate formation is described in Table 2.

Fig. 3 shows the temporal and spatial evolution of pressure (a),
temperature (c) and phase distributions (e). The high porosity and
permeability of the sand result in a practically uniform pressure dis-
tribution at all times. The temperature distribution is heterogeneous at
early times, caused by the combined effect of the cooling boundary and
the exothermic nature of hydrate formation. The temperature drop at
the boundary spreads into the core by means of thermal conduction,
then increases due to the heat released upon hydrate formation and
becomes uniform after 4 h. A similar heterogeneous distribution of
hydrates to Reference [8] can be observed. They recorded a hydrate
saturation of 0.49 at the cooling boundary and a saturation of only
0.10 at the centre of the core. In our simulations, the distributions
are slightly different. Notice that the pattern of hydrate distribution
heavily depends on the kinetic parameters and thermal properties of
the medium.

Under hydrate-forming conditions, the system pressure and tem-
perature gradually decrease as the boundary cools. The pressure—
temperature trajectories at sensors A and B (Fig. 4) show that both
locations follow a cooling path that progressively departs from the
equilibrium curve as hydrates begin to form. The deviation below the
equilibrium line indicates the consumption of free gas and water for
hydrate generation, while the subsequent pressure stabilization reflects
the slowing of formation as the system approaches equilibrium.

4.1.2. CO, - hydrate formation

We reproduce the semi-batch/constant-pressure configuration
(run 3) of the CO,-hydrate formation experiment reported by Refer-
ence [22]. Initial conditions correspond to a uniform 7" = 1.95°C and
P = 3.20MPa. In the sand bed, S, = 0.25, S; = 0.75. The gas cap is
void (¢ = 0.99) that is saturated with nearly pure CO,. All steel walls
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Fig. 3. Results for CH,-hydrate formation experiment after 6 h of simulation. (Left) Time evolution of (a) pressure, (c) temperature at sensors a and b and (e)
total mass of H,O, CH, and MH components. (Right) Spatial distributions of (b) pressure, (d) temperature and (f) hydrate saturation at different times. Markers

show reference points from Reference [8].

(side, top, bottom) are impermeable to flow and held isothermal at the
external bath temperature (7, = 1.0°C). The core is pressurized from
the gas cap by pressure-controlled CO, injection at P,,; = 3.20 MPa and
T;,; = 1.0°C. The rate of formation follows the CO,-specific kinetic
law [53] mentioned in Table 2. Capillary pressure, relative permeability
and porosity-permeability relationship are taken from Reference [22]
mentioned in Section 2.4.

Fig. 5 shows the temporal evolution of pressure and temperature
at different locations in the core. While pressure remains virtually
constant throughout the process, the temperature strongly increases at
early stages due to the exothermic process of hydrate formation. The
temperature increase is more pronounced at the top and middle sensors,
indicating that the amount of hydrate formed in these regions is larger
than in the bottom, where no cooling is applied. After equilibration, a
uniform temperature distribution is restored due to conductive fluxes
from the cooling bath inward.

The features that show up in the time data can be recognized in the
spatial maps from Fig. 6. In addition, it can be observed that the cooling
bath enforces low temperatures from the outside and the temperature
increase that accompanies the formation process is suppressed at the

outer region. The strongest driving force for hydrate formation is thus
induced at the outermost cells, resulting in a non-uniform final hydrate
saturation.

4.2. Dissociation of CH, — hydrates

Here, we run test cases of hydrate dissociation in hydrate-bearing
sedimentary layers. We follow two scenarios from Reference [30].
Case A considers thermal stimulation to induce hydrate dissociation
by providing a heat source at the well at the centre of the reservoir
to bring the temperature above hydrate equilibrium conditions. In
case B, hydrate dissociation is driven by depressurization, where the
pressure at the well is reduced below the hydrate equilibrium pressure.
Both cases are concerned with so-called Class 3 type radial reservoirs,
hydrate accumulations that are underlain and overlain by impermeable
layers [54]. Table 4 lists the specifics. The dissociation of CH,4-hydrates
follows a similar kinetic model as the formation case listed in Table 2.

4.2.1. Case A: thermal stimulation
Test case A concerns a radial domain in which the size of the grid
blocks increases in the radial direction, starting from a characteristic
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Fig. 4. Pressure-temperature trajectories at sensors A and B during CH,-
hydrate formation, compared with the CH,-hydrate equilibrium curve. Markers

indicate system conditions at 0, 2, 3, and 6 h.

Table 4

Parameters for simulation of dissociation test cases A and B.
Parameter Case A Case B
Thickness 10 m 10 m
Radius 1000 m 10000 m
P, 40 bar 90 bar
Ty 1.0 °C 11.0 °C
Pt 40 bar 27 bar
Tovenr 45.0 °C N/A
Shini 0.5 0.5
S, init 0.5 0.5
S g ani 0.0 0.0
Porosity ¢ 0.30
Permeability k 296 mD
Density of rock p, 2600 kg/m?
Thermal conductivity of dry rock «, 0.5 W/m K
Thermal conductivity of wet rock «,, 3.1 W/m K
Heat capacity of rock c,, 1000 J/kg K

length of 5 cm at the well radius r,, = 7.5 cm, to 100 m at the outer
radius of 1000 m. The domain consists of a single layer with a thickness
of 10 m.

Initially, two-phase brine-hydrate equilibrium exists, with satura-
tions of aqueous and hydrate phases equal at .S, = .S, = 0.50, uniform
throughout the domain. Temperature and pressure are both specified
at 274.15 K and 40.0 bar. The pressure at the well is kept at the initial
pressure, and production is initialized by increasing the temperature at
the well to the specified T,, = 45 °C.

The results of test case A after 30 days of simulation time are
displayed in Fig. 7. A fine OBL resolution of 4000 points has been
used. Figures (a) and (b) respectively show the spatial distributions
of pressure and temperature and phase saturations. A temperature
front propagates into the reservoir, resulting in a small zone behind
which the hydrates have completely dissociated. In the simulations, the
temperature rapidly decreases from well temperature T,, = 45 °C into
the near-well region, in part due to the endothermic nature of hydrate
dissociation and the increasingly large area of dissociating hydrates
outwards. The largest pressure can be found in the dissociation zone,
leading to fluid flow in both the inward and outward directions. The
amount of gas produced in the early stages, however, is insignificant.
Ahead of the dissociation front, secondary hydrate formation occurs
as a result of the increased pressure associated with gas release from
dissociation.

10
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4.2.2. Case B: depressurization

The second test case is very similar to case A, but now dissociation is
triggered by constant pressure at the well. Initial saturations are again
uniformly distributed .S, = .S, = 0.50 with a temperature and pressure
defined at 284.15 K and 90.0 bar, respectively. Production is initialized
with a constant pressure control at the well at 27.0 bar.

The results of test case B after 30 days of simulation time are
displayed in Fig. 8. An OBL resolution of 401 points has been used.
Figures (a) and (b) show the spatial distributions of pressure and
temperature and phase saturations, respectively. It can be observed that
the depressurization technique results in a wide region of dissociating
hydrates, unlike in case A. Temperature decreases due to the combined
effect of endothermic dissociation and expansion cooling of the released
gas.

The temperature distribution shows an increase close to the well.
This is likely to be related to the reaction rate for small concentrations
of the hydrate component. The reaction rate is governed by the hydrate
surface area, for which the exponent in Table 2 introduces severe
nonlinearities that the OBL parametrization is not able to fully resolve.
Further illustration of this effect can be found in Appendix B, where
the temperature increase becomes slightly more pronounced with lower
OBL resolutions.

4.3. Discussion on simulation results

A simulation model for hydrate formation and dissociation must be
able to capture the competing physical phenomena — a sharp decrease
in temperature due to the boundary conditions, adiabatic cooling,
exothermic hydrate formation reaction, and a reaction rate highly
sensitive to hydrate surface area — which result in highly nonlinear
simulation problems. This requires an appropriate resolution of the
OBL mesh. A coarse resolution of the OBL mesh is not fully able
to resolve the nonlinearities introduced by the kinetic reaction. A
very fine resolution would be a limiting performance factor, thereby
losing the advantages of the OBL approach. In our experience, a one-
dimensional simulation is usually sufficient to get a good grasp of the
accuracy that is required to capture the physical behaviour and no
extensive numerical studies have to be performed. The OBL technique,
in the end, provides an approximation of the actual physics where no
mathematical inconsistencies are introduced and a reasonably accurate
approximation quickly approaches a full-physics solution.

In addition, the default uniformity of the parameter space
parametrization may need to be addressed to make optimal use of
OBL in thermodynamic regions where it is most sensitive. We have
ongoing developments to introduce nested interpolation for exactly this
kind of problems, where most changes occur in a small range of the
thermodynamic parameter space (e.g., acids, ions and kinetic rates).

To illustrate how OBL- and grid resolution affect scaling and per-
formance, we perform a convergence analysis for the CO,-hydrate
formation case and CH, dissociation case B (Appendix B). OBL statistics
show that Jacobian assembly increasingly dominates the runtime with
finer OBL resolution (Table B.5). This is due to a higher amount of
points to be generated, while the number of interpolations remain
of the same order of magnitude. In addition, diagnostics of the grid
convergence study (Table B.6) indicate a good scalability of the OBL
technique with grid resolution. This is due to the fact that the number of
interpolations increases rapidly with the number of primary unknowns,
while the amount of points generated remains orders of magnitude less.
This presents a significant computational advantage over conventional
simulators that utilize analytical or numerical derivatives for Jacobian
assembly, which scale poorly with the number of unknowns. A simi-
lar conclusion was drawn from a comparison between TOUGH2 and
open-DARTS [55].

Across all cases, the dominant sensitivities remain the kinetic con-
stants and activation energy together with the geometric surface term
(A;, rp, Fy). The patterns of hydrate formation and dissociation, as well
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Fig. 5. Time evolution of pressure and temperature at sensors at bottom, middle, top and gas
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as pressure and temperature evolution, prove to be highly dependent
on the input parameters of the kinetic rates. A small adjustment in
the inputs for the formation study resulted in significantly different
hydrate distributions throughout the core. Capillary effects and residual
saturations mainly modulate phase redistribution and heat removal
without changing the qualitative trends.

A comparison between kinetic and equilibrium reaction models will
be an essential step towards making the appropriate assumptions for
the thermodynamic modelling of hydrate systems. Simulations under
equilibrium conditions would be less affected by the issues addressed
here. For an equilibrium model, however, it is preferable to solve the
governing equations with enthalpy as a state variable, as the number of
phases at the hydrate equilibrium curve exceeds the number of compo-
nents, and a PT-flash is not able to resolve that. Yet, if an equilibrium
approach is reasonably accurate, this would be a significant benefit for
the simulation of more complex fluid mixtures and multi-component,
multi-type hydrates.

5. Conclusions
In this work, we presented a kinetic simulation model for gas hy-

drates in porous media. We used a thermal-compositional formulation
that is capable of treating the conservation of mass and energy in a

12

unified manner. The implementation of advanced thermodynamic mod-
els and hydrate formation and dissociation under kinetic assumptions
was simplified through the use of the Operator-Based Linearization
technique. This method provides flexibility for physical modelling and
effectively captures the complex physics of gas hydrates in porous
media.

We demonstrated the applicability of the simulation framework for
CH,4- and CO,-hydrate formation experiments at the core scale, as
well as field-scale scenarios for gas production from CH,-hydrates by
thermal stimulation and depressurization. The interaction of a range of
thermal-compositional phenomena, such as phase changes, adiabatic
expansion, kinetic rates and reaction enthalpy, gives rise to highly
nonlinear physics which an appropriate OBL discretization is able to
resolve.
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Appendix A. Hydrate EoS

The statistical thermodynamic model from Reference [49] derives
the fugacity of water in the hydrate phase by comparing the energy
change from an empty hydrate lattice to an occupied hydrate phase
with the energy change to an aqueous phase:
A”w,H - A”w,A :|

(A1)

The free energy change of water due to the occupation of hydrate cages

is related through

AHw,H
RT

8w.p
RT

_ ”w,H

RT (A.2)

=), ln<1 -y ejm)

m j
where g, ; is the chemical potential of water in the empty standard
hydrate lattice at a given volume, v,, is the number of cavities of type
m divided by the number of water molecules in the unit cell and 9,,, is
the fractional occupancy of cage m by component j, given as

! L+ Xk Cimfi
where f; is the fugacity of guest molecule j and C;,, is the Langmuir
adsorption constant of component j in cavity m, describing the poten-
tial interaction between the encaged guest molecules and the water
molecules surrounding it. The Langmuir constants are taken from Ref-

erence [50] and assume a Kihara cell potential. Hydrate composition
can be derived from (A.3) by:

x _ Zm Vmeim
H= oo
' 1+ Em Zj Vmejm

and water mole fraction is equal to x,,y =1- 3%, x;.

In the original VdW P model, the fugacity of water must be known.
In order to eliminate this constraint in model development, Refer-
ence [50] suggested not to develop a relation between the chemical
potential of water in an aqueous phase and standard empty hydrate
lattice, but to use the standard state of water in ideal gas state at 1 bar:

(A.3)

(A.4)

Moot — gwo] (A.5)

Here, f;, is equal to 1 bar and g,, is the Gibbs energy of water in
the ideal gas state at 1 bar and the chemical potential of water in the
hydrate 4, ; appears in (A.2). In order to have a standalone expression
for hydrate fugacity from (A.2), Reference [50] derived the Gibbs
energy of the hypothetical empty hydrate lattice using pure component

thermodynamics:
P
/
Py

Expressions for the terms in (A.2), (A.3) and (A.6) have been derived
for the standard state in Reference [50].

8w.p _ 8uwo.p _ Vw.p dP
RT

RT

T hw,ﬂ

A6
RT, Jy, RT? (A.6)
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Appendix B. Convergence analysis

B.1. Effect of OBL resolution

We perform a convergence analysis for the CO,-hydrate formation
case and the depressurization case with regard to OBL resolution. We
consider different numbers of OBL points along each axis.

The results of test case B after 30 days of simulation are displayed
in Fig. B.9. Figures (a) and (b) respectively show the spatial distribu-
tions of pressure and temperature and phase saturations for different
resolutions. For the intermediate OBL resolution (n = 401), the solution
closely approaches the finest case (n = 40001): pressure and phase-
saturation profiles are essentially indistinguishable at the plotting scale,
and temperature profiles differ only in a small region near the well.
As discussed in Section 4.2.2, the temperature field close to the well
is more sensitive to resolution because steep thermal gradients and
strong coupling to phase change amplify interpolation errors. A second,
resolution-dependent effect originates from how initial equilibrium
is represented within the discrete OBL space. Because properties are
interpolated on the OBL grid, “exact” equilibrium can be realized at
slightly offset states relative to a continuous description; for hydrates
this appears as a small shift of the effective equilibrium curve and initial
saturations. The coarser the OBL grid, the more pronounced this shift;
refining to n = 401 largely removes it, and at n = 40001 it is negligible
for this case.

In practice, we find that n = 401 provides a grid-independent
solution for case B at 30 days while remaining economical. Finer OBL
tables (e.g., n = 4001 points) are supported and converge, but the
remaining differences relative to n = 401 are minor for the diagnostics
shown. If longer production windows or stronger thermal/pressure
transients are considered, a higher OBL resolution may be warranted
to control near-well temperature sensitivity; conversely, too low a res-
olution can degrade the initialization and slow nonlinear convergence.
This indicates a problem-specific threshold OBL resolution: below this
threshold the tables are too coarse and introduce visible artefacts, while
above it further refinement mainly increases CPU time and only slightly
modifies the solution.

Table B.5 presents the simulation diagnostics for the one-dimensional
CH, dissociation case B and 2D CO, formation case. The table summa-
rizes the total CPU time, time spent in Jacobian assembly, and OBL
statistics (number of interpolations and points generated) for different
OBL resolutions. For the CO,-hydrate formation case, increasing the
number of OBL points from 401 to 4 001 and 40 001 leads to a strong in-
crease in CPU time (from tens of seconds to several thousand seconds),
while the total number of interpolations changes only weakly. A similar
behaviour is observed for case B, where refining the OBL resolution
from 201 to 401 and 4 001-40 001 points increases the runtime by up
to two orders of magnitude. In all runs, the number of interpolations is
much larger than the number of points generated, indicating that the
operators are reused extensively and the extra cost of generating new
points is small when averaged over the many interpolations.

B.2. Effect of grid spacing for case B

Here, we analyse the sensitivity of case B to the radial grid spacing
using uniform grids with 4r = 0.2, 1 and 4. The corresponding statistics
are given in Table B.6. As Ar increases, the total CPU time decreases
from about 5 x 10%>s to a few tens of seconds and the number of
interpolations drops by more than an order of magnitude, reflecting
the reduction in the number of grid cells. As expected, coarser grids
progressively smooth the near-well gradients and reduce the spatial
resolution of pressure, temperature and saturation profiles, while the
finest grid (4r = 0.2) resolves the sharp behaviour best at the highest
computational cost. Together with the OBL-resolution study above, this
confirms the usual accuracy—cost trade-off and shows that, for this
benchmark, one can select a grid spacing just fine enough to capture
the near-well behaviour without unnecessary cost.
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Fig. B.9. Results for case B after 30 days of simulation for four OBL resolutions: 200, 400, and 600 points. Spatial distributions of (a) pressure and temperature
and (b) saturations of V, Aq, and H phases.

Table B.5
Effect of OBL resolution (number of OBL points N ) on computational performance for the CO, formation (2D) and CH, depressurization (1D, case B) problems.

Case NopL CPU [s] Jac. ass. [s] Interpolations Points gen. Newton it. (Wasted)
CO,-hydrate formation 401 23 14 7.23 x 107 18200 2076 (275)

4001 769 760 7.27 x 107 1280000 1877 (457)

40001 7243 7228 7.39 x 107 5950000 1941 (661)
CH,4-hydrate dissociation (B) 201 5 3 1.20 x 107 4153 553 (0)

401 10 7 1.35x 107 12939 643 (0)

4001 411 404 3.08 x 107 755816 895 (924)

40001 615 607 2.99 x 107 1130654 914 (875)

Data

Table B.6

Effect of uniform radial grid spacing Ar on computational performance for the CH, depressurization case B (fixed Ngg = 401).

Ar Total time [s] Jacobian assembly [s] Interpolations Points generated Newton it. (Wasted)
0.2 504 175 3.22x10° 9498 856 (0)
1.0 99 35 6.10 x 108 5416 792 (0)
4.0 27 9 1.42x 108 2983 709 (0)
availability [91 Zhao J, Xu K, Song Y, Liu W, Lam W, Liu Y, Xue K, Zhu Y, Yu X, Li Q. A

Data will be made available on request.
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