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Abstract

Ultra-low power Edge AI hardware is in increasing demand due to the battery-limited energy budget
of typical Edge devices such as smartphones, wearables, and IoT sensor systems. For this purpose,
this Thesis introduces an ultra-low power event-driven SRAM-based Compute In-Memory (CIM) accel-
erator optimized for inference of Binary Spiking Neural Networks (B-SNNs). In this Thesis, a custom-
designed 3nm SRAM cell is developed, with up to four read ports to improve inference performance
and one transposable read/write port for efficient on-chip learning functionality. The event-based na-
ture of SNNs is exploited to minimize the computation and memory cost. The design benefits from
technology scaling of fully digital design by synthesizing the accelerator in the imec 3nm FinFET tech-
nology node. The proposed accelerator’s performance is evaluated by running MNIST inference at
97.6% accuracy, achieving an impressive throughput of 44M inferences/s at 607 pJ/inference (3.2 fJ
per synaptic operation) while running at 29 mW. The results demonstrate that the proposed accelerator
provides an energy-efficient and high-performance solution for inference of Binary SNNs, opening up
new possibilities for Edge AI applications.
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1
Introduction

This Chapter introduces the Thesis. First, the Motivation and Problem Statement for the project are
discussed in Section 1.1. Next, in Section 1.2 the state-of-the-art solutions to to this problem are given,
along with the challenges these solutions face. This is followed by the proposed solution of this Thesis
to these challenges in Section 1.3, the main contributions of the Thesis in Section 1.4, and finally an
outline of the Thesis in Section 1.5.

1.1. Motivation and Problem Statement
The demand for Artificial Intelligence applications to run on battery-powered Edge devices like smart-
phones, wearable devices, and various IoT systems is increasing rapidly. These devices are now deal-
ing with a growing amount of data that needs to be processed using AI algorithms, such as facial and
speech recognition, defect detection in factory supply chains, or traffic interpretation for autonomous
vehicles. Communicating all this raw data to some central processing server, often called the cloud, is
not an option.

Firstly, there is too much data to communicate, meaning the cost of transmitting it quickly becomes
prohibitive. Additionally, most Edge devices are not guaranteed to always be connected to the Internet
in the first place. Secondly, communicating the data to a central server and waiting for a response
induces too much latency; systems that need to react in real time typically cannot wait for so long.
Finally, communicating all this data brings privacy issues with it. Communicating visual or speech
recordings of people to the cloud significantly increases the risk of sensitive information being leaked.
Instead, by immediately processing all data on the Edge device itself, privacy risk is minimized [1].

Thus, there is a growing demand for execution of AI applications fully on the Edge devices. The
main problem this demand brings is Energy consumption. Most Edge devices are wireless, meaning
unlike the servers that make up the cloud, they do not have easy access to the Power grid. Instead
they must rely on battery power. Therefore Edge AI is expected to run at much lower Power and
Energy budgets than AI run on the cloud. This means existing solutions to accelerating AI applications,
such as high-performance CPUs, GPUs, TPUs, or FPGAs cannot be applied here, and new computing
paradigms need to be explored [2].

1.2. State-of-the-Art Solutions and their Challenges
The primary solutions explored for low-power Edge AI are neuromorphic computing and the use of
Spiking Neural Networks (SNNs). Specifically, most solutions adopt some form of large-scale paral-
lel operation, perform Computation In-Memory (CIM), exploit event-based computation, and reduce
parameter precision. The main challenge for neuromorphic accelerators lies in how to implement the
essential Multiply-and-Accumulate (MAC) Operation quickly and efficiently. Research is being per-
formed into solutions to this challenge in both the analog and digital domain. For this Thesis, a digital
solution is chosen due to its robustness, scalability, and portability across technology nodes [3].

In the digital domain, where synaptic weights are stored in SRAM, performing the MAC operation us-
ing CIM (CIM-MAC) requires additional hardware. Two main methods of CIM-MAC are typically utilized:

1
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Adder Trees and their variants [2, 4, 5, 6] or Multiplication In-Memory with Sequential Accumulation in
the SRAM Periphery [7, 8, 9, 10]. Adder trees allow for a higher degree of parallelism at the cost of
breaking up the SRAM structure and adding a lot of hardware overhead. On the other hand, Sequential
Accumulation in the Periphery minimizes hardware overhead and efficiently exploits SNN sparsity at
the cost of lower parallelism in the pre-synaptic neuron dimension. This is because, for typical SRAM
arrays, only one row may be accessed at a time, meaning only one pre-synaptic neuron can fire per
timestep. Implementations such as [10] aim to mitigate this issue through approximate computing, but
this degrades classification accuracy. Another issue for Sequential Accumulation is spike arbitration;
ensuring only one spike enters the SRAM per timestep. Typically such arbitration systems are large
and require multiple clock cycles per spike [7].

Additionally, on-chip learning is a popular practice for SNNs, allowing the SNN to adapt to changing
environments and to be trained with smaller data sets. However, to efficiently perform on-chip learning,
transposable access to the SRAM is essential. This means being able to access the SRAM cells
both per row and per column, as opposed to just per row. Various methods have been explored to
make SRAM transposable. However, most methods either require additional hardware components in
the SRAM array [11], negatively influence cell stability [8, 12], result in slow, high-power Read/Write
operations [5, 13], or add more transistors than necessary [14, 15].

1.3. Proposed Solution
In this Thesis, a Sequential Accumulation-based accelerator aimed at Binary-SNNs is presented. Uti-
lizing Sequential Accumulation ensures minimal hardware overhead and full exploitation of the event-
based nature of SNNs. The Binary network simplifies the MAC operation to just reading from memory
and performing a popcount in the SRAM periphery. Pre-synaptic neuron parallelism is improved by
utilizing newly designed 3nm SRAM cells with multiple decoupled read ports, inspired by [16, 17]. The
decoupled ports additionally allow for Energy savings through local voltage scaling. Transposable
read/write access for efficient online learning is provided through the original SRAM access ports. Ad-
ditionally, a fully logic-based arbiter is employed to ensure multiport spike arbitration in just one clock
cycle.

1.4. Contributions
The main contributions of this Thesis are:

• Design of a Binary-SNN hardware accelerator for ultra-low-power Edge AI applications using
SRAM-based CIM.

• Design of four novel multiport SRAM bitcells in 3nm FinFET, adding one up to four decoupled
read ports and a transposable read/write port to facilitate online learning.

• Design of a novel fully logic-based digital Arbiter for multiport SRAM read access.

1.5. Thesis Outline
The rest of this Thesis is Organized as follows:

• Chapter 2 explains the background information necessary for the rest of the Thesis. Topics cov-
ered are the Basics of Neural Networks, Binary Spiking Neural Networks, performing the MAC
operation in a memory crossbar, the Basics of SRAM, and finally Online learning and Transpos-
able SRAM.

• Chapter 3 presents the State of the Art in the field of performing the MAC operation in-SRAM, as
well as how to add a Transposable port to SRAM.

• Chapter 4 gives an overview of the proposed system architecture, showing in detail the main
building blocks: the SRAM Macro, the Arbiter, and the Neuron.

• Chapter 5 shows the simulation results of the proposed system. Results are shown at both circuit
and system level, and an extensive comparison is made between using the unmodified SRAM
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cell and the proposed multiport cells, both in terms of Online Learning efficiency and Inference
performance. Additionally, the proposed design is compared to state-of-the-art systems in the
field.

• Chapter 6 concludes the Thesis and lists recommendations for future work related to the Thesis.



2
Background

In this Chapter, the necessary background knowledge to understand this Thesis is discussed. It is
assumed the reader has a basic understanding of circuit design, transistor mechanics, digital memories,
and Neural Networks.

In order of occurrence, the following is explained. First, the basics of Neural Networks are given in
Section 2.1, mainly as a refresher and to introduce the MAC operation. Next, Spiking Neural Networks
(SNN) and the variant most relevant for this Thesis, Binary SNNs (B-SNN) are discussed in Section
2.2. In Section 2.3, it is shown how the MAC operation for a Binary SNN maps to a memory crossbar.
In Section 2.4, the basics of SRAM, specifically in the 3nm FinFET technology node, are explained,
which are necessary to understand the modifications to the SRAM cell that will be made later in this
Thesis. Finally, in Section 2.5 the concept of Online Learning for SNNs is explained, how efficient online
learning requires transposable SRAM, and what exactly transposable SRAM is.

2.1. Basics of Neural Networks
Neural Networks are a class of Machine Learning models inspired by the structure of animal brains.
Neural Networks consist of neurons (nodes) and synapses (directed edges) connecting the neurons.
Neurons transmit real numbers between each other via their synapse connections. Typically, these
synapses have a weight associated with them, so that a transferred signal is multiplied by this weight
before it arrives at the next neuron. The neuron performs two main functions; it accumulates the
weighted input signals of its input synapses, and it applies an activation function to this accumulated
value. The output of this function is the neuron’s output signal, which it broadcasts on all its output
synapses.

2.1.1. Fully Connected Neural Networks
The most basic and easy to understand Neural Network is the Fully Connected (FC) Neural Network,
see Figure 2.1. An FC Neural Network groups neurons in layers, where signals are only transferred
from one layer to the next, travelling from the Input Layer to the Output Layer via zero or more Hidden
Layers in between. Every layer is fully connected to the previous and next layer, meaning all neurons of
layer i are connected to all neurons of layer i+1 and layer i−1. In typical usage, an input is presented
to the Neural Network by setting the outputs of the Input neurons. Signals propagate via the Hidden
Layers to the Output Layer, where a decision is extracted from the neuron outputs. In classification
tasks, each neuron is associated with a classification option, and the decision of the network is found
by picking the neuron with the highest output.

As stated, each neuron accumulates the weighted signals it receives as its inputs. In Figure 2.1
neuron j in Hidden Layer 1 is highlighted. It receives the outputs of all the neurons in the previous layer:
xi where i = {1, 2, ..., N}, as indicated by the orange highlighted synapses. Before arriving at neuron
j, these signals xi are multiplied by the weights of their respective connections; wij . In FC networks
the neuron then typically applies some bias bj to this accumulation, after which the activation function
f is applied. This can be summarized by Equation 2.1, giving the output xj of neuron j:

4
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Figure 2.1: General structure of a Fully Connected Network

xj = f

(∑
i

(xi · wij) + bj

)
(2.1)

Here, xi is the output from neuron i in the previous layer, wij is the weight of the connection between
neuron i and neuron j, bj is the bias of neuron j and f is its activation function. Typically the activation
function is a simple nonlinear function such as a ReLU [18].

The most resource intensive operation in the FC network is the operation denoted by
∑

i(xi · wij),
which consists of pointwise multiplication of all the input signals by their respective synapse weights
and accumulating the results. This operation is called the Multiply-and-Accumulate (MAC) operation.
It is the operation that requires the most arithmetic as well as the most accesses to memory, as all the
weights wij need to be retrieved from it. Neural Network acceleration is therefore mainly concerned
with making this MAC operation as efficient as possible [19].

2.1.2. Recurrent Neural Networks
It is worth noting that more complex Neural Network types exist. Most are outside scope of this Thesis,
but Recurrent Neural Networks (RNN) [20] bare some explanation due to their relationship with Spiking
Neural Networks, which are explained in Section 2.2. RNNs are a type of Neural Network used for
input signals with a timing component. In RNNs, neurons do not only send signals to neurons in
subsequent layers, like in a Fully Connected network, but also to neurons in ‘previous’ layers, as well
as to themselves. Connections to themselves allow them to ‘remember’ their previous state, and use
this information in subsequent timesteps. As such, the network can remember information over time
and use this to extract temporal features of the input signal.

2.1.3. Training Neural Networks
In principle a Neural Network is nothing more than a multi-input, multi-output function with many internal
parameters. What makes Neural Networks useful is that these internal parameters can be changed
through training, allowing the network to ‘learn’. By presenting the network with many training samples,
observing the output, and making adjustments according to how well the network is performing, we can
steer the network to perform better according to our metrics.

The most common method of training networks such as the FC network is through Backpropagation
[21]. An in-depth explanation of this method is outside the scope of this Thesis, but a short explanation
is useful to understand issues with training Spiking Neural Networks later on. Backpropagation works
by first passing some training data through the network and observing the resulting output. An error
value (or Loss) is calculated based on the difference between the observed and desired output. Then,
starting at the Output Layer, for every trainable parameter in the layer, the gradient (or slope) of the Loss
function is found with respect to the trainable parameter. Depending on the direction and magnitude
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of the gradient, the parameter is adjusted in order to minimize the Loss function. This step is called
Gradient Descent. Once this step is performed for a layer, the same can be done for the previous layer.
The process is repeated until the Input Layer is reached, hence the name Backpropagation. This full
Backpropagation operation is repeated, typically with a lot of different input data, until we are satisfied
with the network performance.

2.2. (Binary) Spiking Neural Networks
2.2.1. Spiking Neural Networks in General
Spiking Neural Networks (SNN) are a special type of Neural Network, deemed by many to be the
next generation of Neural Networks [22]. Their main innovation is the use of Binary spikes as the
signals travelling between neurons. Where in conventional Neural Networks the signals are typically
represented by floating point or multi-bit integer numbers, in SNNs the only signal transmitted is a
spike with an amplitude of ‘1’. These spikes are no longer static signals, but are time-dependent.
Where precision is lost in the amplitude of the signal, it is won by adding a temporal component to
the signal. The main advantage of SNNs is the lower precision of the signals, and the fact that the
network can work on an event-bases. Using low-precision signals mean most operations are simpler
and thus cheaper to perform. Event-based operation means hardware only needs to operate when a
spike arrives at its input; otherwise it can remain dormant. If hardware is designed to exploit this fact,
this allows for significant Power savings.

As with conventional Neural Networks, the spikes travel over the synapses and are multiplied by
the synapse weights before being accumulated in the neurons. However, as the spikes have a tem-
poral component, this accumulation now happens over time. The amount accumulated by a neuron is
represented by its membrane potential Vmem(t). This potential needs to be remembered by the neuron
between subsequent timesteps to continue the accumulation. As such, the neuron is self-recurrent,
similar to in an RNN network.

The main distinguishing factor between different types of SNNs is which type of spiking neuron they
utilize. The simplest of such neurons is the Integrate-and-Fire (IF) neuron. It accumulates the incoming
weighted spikes as Vmem(t). It has a threshold potential Vth (comparable to the bias in conventional
Neural Networks), and if Vmem(t) exceeds Vth after a timestep, it fires. This entails that Vmem(t) is
reset to ‘0’, and that the neuron outputs a spike of its own to all its output synapses. This behavior is
visualized in Figure 2.2 and can be summarized with the following equations, which are performed in
the neuron in every timestep:

Vmem,j(t) = Vmem,j(t) +
∑
j

wij · xi(t) (2.2)

xj(t) =

{
1, if Vmem,j(t) ≥ Vth

0, otherwise
(2.3)

Vmem,j(t) = (xj(t)− 1)Vmem,i(t) (2.4)

Another neuron that is commonly implemented is the Leaky Integrate-and-Fire (LIF) neuron. It adds
a leak factor to the model that leaks away part of Vmem(t) in every timestep. This allows the neuron
to ‘forget’ older information, which is especially useful in time-based tasks where accumulated spikes
from a long time ago are no longer relevant. The mathematical description of the LIF neuron is identical
to the IF neuron, except Equation 2.2 is replaced by:

Vmem,j(t) = αVmem,j(t)− β +
∑
j

wij · xi(t) (2.5)

Where α represents a proportional leak factor, while β represent a linear form of leakage.
More complex neuron models exist, such as (in order of increasing complexity) the QIF neuron,

the LIF with exponential decay, the Izhikevich, and the Hodgkin-Huxley models. However, these are
all much less suitable for digital hardware implementation due to their complexity and use of differen-
tial equations [23]. Therefore, most research for hardware implementations is focused on IF and LIF
neurons.
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Figure 2.2: Diagram of a layer of IF neurons propagating spikes to another IF neuron, Nj . Spikes are multiplied by synapse
weights and accumulated by the neuron as its membrane potential Vmem. Neuron Nj fires a spike itself when Vmem ≥ Vth,

after which it resets Vmem to 0.

2.2.2. Training SNNs
While conventional Neural Networks can be trained using Backpropagation, this method does not work
for SNNs [24]. This is due to the training step where the gradient of the Loss function needs to be
calculated. Since the activation function of an IF/LIF neuron, as described by Equation 2.3, is a step
function, its gradient, or derivative, is the Dirac delta function. This function is ‘0’ for all inputs except
one, for which it approaches ∞. Therefore, training the network through gradual adjustments of the
trainable parameters based on the Loss function and its gradient is not possible. Three main alternative
methods are currently used to train SNNs: bio-inspired learning, Surrogate Gradient Descent, and ANN
to SNN conversion. However, none of these methods is objectively better than the others, and all are
still being researched and improved.

Bio-Inspired Learning: Due to SNNs’ similarity to biological neural networks, a lot of research is be-
ing done into biologically inspired learning techniques. The most common bio-inspired learning model
is Spike-Timing Dependent Plasticity (STDP) [25, 26]. In this model, synapse connections between
sets of neurons are adjusted based on the relative timing of spike events of the two neurons. STDP
is an unsupervised learning method, meaning that apart from the inputs themselves, no information is
provided to the network. This makes training the network a simpler process; we simply need to feed in
a lot of input data and the network will learn by itself. However, this also means we have little control
over the network’s learning process, meaning it may not learn exactly what or how we want it to. Be-
cause of this, bio-inspired algorithms tend not to perform as well in terms of accuracy as conventional
Neural Networks. To overcome this, some researchers are looking into supervised STDP, where the
STDP process is nudged in the right direction during training [27, 28].

Due to its unsupervised nature, bio-inspired learning has the added benefit of enabling Online Learn-
ing. This is a process where the network is allowed to keep learning after it has been pre-trained. As
such, it can adapt to a changing environment, and the original training step can be performed with a
smaller dataset; the inputs observed after deployment expand the pre-training dataset.

Surrogate Gradient Descent: As explained, Gradient Descent in its original form cannot be used to
train SNNs. However, a workaround method is to use a surrogate activation function [24]. Instead of
using the Step function, which has a derivative that is not useful, a function similar to the Step function is
used, which does have a useful derivative. Figure 2.3 shows an example of such a surrogate gradient
function F (x) for the Step function H(x). F (x) approximates H(x) quite well, but it is smooth and
results in a smooth derivative as well.

In terms of accuracy achieved, Surrogate Gradient Descent tends to outperform bio-inspired learn-
ing, but it still does not tend to achieve the same numbers as conventional Neural Networks [29].
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Figure 2.3: Step Function H(x) and its derivative H′(x), along with a Surrogate Gradient function F (x) and its derivative
F ′(x).

ANN to SNNConversion: Themethod that achieves the highest accuracy is ANN to SNN conversion
[30]. Here, a conventional Neural Network is trained as it normally would, after which it is converted
to an SNN. Typically, the ANN is restricted to the use of a ReLU for the activation function, and to
integer values for the signals on the synapses. To convert to an SNN, the activation ReLU activation
is replaced by the IF neuron functionality, and the signals are replaced by rate-coded spikes. Through
this method, the full accuracy of the original ANN is maintained. The main disadvantage of this method
is that it generates a very large number of spikes. As such, the event-based nature of SNNs is not fully
exploited [24].

2.2.3. Binary SNNs
In this Thesis, the focus will be on Binary Spiking Neural Networks (B-SNN). These are SNNs with
Binary weights; for this Thesis the weights are restricted to {+1,-1}. The diagram in Figure 2.2 shows
such a B-SNN.

There are two main advantages to B-SNNs. Firstly, weight storage is minimal; every weight can be
represented by a single bit, and can thus be stored in a single bitcell. Secondly, the MAC operation is
simplified as much as possible. By encoding {+1,-1} as bits {‘1’, ‘0’}, multiplication simplifies to an AND
operation, and accumulation is achieved through a popcount. As will be shown in Section 2.3, this is
very convenient for hardware implementation.

As B-SNN weights and activations are all Binary, for the ANN to SNN training technique a BNN
should be used as the base ANN to convert. BNNs also cannot be trained simply with Backpropagation
due to the binarization step in their activation function. Thus, training a B-SNN leaves just two methods;
bio-inspired learning [31], or BNN to B-SNN conversion [32] where the BNN is trained with Surrogate
Gradient Descent. In order to fairly compare to the State-of-the-Art in the field of SNN accelerators,
BNN to B-SNN conversion is used in this Thesis.

BNN to B-SNN conversion: BNNs use {+1,-1} for both weights and activations, so conversion to a
B-SNN means the activations should be converted to {1,0}. Doing so on its own will result in a bias
in the accumulated value. Thus, the trained bias of the BNN must be transformed. Additionally, to
conform to SNN standard practice, the bias should be converted to a threshold instead. Converting to
a threshold is simply a question of multiplying the bias by −1; then, instead of subtracting the bias and
comparing the result to 0 (check if Vmem − bias ≥ 0), the accumulated value is directly compared to
Vth (check if Vmem ≥ Vth). The following formula describes how the BNN bias can be converted to a
transformed threshold voltage for neuron j in one step [32]:
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Vth,j = ⌈0.5 · −bias⌉+ 0.5 ·
∑
i

wi (2.6)

where wi are the weights of all the input synapses of neuron j.

2.3. MAC Operation in Memory Crossbar
For Fully Connected Neural Networks, storing the synapse weights and performing the MAC operation
both map quite well to a standard memory crossbar. Figure 2.4(a) visualizes the MAC operation for
neuron 2 in Layer i+1. It receives inputs from the four neurons in Layer i, which are multiplied by their
respective synapse weights and accumulated in the neuron. Figure 2.4(b) shows the same network,
but now the weights are placed in a crossbar structure. The weights of synapses at the input of neuron
2 in Layer i+ 1 correspond to the crossbar cells in the column above neuron 2.

This mapping makes the multiplication step in the MAC operation very convenient; input signals are
entered into the memory from the left using the existing Wordlines, and they can be multiplied by the
weights in the memory at the cells themselves. The main issues that remain for performing a MAC
operation in-memory are how to multiply the input activations and the weights in-memory, and how to
accumulate the results.

Figure 2.4: (a) MAC operation visualized for singular post-synaptic neuron; (b) MAC operation for same post-synaptic neuron,
mapped to crossbar array.

In this Thesis, the first problem is solved by utilizing Binary spikes and Binary weights. By encoding
the {+1,-1} weights as {1,0} in memory, the multiplication is performed implicitly when reading from
memory; if there is no spike (input activation ‘0’), no Read operation happens, so ‘0’ is accumulated
in the post-synaptic neuron. If there is a spike (input activation ‘1’), a Read operation occurs, where
either ‘1’ is read (‘+1’ should be accumulated) or ‘0’ is read (‘-1’ should be accumulated). The three
cases are summarized in Table 2.1.

Table 2.1: Case Table showing implicit Binary multiplication in Read operation.

Input Activation Memory Read ∆Vmem

0 None 0

1 1 +1
0 −1

2.4. Basics of SRAM
2.4.1. 6T SRAM Cell
Themost popular form of on-chipmemory is SRAM; Static RandomAccessMemory. Themost common
method of implementing an SRAM cell is depicted in Figure 2.5(a), where a two cross-coupled inverters
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(M3-M6) form a latch, and two access transistors (M1-M2) provide Read/Write access to this latch. In
this Thesis, this cell will be referred to as the 6T SRAM Cell. To form an SRAM array, the cell is simply
duplicated and the Wordlines (WL) and Bitlines (BL/BLB) are connected. Using Figure 2.5(a) as a
reference, the result is that a row of SRAM cells shares a single WL, and a column of cells shares
BL/BLB.

Figure 2.5: Standard 6T SRAM Cell; (a) Typical Depiction; (b) Rotated 90 degrees.

To write to the cell, the WL is driven high, and the BL is driven to the value to be written to the cell,
while the Complementary Bitline (BLB) is driven to the inverse of BL. This will override the latch and
set node Q to the value on BL. To read from the cell, BL and BLB are precharged to the supply voltage
VDD, after which WL is driven high. Depending on the latch content, either BL or BLB is discharged
to ground via M1 and M5 or M2 and M6 respectively. As a result, either {BL, BLB} = {1,0} or {BL, BLB}
= {0,1}, which is sensed at the periphery of the array. In principle these procedures are simple, but
designing SRAM is a delicate balancing act. The main challenge is balancing cell stability (maintaining
the stored value) and writability (being able to override the stored latch value) [33]. Because of this
challenge, write assistance techniques are sometimes utilized. The SRAM described in this Thesis
uses the Negative Bitline Voltage technique, explained in Section 2.4.4. Additionally, decoupled Read
ports may be implemented, as explained in Section 2.4.3.

Figure 2.6: Differential Sense Amplifier Schematic [34]

When reading, the state of BL and BLB is sensed using a differential Sense Amplifier (SA). The
most common SA is shown in Figure 2.6 [34]. It consists of a latch similar to the SRAM cell, but adds
three Transistors and an SR latch, which in turn adds eight Transistors. This leads to an area quite a
bit larger than the SRAM cell. As the SA does not fit within the width of the SRAM cell, it is common
to use MUXs to sense BL/BLB. For instance, a 128-wide SRAM may be split into 4 sets of 32 columns
using 4-to-1 MUXs, meaning only 32 SAs are needed. Despite its size, the differential SA is popular,
as it saves in Power and Speed; due to the use of differential sensing it is able to determine the state
BL/BLB before either Bitline has discharged to VDD/2, which is when typical logic would sense the
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state. This saves in time, but also in Power, as the SA will stop the current flow as soon as the sensing
has occurred [34].

The depiction of in Figure 2.5(a) is most commonly used for the 6T SRAM cell. However, in this
Thesis the rotated variant shown in Figure 2.5(b) will also be shown. This schematic is the same on all
accounts, only rotated by 90 degrees such that WL runs vertically and BL/BLB run horizontally.

2.4.2. 6T SRAM Cell Layout in 3nm FinFET
The layout of an SRAM cell depends heavily on the technology in which it is implemented, which for
this Thesis is the 3nm FinFET technology from imec (Interuniversity Microelectronics Center). In this
Subsection a brief explanation of 3nm FinFET layout is given, followed by an explanation of the layout
of the 6T SRAM cell in this technology node. The most important SRAM layout design rules for the
node can be found in Appendix A.1.

FinFET (Fin Field Effect Transistor) technology is based not on planar layout design, but instead
on non-planar, 3-dimensional transistors. By wrapping the Gate around the Channel of the transistor,
the surface area between the Gate and Channel is increased significantly, providing enhanced control
over the Channel. This allows for less wide transistors and thus a higher integration density without
deteriorating the transistor’s qualities [35]. Figure 2.7 illustrates the difference between Planar FET
and FinFET.

Figure 2.7: Planar FET and FinFET comparison [35].

Figure 2.8 shows schematically what the imec 3nm technology layout looks like (note: not to scale).
Figure 2.8(a) shows the most important layers and how they are vertically connected. The GATE and
FIN layers are approximately at the same height. Directly connected to the FIN layer is the M0; the
first metal layer. MINT, M1, M2, and M3 are the subsequent metal layers, able to be connected to each
other through vias VINTG, VINTA, V0, V1, and V2. Figure 2.8(b) shows from a Bird’s Eye view how the
aforementioned layers lie on top of each other. Especially important to note is how all layers consist
of strips running in either the vertical or horizontal direction. The layout is changed by making cuts in
these strips at different places. M0, GATE, M1, and M3 run in the vertical direction, while FIN, MINT,
and M2 run in the horizontal direction. Finally, Figure 2.8(c) shows how a Transistor is formed; the FIN
forms the Channel, and a GATE strip is deposited over the FIN to form the Gate. M0 strips are used
as contact points to form the Drain and Source. By placing a different oxide below the Transistor, the
designer can control whether it behaves as a PMOS or NMOS transistor.

Figure 2.9a shows the layout schematic of the 6T SRAM Cell (note: not to scale). A to-scale image
of the layout in Virtuoso Layout Editor can be found in Appendix A.2. The metal layers MINT and M1
are shown to the sides; in reality they are deposited on top of the cell. Note that some metal strips of
the MINT layer are shorter; this indicates that they do not stretch over the full cell width, and are only
used for routing inside the cell itself. The longer strips do stretch across the full cell, and connect to
neighboring cells. For example, the Q strip is only used for routing Q (the cell content) inside the cell,
while the BL strip spans the entire cell and connects to both horizontally neighboring cells.

Figure 2.9b shows how multiple of such 6T cells are connected together. By mirroring the standard
cell, neighboring cells can overlap slightly, maximizing integration density. For this to be possible, it
is very important that the nodes on the M0 strips of neighboring cells are allowed to be shared. For
instance, horizontally neighboring cells share BL and BLB, as these lines run over the entire row of
cells. Thus, the M0 nodes BL and BLB can be shared between horizontally neighboring cells, allowing
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Figure 2.8: Schematic view of imec 3nm technology; (a) Vertical View; (b) Bird’s Eye View; (c) Transistor Structure (note: not
to scale).

the slight overlap.

2.4.3. 8T SRAM Cell
As explained earlier in this Section, the main challenge in SRAM cell design is balancing the data
hold strength and writability of the cell. The data hold strength needs to be sufficient so that, when
performing a Read operation, the cell content is not changed. On the other hand, if the data hold is
too strong, it is not possible to perform a successful Write operation, as the latch content cannot be
overridden.

One solution to this problem comes in the form of the 8T SRAM cell [16]. Two Transistors are added
to the cell; M7 connects with its Gate to the inverted cell content (QB), while M8 connects with its Gate
to an additional Read Worldine (RWL). To perform a Read operation, the additional Read Bitline (RBL)
is precharged. Then, RWL is driven high so that M8 conducts. RBL is then discharged if M7 also
conducts, meaning if QB = ‘1’ (Q = ‘0’). The cell content can then be sensed from RBL. M7 and M8
together form a Decoupled Read Port. It is called Decoupled because it only connects via a Gate to
the cell content, resulting in minimal influence to the cell stability. By only Reading via this Decoupled
Port, and using BL/BLB only for Writing, the two processes are made much more independent. Thus,
the cell can be optimized for writability without risking low stability under Reading.

As a result, the cell stability is improved drastically at the expense of just 16% area overhead in the
65nm technology node [16].

2.4.4. Negative Bitline Voltage Assistance Technique
Another technique utilized to balance the writability and cell stability is the Negative Bitline Voltage
(NBL) Assistance technique. It is especially useful at small technology nodes such as the 3nm FinFET
node used in this Thesis, as at these sizes the Bitline Resistance is the main problem for the design
[36]. Due to the high resistance, when writing to the cell and a Bitline is driven low, the Bitline does not
fully discharge to Ground at the cell itself. Instead it remains at some voltage higher than VSS. As a
result, the voltage differential between BL and BLB is not sufficient to override the latch content.

Figure 2.11(a) shows what happens for such technology nodes without NBL assistance. The WL is
driven high, and BL is driven low (and BLB is driven high) to write ‘0’ to the cell. However, the voltage
on BL never reaches below 120mV . Together with the other parasitics causing BLB to drop down to
below 550mV , the voltage differential is insufficient to write to the cell.
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(a) Single Cell Layout. MINT and M1 shown to the side.
(b) Multi-Cell Layout; center cell is a copy of (a), while the cells around

are mirrored to fit together.

Figure 2.9: 6T SRAM Cell Layout.

Figure 2.10: 8T SRAM Cell Schematic (from [16]).
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Figure 2.11(b) shows the same operation, with the only difference being that BL is driven to VWD =
−300mV (BLB is still simply driven to V DD = 700mV ). Due to the line parasitics, BL never actually
reaches −300mV , but rather to −40mV . However, the induced voltage differential is now sufficient to
override the latch content and write to the cell. This is visible as Q and QB flipping.

Figure 2.11: Comparison between: (a) Conventional Write operation; (b) NBL-assisted Write operation.

Typically, more severe parasitics in the SRAM array necessitate a lower VWD to successfully write
to the cell. It has been shown that for arrays for which VWD < −400mV is necessary to successfully
write to the cell, expected yield diminishes quickly [36]. Hence, in this Thesis a limit of VWD = −400mV
will be adhered to; an array needing a lower VWD is considered invalid.

2.5. Online Learning and Transposable SRAM
On-chip learning is a popular practice in SNNs, where the network keeps learning even after deploy-
ment. This allows it to adapt to changing environments and be trained with smaller and more manage-
able data sets. For efficient on-chip learning, it is crucial to have access to the synapse weights in both
the pre-synaptic and post-synaptic dimensions [31, 37, 38].

Figure 2.12: Illustration of row-wise and column-wise access to synaptic weight array for (a) Inference and (b) Learning
respectively.

Access in the pre-synaptic dimension is necessary so that a spike can be sent from a pre-synaptic
neuron to the SRAM crossbar and be multiplied by the weights between this neuron and all the con-
nected post-synaptic neurons. The result should arrive at all the post-synaptic neurons. This process
is illustrated in Figure 2.12(a) and corresponds to reading a memory Row. In contrast, learning in
SNNs typically occurs when particular conditions arise in the post-synaptic neuron. Therefore, weight
updates should occur to all the synapses before this post-synaptic neuron, corresponding to a memory
Column, as shown Figure 2.12(b).



2.5. Online Learning and Transposable SRAM 15

Standard SRAM allows Read/Write operations in either just the row or just the column direction,
depending on the chosen orientation of the cell (see Figure 2.5). If we choose SRAM with only row-
wise access, then reading and writing the weights in the column-wise direction would require dozens of
row-wise operations, costing a lot of time and Power. In contrast, transposable SRAM provides access
in the row- and column-wise directions [8, 39]. Specifically, for SNN inference and efficient on-chip
learning, row-wise Read access (spikes) and column-wise Read/Write access (weight updates) are
required.



3
Related Work

In this Chapter, the relevant Related Work for this Thesis is discussed. First, the three main methods of
performing the MAC operation digitally in SRAM are shown in Section 3.1. Next, Section 3.2 discusses
the two main methods of communicating spikes between layers in neuromorphic hardware. Then, in
Section 3.3 the six most relevant methods of making SRAM transposable are discussed.

3.1. MAC Operation in-SRAM
The most critical operation to accelerate in order to increase the efficiency of Neural Network inference
is the MAC operation, due to its prevalence but also due to its potential for parallelization. Computation
In-Memory (CIM) has emerged as the primary method of accelerating the MAC operation [9]. Typically
the main Power and Time draws when performing Neural Network computations are Reading and
Writing from and to the memory, even for neuromorphic accelerators [40]. Synapse weights, once a
network has been trained, remain the same during inference. Thus, instead of constantly retrieving the
same synapse weights from the memory and performing calculations in a dedicated compute unit, it
is much more efficient to enter any generated spikes into the memory and perform the computations
there.

As explained in Section 2.3, for the Binary Spiking Neural Network that is being accelerated in
this Thesis, the multiplication step in the MAC operation is performed implicitly when reading from
the memory. Thus, the step that still needs accelerating is the accumulation; the summing of all the
pointwise multiplication results. This Section will detail the three main methods found in literature to
perform this operation.

3.1.1. Systolic Arrays
A currently popular computing architecture paradigm when dealing with array-like structures requiring
high throughput is the use of systolic arrays [41]. A CIM in-SRAM implementation using systolic arrays
can be found in [42]; an overview of this implementation is shown in Figure 3.1. Figure 3.1(a) shows the
array of MAC elements, where inputs (spikes) are fed from the bottom Input Buffer, and where partial
sums flow in the horizontal direction into the Accumulator. Note that this is a 90-degree rotated view
with respect to the other images shown in this Thesis; typically spikes are entered from the left and
accumulated at the bottom of the array.

Figure 3.1(b) shows the structure of a single MAC element. Each element stores a weight in an
SRAM cell and multiplies the weight by the activation using an XNOR block. Note that this is already
superfluous hardware; if a BNN is converted to a B-SNN, this XNOR block is no longer necessary [32].
Next, a Full Adder is used to add the multiplication result from the current block to the incoming partial
Sum, and generate a partial Sum Output and Carry-Out.

Systolic arrays allow for high throughput due to high parallelism. There is parallel operation in both
the pre- and post-synaptic neuron direction. However, the hardware overhead it introduces is enormous.
Every single weight bit, stored in a single SRAM cell, is accompanied by two MUXs and a Full Adder.
In the 3nm node, a single 6T SRAM cell is 0.01512µm2 [43], while the two 2-to-1 MUXs and the Full

16
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Figure 3.1: MAC Operation in-SRAM through the use of a systolic array; (a) Array-level overview; (b) Individual Systolic Block
[42]

Adder together are 0.192µm2; adding the MUXs and FA increases the area by 13.7×. This indicates
that adding hardware to every single cell results in too much area overhead.

3.1.2. Adder Trees
More CIM-MAC solutions focus on the use of Adder Trees to accumulate the MACmultiplication results
[2, 4, 5, 6]. Figure 3.2 shows the structure presented in [4]. The synapse weights are stored in SRAM
banks on the left. Weights in this system are four bits, hence the use of four-wide banks; for a Binary
system such a bank would simply be a single column of SRAM cells. Inputs are entered into the system
in a crossbar fashion using signal XIN. Using NOR gates and an adder tree per bank, theMAC operation
is performed. In this implementation the MAC operation takes four clock cycles, as only one bit of XIN
is entered into the system per timestep. However, for a fully binary system the MAC operation takes
just one clock cycle.

Figure 3.2: Adder Tree MAC structure used in [4].

Similar to the systolic array paradigm, adder trees allow for very high throughput; full parallelism is
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maintained for the pre- and post-synaptic neurons. However, the issue of area and Power overhead
persists, though less severe compared to the systolic array implementation. The following is a simplified
overhead estimation.

Consider a simplified architecture where all weights and activations are Binary, and a 128 × 128
set of weights is used. Additionally, due to the use of a B-SNN, the NOR gates as used in [4] are not
necessary; multiplication happens implicitly when Reading from a cell. Every column just has its own
Adder Tree that reduces 128 Binary inputs to a single 7-bit number. In the 3nm node, a 128-cell column
of SRAM cells is approximately 1.935µm2 [43]. An optimized Adder Tree, synthesized with Cadence
Genus for the 3nm node, is approximately 12.909µm2. Thus, the area of a column of cells is increased
by 7.7×. This is a significant reduction with respect to the systolic array system, but the overhead is
still huge. Additionally, the structure of the SRAM array is broken up in order to add the adder trees.
One of the main advantages of SRAM arrays is their high density; the cells are designed to fit as close
together as physically possible, maximizing integration density (see Section 2.4). By inserting an adder
tree between every column, this potential for density is not taken advantage of.

Finally, it is worth noting that both Adder Tree and Systolic Array solutions do not exploit one of the
big advantages of SNNs; event-based computing. For SNNs, if no spikes arrive at a component, no
computation is strictly necessary. However, Adder Trees and Systolic Arrays do not detect whether a
spike arrives or not; they simply add all their inputs regardless of their values. All hardware in the system
has to work in every timestep, regardless of how many spikes enter the system. By not exploiting event-
based computing, potential Power savings are lost.

3.1.3. Sequential Accumulation
The CIM in-SRAM technique that minimizes hardware overhead and does exploit event-based comput-
ing in SNNs is Sequential Accumulation in the SRAM Periphery [7, 8, 9, 10, 11]. With this technique, no
hardware is added inside the SRAM cell array. Instead, the array is kept exactly as-is, and accumulation
hardware is added to the SRAM periphery, directly connected to the sensing systems.

Figure 3.3: Sequential MAC operation visualized; (a) Spike Event in Fully Connected Layer; (b) Corresponding component
utilization when mapped to Crossbar Array and using the Sequential MAC technique.

Figure 3.3 visualizes the Sequential MAC operation. Figure 3.3(a) shows what should happen in
an SNN when a spike is sent by a pre-Synaptic neuron; it should be multiplied by all its output synapse
weights and each result is added to the running Vmem of the post-synaptic neurons. Figure 3.3(b)
shows how this operation is performed using the Sequential MAC technique; the spike corresponds
to a Read of the memory row, which holds all the synaptic weights of the output connections of the
spiking Pre-Synaptic Neuron. The spike-weight multiplication happens implicitly by reading from the
cells. The results travel over the Bitlines to the sensing circuits of the SRAM at the bottom. This
corresponds to a basic memory Read, without the need for any adjustments to the SRAM cells or array.
The memory Read only happens when a pre-synaptic neuron actually spikes, making the system event-
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based. Once sensed, the Bitline values are added to the Vmem registers of each neuron. This adder is
the only hardware overhead necessary.

Sequential MAC induces minimal hardware overhead, does not break the SRAM array structure
(maximizing the integration density), and it works on an event-basis. However, existing implementations
still face two issues, both caused by the fact that multiple spikes from pre-synaptic neurons may arrive
at a layer in a single timestep. First, this technique only allows a single spike to be processed in a
layer per timestep. This lack of pre-Synaptic parallelism can have significant effects on the throughput.
In [10] this issue is addressed through a form of approximate computing. However, this has negative
effects on the SNN accuracy. The second issue is that some form of arbitration is needed to ensure that
only one spike enters the SRAM per timestep, and that the non-processed spikes are remembered for
later processing. In existing implementations these arbitration schemes are implemented using large
Finite State Machine (FSM) systems, introducing hardware overhead and necessitating multiple clock
cycles per spike arbitration.

3.1.4. Summary
In this Section, three methods of performing the MAC operation in-SRAM have been discussed: Sys-
tolic Arrays, Adder Trees, and Sequential Accumulation in the Periphery. Systolic Arrays introduce
enormous hardware and therefore Power overhead. Adder Trees reduce this overhead, but still in-
crease SRAM area by over 7×. Additionally, neither solution exploits the advantages of event-based
computing that are offered by SNNs.

The Sequential Accumulation technique adds minimal hardware overhead and perfectly exploits
event-based computing, making it the most suitable MAC in-SRAM solution for SNNs. However, exist-
ing solutions face the issue of low throughput caused by two factors: low Pre-Synaptic parallelism and
slow, complex spike arbitration systems.

3.2. Inter-Layer Communication
Most Neural Networks consist of more than two layers of neurons. While two layers of neurons can
be directly connected via just one synapse array [8], when more than two layers of neurons are imple-
mented in hardware, some form of communication fabric is needed to transfer spikes from one synapse
array to another. In this Section, the two most prevalent methods of communicating spikes on a chip
are discussed: a Network-on-Chip (NoC) and Dedicated Wiring.

3.2.1. Network-on-Chip
A Network-on-Chip (NoC) is a form of shared interconnect used to connect all synapse arrays to all
other synapse arrays. Figure 3.4 shows an example of a grid-based NoC interconnecting nine synapse
arrays. Generally, spikes are encoded, mainly to include addressing information, and communicated
between synapse arrays in a serial fashion using some form of bus and router system [44].

Figure 3.4: Example of a Network-on-Chip. Shown are nine synapse arrays, connected via routing blocks “S” to the global
interconnect in a grid formation [44].

NoCs allow for flexible programming of a Neural Network onto a chip. This is essential for ex-
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tremely large-scale neuromorphic accelerators such as Loihi [45] (130,000 neurons) or TrueNorth [46]
(1,000,000 neurons). Without an NoC, it would be impossible to make full use of all these neurons, and
the variations of Neural Networks that could be programmed would be very limited, not justifying the
cost of these accelerators.

However, in this Thesis the focus is on small-scale ultra low-Power Neural Network accelerators.
NoCs have been used for such systems [10], but the flexibility they offer is not worth the the encod-
ing/decoding, routing, and buffering hardware overhead.

3.2.2. Dedicated Wiring
Instead of NoCs, use of Dedicated Wiring is more prevalent among small-scale ultra low-Power Neural
Network accelerators [7, 8, 11]. Figure 3.5 illustrates what this typically looks like. Parallel wires travel
directly from the outputs of the neurons belonging to one synapse to the next block. There is no
encoding, decoding, or routing necessary, and since spikes are binary signals, buffers need to store at
most a single bit.

Figure 3.5: High-level overview of Dedicated Wiring for an SNN in the form of parallel connections between every synapse
block [7].

Using DedicatedWiring makes the communication fabric as simple as possible, at the cost of limited
flexibility. The architecture now fully defines the maximum number of neurons for each layer, as well
as the maximum number of layers that can be implemented. The only freedom left in programming
the shape of a Neural Network onto the chip, is the use of less neurons than provided for a layer, or
skipping a layer altogether by setting all synapse weights to ‘1’. Despite this lack of flexibility, when
aiming at extremely low-Power applications, the simple, light-weight nature of Dedicated Wiring is the
preferred solution.

3.3. Transposable SRAM
In this Section, various implementations of Transposable SRAM are discussed. As explained in Sec-
tion 2.5, the minimum requirements for efficient on-chip learning are row-wise Read access (to send
activations into the SRAM) and column-wise Read/Write access (to adjust synapse weights). Note that
row- and column-wise access are relative terms; one can simply rotate an array to change rows into
columns and vice versa.

3.3.1. Double Access Cell
Probably the most obvious way to add Transposable access to the original 6T SRAM cell is by dupli-
cating the existing access ports [8, 12]. This is illustrated in Figure 3.6. Original access transistors M1
and M2 are duplicated as M7 and M8. These new access ports function identically to M1 and M2; if
TWL is high, they conduct, giving access to the cell contents Q/QB via TBL/TBLB. The added ports
allow Read/Write access in both the column- and row-wise directions.
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Figure 3.6: Double Access Transposable SRAM cell (from [12]). Circuitry added with respect to original 6T cell is highlighted in
red.

The biggest issue with this cell is degraded cell stability. As explained in Section 2.4, SRAM cell
design is mainly concerned with maintaining data hold stability under Read conditions while also main-
taining writability. The data hold issues are caused by the access transistors M1 and M2. By adding
even more of these problematic access transistors, the cell stability is made even worse, making the
SRAM design balancing act more difficult.

3.3.2. 7T Cell
The most important realization in Transposable cell design for SNNs is that there is no need for Read-
/Write access in both the column- and row-wise directions. One of these directions just needs to have
Read access. The original 6T cell provides Read/Write access in one direction, so in the other direction
only a Read port needs to be added.

The big advantage of a Read-only port is that the cell content can be read out in a decoupledmanner,
namely by only connecting the Gate of a Transistor to the content of the cell. If one would need to write
to the cell, a Gate connection would be insufficient, but to extract information from the cell it is perfectly
suitable. Connecting only an additional Gate to the content of the cell influences the cell stability as
little as possible. An additional advantage of decoupled Read Ports is that local voltage scaling can
be applied. The supply voltage used for the decoupled circuitry can be different from the voltage used
for the rest of the SRAM. Thus, one may for example precharge the decoupled Bitline to a voltage
Vprech < VDD in order to save Power.

The most minimalist Decoupled Read implementation is found in [13], shown in Figure 3.7. It adds
only Transistor M7, with its gate connected to Q. To Read the cell, a current is produced in TWL. If Q
= ‘1’, M7 conducts and the current is passed to TBL, pulling it high, which can be sensed at the edge
of the array. If Q = ‘0’, M7 does not conduct, and TBL remains discharged.

Figure 3.7: 7T Transposable SRAM cell (from [13]). Circuitry added with respect to original 6T cell is highlighted in red.

To read from the cell, a current has to travel all the way over TWL, through M7, and then all the way
over TBL to the sensing circuit. This is a very long, high-resistance and high-capacitance path. Not only
would a Read operation take a long time, it would also require a lot of Power, as a current needs to be
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driven high enough to conduct over this high resistance and capacitance path. To make the operation
feasible, M7 would have to be very wide in order to carry enough current for it to be sensed at the end
of TBL. Thus, the decoupled Read will consume a lot of Power, be very slow, and necessitate a very
wide M7 transistor.

3.3.3. 6T-AND Cell
From the 7T cell it can be concluded that adding a single Transistor is insufficient for creating an efficient
decoupled Read port. In [47] an extra Transistor is added, as shown in Figure 3.8. Now, M7 connects
with its Gate to QB, while M8 connects with its Gate to Q. The idea is that M7 and M8 together form
an AND gate between the cell content and TWL. If QB = ‘1’ (Q = ‘0’), M7 conducts and pulls TBL to
Ground. If Q = ‘1’ (and thus QB = ‘0’), M8 conducts and TBL is instead connected to TWL.

Figure 3.8: 6T-AND Cell (from [47]). Circuitry added with respect to original 6T cell is highlighted in red.

Similar to the 7T cell, though now only if Q = ‘1’, a current must be generated on TWL, travel over
all of TWL, through M8, and over all of TBL to be sensed. This allows Pulse With Modulated signals
to be generated on TWL, be AND-ed with the cell content, and sensed on TBL. However, for a B-SNN,
such Pulse Width Modulation is not necessary. Without this advantage, the implementation just suffers
from same issues as the 7T cell; the path over TWL, M8, and TBL is long and has high resistance and
capacitance, resulting in a slow, Power-hungry Read, and necessitating a wide M8 transistor.

3.3.4. 6T + 2 PMOS Cell
The issue of the long Read path is addressed in [9, 17], shown in Figure 3.9. M7 connects with its Gate
to QB, while M8 connects with its Gate to TWL. TWL is active low, meaning a Read operation occurs
when TWL is pulled to Ground, in which case M8 conducts. If QB = ‘0’ (Q = ‘1’) M7 conducts as well,
opening a path from the cell’s VDD connection to TBL and charging up TBL, which can be sensed at
the end of the line. Now the current path is split in two; first a path from the Wordline Driver which
discharges TWL, followed by a separate path from the cell’s VDD, over TBL, to the sensing circuit.
Thus, the Wordline Driver no longer needs to provide an enormous current, as was the case for the
7T and 6T-AND Cells. Additionally, the authors in [17] claim that the cell is event-driven; as the cell’s
VDD charges TBL, there is no precharging necessary, so the line is only charged/discharged when
absolutely necessary.

The cell improves over earlier designs, but still has some flaws. Firstly, the argument regarding
its event-driven nature is flawed. Using a precharge technique, as is common in conventional SRAM,
precharging only happens after a Bitline is discharged, meaning when a ‘0’ is read. If no Read happens,
or if ‘1’ is read, the line remains at VDD and no charging is needed. For the technique in [17] the inverse
is true; no charging/discharging happens if no Read happens or a ‘0’ is read, but when a ‘1’ is read, the
Bitline needs to be discharged after to prepare it for the next Read operation. This means in effect the
line is charged/discharged approximately the same number of times, regardless of the technique.

Second, the use of PMOS transistors and charging to VDD is less efficient than using NMOS transis-
tors and discharging to Ground. This is because the existing SRAM cell Ground connection is stronger
than the connection to VDD, as it already needs a strong Ground connection to discharge BL/BLB dur-
ing the conventional Read operation. Additionally, NMOS transistors have a higher current carrying
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Figure 3.9: 6T+2PMOS Cell (from [17]). Circuitry added with respect to original 6T cell is highlighted in red.

capacity than PMOS transistors and are thus more suitable for charging/discharging the bitlines. This
is also supported by the architecture of the 8T standard SRAM cell [16]. To conclude, the principle of
the 6T+2PMOS cell is sound, but the implementation would be improved by utilizing NMOS transistors
instead of PMOS transistors and by precharging the Bitline before reading.

3.3.5. 9T Cell
The SRAM cell presented in [14] follows the 8T standard SRAM cell architecture more closely, as can
be seen in Figure 3.10. As opposed to the 6T+2PMOS cell, it utilizes a precharge technique and NMOS
transistors. M7 connects with its Gate to Q. It then connects two decoupled Read ports to M7 using M8
and M9; M8 provides Transposable access, while M9 provides decoupled Read access in the same
direction as the original Read/Write ports, similar to the standard 8T SRAM cell. A decoupled Read
can happen via RWL or TWL, giving results on RBL or TBL respectively.

Figure 3.10: 9T Cell (from [14]). Circuitry added with respect to original 6T cell is highlighted; red highlights the Transposable
circuitry, blue highlights the additional circuitry giving non-Transposable decoupled Read access.

There are two important things to note about the 9T cell. First, M7 connects to Q and thus discharges
TBL/RBL if Q = ‘1’, meaning the inverted content of the cell is read. For the B-SNN it is more convenient
to read the non-inverted content, which is easily achieved by connecting M7 to QB instead. Second, if
both RWL and TWL are activated, meaning a decoupled Read happens in both column- and row-wise
directions, M7 would need to discharge both RBL and TBL. Discharging two Bitlines means M7 needs
to be able to handle all the current from both. Thus, either M7 needs to be very wide, or the design
needs to be limited such that only RWL or TWL is active at any time.

3.3.6. Barrel Shifter
A final design worth noting is presented in [11, 48], and is shown in Figure 3.11. It takes a completely
different approach from the other designs presented in this Chapter. With this design, no adjustments
are made to the SRAM cells themselves. Instead, a MUX is placed before every memory block, which
are indicated by wx,y in Figure 3.11. By intelligently placing the weights in the array and using the
MUXs to address these weights with specific patterns, one can Read the memory blocks in both row-
and column-wise directions. Due to the placement of weights in the memory, a logic-based Barrel
Shifter is needed to shift the memory blocks such that they are in the correct order.
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Figure 3.11: Barrel Shift Architecture [48]. (a) Row-wise access; (b) Column-wise access.

Though this design may be advantageous for certain systems, it is not efficient when storing Binary
weights. For Binary weights, the memory blocks would become single SRAM cells. As such, a MUX
is needed for every single SRAM cell. A MUX is larger than an SRAM cell, and every MUX requires
separate control wires. Additionally, the MUXs and wires break up the efficient, regular structure of the
SRAM, which is one of the key strengths of SRAM as discussed in Section 3.1. Thus, the Barrel Shifter
architecture is not suitable for single-bit weights.

3.3.7. Summary

Table 3.1: Comparison Table for various Transposable SRAM schemes.

Cell Name References Cell Stability Read Power Area Overhead Read Speed
Double Access [8, 12] - + + ++
7T [13] + -- ++ --
6T-AND [47] + - + --
6T+2PMOS [9, 17] + ++ + +
9T [14] + +++ - ++
Barrel Shifter [11, 48] ++ + -- --

Table 3.1 shows an overview of the discussed transposable schemes. For each scheme, the influ-
ence of the transposable addition is shown with respect to the cell stability and area, and reported are
the transposable Read Power and speed.

For cell stability the main concern is connections to the cell content. The Double Access cell per-
forms badly here, connecting two extra access transistors. The 7T, 6T-AND, 6T+2PMOS and 9T cells
each utilize a decoupled Read port so they perform quite well. The Barrel Shifter scheme does not
alter the cell, maximizing cell stability.

Read Power consumption is poor for the 7T and 6T-AND cells due to their long Read Paths. The
Double Access and Barrel Shifter schemes simply use the conventional SRAM Read method. 6T+2
PMOS and 9T, however, implement a decoupled Read port that has the potential for Power savings
from voltage scaling. The Read Power is slightly better for the 9T cell compared to the 6T+2PMOS
cell, as it uses NMOS transistors.

Area overhead is similar for the Double Access, 6T-AND, and 6T+2 PMOS cells; they each add two
Transistors. The 7T cell adds just a single transistor and The 9T cell adds three transistors. The Barrel
Shifter adds by far the most area, necessitating a MUX and individual wiring for every single cell.

Finally, most notable in terms of Read speed are the 7T and 6T-AND cells; due to their long Read
paths they are very slow. The Barrel Shifter is also slow, as address signals travel through every MUX
in a memory row, so the final column is addressed with significant delay. The remaining cells are similar
in speed, though the 6T+2 PMOS cell is estimated to be somewhat slower than the other cells due to
its use of PMOS transistors, which have a lower current-carrying capacity.

From this qualitative comparison it can be concluded that the best method for transposable access
when storing Binary weights is the use of a decoupled port. It can also be concluded that the Read
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operation should not be performed by pushing a current over the Wordline, a transistor, and the Bit-
line, but should instead be based on charging/discharging the Bitline via the cell. Finally, it is best to
precharge the Bitline and discharge via NMOS Transistors to Ground.



4
Proposed Solution

In this Chapter, the proposed solution for a B-SNN accelerator using SRAM-based CIM tailored for
Edge AI applications is shown. First, Section 4.1 gives an overview of the overall architecture of the
proposed system. Then, the most important components of the system are discussed: the SRAM
Macro (Section 4.2), the Arbiter (Section 4.3), and the Neuron Array (Section 4.4).

4.1. Architecture Overview
In this Section, a full overview of the proposed architecture is given. The overview starts with a system-
level view, after which a high-level overview is given of a single Tile. Following this, the Tile is explained
in full detail. Finally, the behavior of the system in time is explained.

4.1.1. System Overview
Figure 4.1 shows a high-level overview of the developed Accelerator architecture. It is compromised of
a cascade of CIM Tiles. Each Tile represents a Fully Connected B-SNN layer. Spikes are transmitted
as binary signals through a set of parallel connections from Tile i to Tile i + 1. Note how this mimics
the architecture presented in [7]. Spikes are presented at the input of a Tile as a Spike Request Vector
Ri−1. The Spike Request Vector of Tile 1, R0, is stored in a register array before Tile 1. Spike Requests
are served by the respective Tiles, and once all spikes are served in all Tiles, the next Tile Timestep
is started. At this point, a new set of input spikes is stored in the R0 register array, and every Tile will
have a new set of Spike Requests to serve.

The connections between Tiles are fully parallel. It is very common for Neural Network accelerators
to utilize encoding and decoding schemes and a Network on Chip (NoC) to transfer spikes between
CIM Tiles [10, 45, 46, 49]. This allows for a more flexible system, where the user has more freedom
in programming a Neural Network onto the system. For very large Neural Network accelerators, such
as Loihi [45] and TrueNorth [46], this flexibility is necessary, as these systems are large and costly,
and therefore need to be flexible to be practical. In the case of this Thesis, the aim is to create a very
small, lightweight Neural Network accelerator. Therefore, the choice fell on the proposed minimalist
communication fabric, as it results in the highest energy efficiency [7] and throughput for a small Neural
Network.

The architecture presented here simulates a 768:256:256:256:10 Neural Network, specifically tai-
lored for MNIST digit classification inference [50], as will be explained in more detail in Section 5.1.2.
This is because MNIST is the typical benchmark for these types of systems. However, the presented
architecture can be seen as a framework for general design of B-SNN accelerators.

4.1.2. High-Level Tile Overview
Inside each Tile there are three main components: the Arbiter, the SRAMMacro, and the Neuron Array.
The SRAM Macro is a fully working SRAM system, containing Write Drivers, Wordline Drivers, sensing
circuitry, precharge circuitry, timing control, and an array of multiport transposable SRAM cells. More
specifically, each cell has p (1 ≤ p ≤ 4) Read ports which are used for row-wise Read access to the
SRAM (purple in Figure 4.1), as well as one Read/Write port which is used for column-wise Read/Write

26
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Figure 4.1: High-level overview of the developed macro architecture. Purple indicates inference Read access, while Green
indicates transposable Read/Write access.

access (green in Figure 4.1). A more in-depth explanation of what the SRAM Macro and its cells look
like is given in Section 4.2.

In Tile i, the Arbiter takes Spike Request Vector Ri−1 as its input. Every clock cycle, the Arbiter
serves a set of requests from Ri−1, which are allowed to enter the SRAM Macro. These selected
requests are called the Granted Requests, represented by Gi. These Granted Requests will activate
their corresponding Wordlines in the SRAM Macro simultaneously using the multiple Read ports. This
results in a set of values being read on the SRAMMacro Bitlines, represented by Bi. Bi is presented to
the Neuron Array, where it determines the change in the membrane potentials Vmem of the Neurons. Gi

is also sent back to the previous Tile, where it is used to remove the Granted spikes from the Request
Vector.

After serving all the spikes in Ri−1, for every neuron j if Vmem,j ≥ Vth,j , the neuron sets its output to
‘1’, indicating that it wants to send a spike to the next Tile. All neuron outputs rj together form Ri, the
Request vector for the next Tile. The final Tile behaves slightly differently. Instead of comparing to a
Vth and creating a Request Vector, all Vmem,j are compared to each other and the index of the neuron
with the highest Vmem is spit out as the Decision of the network.

4.1.3. Detailed Tile Overview
The overview given in the previous Section misses some key details to describe a Tile in full detail.
The main piece of information missing from the overview presented in Figure 4.1 is that the maximum
SRAM array size, for any number of ports p, is 128×128. The reason for this limit is explained in Section
4.2. Because of this, each Tile contains multiple smaller SRAM Macros:

• Tile 1: 6× 2 = 12 Macros of size 128× 128

• Tile 1,2: 2× 2 = 4 Macros of size 128× 128

• Tile 4: 2 Macros of size 128× 10

Figure 4.2 gives a more detailed view of what Tile 2 and 3 look like. This structure can be extrap-
olated to Tiles 1 and 4. Note that only the Inference side of the system is shown (purple in Figure
4.1); the transposable Read/Write access (green in Figure 4.1) is not shown, but is the same for every
128 × 128 SRAM Macro. Note also that the connection lines representing p-bit connections are made
thicker to distinguish them from the thinner 1-bit connections (Ri−1 and Ri).
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Figure 4.2: Detailed view of Tile architecture for 256× 256 Tile. Thin connecting lines represent single-bit connections, thick
lines represent p-bit connections.

Figure 4.2 shows how four SRAM Macros are used to simulate a 256× 256 layer. Every Macro has
p Read ports. Every Row of Macros can have its own p-port Arbiter. Therefore, a total of 2× p spikes
can be served per clock cycle. The same holds for Tile 4. For Tile 1, as there are six rows of Macros,
up to 6×p spikes can be served. Important to note is that it is not guaranteed that this many spikes are
actually served in a clock cycle. Arbiter 0 and Arbiter 1 connect to 128 elements of Ri−1 each. If for
instance in the first 128 elements of Ri−1 no spike requests are waiting, with all requests in the second
128 elements, then Arbiter 0 will serve no spikes, and only Arbiter 1 serves any spikes.

Also of note in Figure 4.2 is that the output Bitlines of all the SRAM Macros in a column feed into
the same Neuron Array. Thus, each neuron must have 2 × p input ports. The same holds for Tile 4,
while for Tile 1 each neuron must have 6× p input ports. In Section 4.4 it is explained how the neurons
deal with this many inputs.

4.1.4. System Timing and Pipelining
In this Subsection the timing of the circuit is explained. As can be seen in Figure 4.2, an array of
registers is placed between the Arbiters and the SRAM Macros. Additionally, the outputs of the SRAM
Macros, after decoding, are stored in Vmem registers. This creates two pipeline stages inside a Tile; the
Arbiter stage and the SRAM+Neuron stage. The longest of these two stages determines the maximum
clock frequency of the full system.

Additionally, each neuron j contains a register to hold rj (its request for a spike, all neurons together
forming Ri) until its request has been granted. Every Tile serves its input Request Vector Ri−1 until it
is empty. This results in updates to Vmem of all neurons in the Tile. Once every Tile has emptied its
input Request Vector (i.e. the slowest Tile has finished), all the neurons will set their rj for the next Tile
Timestep based on whether Vmem ≥ Vth. This updates Ri−1 for each Tile, after which the Tiles can
start serving again.

Figure 4.3 shows this process per clock cycle (cc). Shown is a single Tile i and the neurons of Tile
i − 1. Assumed is that each Tile can process one spike per clock cycle. The image shows the state
of Ri−1 and Ri for several clock cycles. As the Figure shows, both Ri−1 and Ri are emptied one by
one by the Arbiter (served spikes are highlighted green), and once they have been served they are
removed from the Request Vectors. At Time = 2 cc Ri−1 is empty, but Ri is not yet. In the next clock
cycle both are empty. Assuming Ri was the last of all the Tiles to be emptied, this means the Tile



4.1. Architecture Overview 29

Timestep is complete. Subsequently, all neurons in all Tiles compare the end result for Vmem with their
Vth and based on this send out new spike requests. This is visible in the last image of Figure 4.3, where
the next Tile Timestep starts and all neurons have new requests pending at their outputs, forming new
Ri−1 and Ri vectors.

Figure 4.3: Visual Representation of spikes propagating through Tile. Indicated are Clock Cycles (cc) and Tile Timesteps.

As the Figure shows, all Tiles serve their input Request vector simultaneously. In effect this means
the layers of the Neural Network are pipelined, with every Tile forming a pipeline stage. The stage lasts
for a full Tile Timestep, which is the time it takes for the longest of the Request Vectors currently in the
system to be emptied. Tile Timestep 0 shown in Figure 4.3 lasted four clock cycles.

Every Tile Timestep a new set of inputs can be presented at the input of the Accelerator. As a result,
the average throughput can be computed as one Inference per average Tile Timestep.
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4.2. SRAM Macro
In this Section, the SRAM Macro is introduced. It is explained what the multiport transposable SRAM
cell looks like, first at schematic level and then at layout level. Then, an overview of the full SRAM
Macro is given.

4.2.1. Cell Schematic
As explained in Section 2.5, in order to significantly increase the efficiency of online learning, it is essen-
tial to make the SRAM transposable. Additionally, to improve the inference throughput, having multiple
Read ports would allow the system to process multiple spikes in parallel in every SRAM Macro. There-
fore, the proposed SRAM cell has one dedicated column-wise Read/Write port and multiple row-wise
Read ports. The most efficient way to achieve this is to maintain the original 6T SRAM cell structure,
but rotate it 90 degrees, as shown in Figure 4.4; transistors M1-M6 compose the original 6T cell. The
WL now runs vertically and the BL/BLB run horizontally. This provides column-wise Read/Write access
to update the weights of the SRAM.

Figure 4.4: Proposed transposable SRAM bitcell schematic; (a) Single Port (added circuitry highlighted in Red); (b) Four Ports.

Then, in order to add the first row-wise Read port, two transistors M7 and M8 are added to this cell,
similar to the technique used in the 6T+2PMOS transposable cell [17]. However, instead of adding
PMOS transistors, NMOS transistors are added, similar to the 9T transposable cell [14], as well as
the standard 8T SRAM cell [16]. The resulting cell is transposable, as the newly added WL0 runs
horizontally and BL0 runs vertically, giving row-wise Read access.

The Read port works as follows: M7 connects with its Gate to QB, the inverted content of the cell.
Before a Read operation, BL0 is precharged to Vprech. When WL0 is driven to ‘1’, M8 conducts and
connects BL0 to node Qr. If QB = ‘1’ (Q = ‘0’), Qr connects to VSS, and BL0 is discharged to VSS. If
QB = ‘0’ (Q = ‘1’), M7 does not conduct, and BL0 is not discharged and instead remains at Vprech. A
sensing circuit must then be able to distinguish whether BL0 is at VSS or Vprech to complete the Read
operation.

By connecting M7 only with its Gate to the cell content, it forms a decoupled Read port, minimizing
its influence on the cell stability and allowing for voltage scaling on the decoupled portion of the SRAM.
Specifically, Vprech can be made lower than VDD. As Power consumption scales with the square of
the Voltage, this can lead to significant Power savings. However, a lower Vprech also results in slower
precharging of BL0, slowing down the system as a whole. This presents a trade-off between Power
savings and Read speed.

The proposed cell design has the advantage of allowing the addition of more Read ports at minimal
cost, as can be seen in Figure 4.4(b). To add another Read port, all that is required is to replicate WL0,
BL0, and M8. The added transistor should connect Qr to the newly added BLx, and its gate should
be connected to WLx. Figure 4.4(b) shows how four Read ports are added in this way. Important to
note is that if WL0-WL3 could all be active at the same time, M7 would have to be able to drain the
charge of four Bitlines at once. This means M7 would have to be extremely wide to carry a lot of current.
However, due to the way the Arbiter functions, as will be explained in Section 4.3, per SRAM row only
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one of WL0-WL3 is active at a time. Thus, M7 only needs to drain a single Bitline and can remain
relatively small.

4.2.2. Cell Layout
Layout Explanation: Figure 4.5 shows the designed layouts of the proposed transposable multiport
SRAM cells for 1, 2, 3, and 4-port cells in the imec 3nm FinFET technology node. For an explanation
of layout design in this node, as well as the layout of a 6T SRAM cell, see Section 2.4.2. For images
of the actual cell layouts in the Virtuoso Layout Editor, see Appendix A.3.

The layouts are shown with the FIN, GATE, and M0 layers in their actual place. MINT, M1, M2 and
M3 are shown to the side of the layout to retain visibility. In reality these layers are deposited as strips
of metal over the cell. If a strip to the side is wider, this indicates that the real metal strip would span
across the full cell; if it is more narrow, this indicates that the strip is only used for routing inside the
cell, and does not connect to the outside. For instance, BL/BLB in the MINT layer are wide and span
across the cell, connecting to neighboring cells. On the other hand, Q/QB in the MINT layer are only
used to connect a GATE and M0 portion internally in the SRAM cell.

Cell Borders: For every cell, a dashed border is shown, indicating the bounding box of the cell. Along
with this bounding box, the height and width of the cells is shown. The layouts of the 1- and 2-port cells
are slightly more complex; they are shown as two dual cells, with an A and a B-variant. Normally, SRAM
cells are symmetric. However, in order to maximize the integration density, for the 1- and 2-port cells
it was more efficient to design two variants that fit together exactly. The variants fitted together form a
Dual Cell, which is symmetric and can be replicated like a normal SRAM cell.

The reason for the dual cell design, as well as the rather large bounding boxes for the 3- and 4-port
designs, is that BL0-BL3 are not shared between horizontally neighboring cells. For the 6T SRAM cell,
BL/BLB is shared between horizontally neighboring cells. This allows the cell to have its outside M0
strips overlap with its neighbors, as the only nodes on these outside strips are BL/BLB, VDD, and VSS,
which can all be shared. However, BL0-BL3 are shared between vertically neighboring cells, and must
be kept separate between horizontally neighboring cells. For the 3- and 4-port designs, the best way
to ensure this was to simply take a larger bounding box and leave one empty strip between every cell.
For the 1- and 2-port cells, the most efficient method was to design the presented asymmetric dual
cells that fit together exactly to ensure no overlap of BL0.

A final note is that one might wonder how the 1P Dual Cell is as efficient as it can be, given that
there are empty spaces in the layout. An alternative layout was designed, where these empty spaces
are not present. The schematic for this layout can be found in Appendix A.4. However, this design
runs into the issue of horizontally neighboring cells, meaning an empty strip is necessary next to the
cell, similar to the 3P and 4P cells. This empty strip causes the alternative cell in Appendix A.4 to have
a slightly larger area (about 4%) than the the proposed cell. Therefore the proposed cell in Figure 4.5
was chosen.

Port Number Comparison: Before comparing the presented cells, it is important to explain why the
number of ports was limited to four. This can be explained by the 4-port cell in Figure 4.5. BL0-BL3 are
routed in M1 and M3, running vertically, along with VSS and WL. All these lines together exactly fill up
M1 and M3, leaving no room for more lines to be routed. Metal layers above M3 are reserved for global
routing, and cannot be used in the cell design. Thus, if one were to add more Read ports, the newly
added BL4+ would have to be routed next to the cell. This means the cell needs to be made wider
than it already is. The extra area per Bitline would amount to almost 90% of the area of the original
6T SRAM cell. In this extra area, no transistors are added, creating a lot of empty, wasted space in
the SRAM array. The larger the array, the more parasitics it induces, causing it to become slower and
more Power-hungry. During the cell design it was estimated that adding more than four Bitlines would
induce enough additional parasitics that diminishing returns would be observed at the system level. In
the measurement Results in Section 5.2 this hypothesis is confirmed.
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Figure 4.5: Schematic layouts of proposed 1, 2, 3, and 4-port SRAM cells (not to scale). MINT, M1, M2, and M3 layers shown
to side of layouts.
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4.2.3. Full Macro
Figure 4.6 shows an overview of the full Macro architecture. The main component is the array of
SRAM cells, which are described earlier in this Section. The other components can be split into the
Inference Read components (Purple) and Transposable Read/Write components (Green). Both have
their own Timing Control circuitry. The timing control is a logic block that uses the CLK signal and R/W
input signals to set the various SRAM control signals, which are the precharge, WL, Write, and Sense
Amplifier enable signals. The exact logic in the block is technology dependent, as the timing for these
signals can be very different for different technologies.

Transposable Read/Write Components: The Transposable Read/Write circuitry consist of two blocks;
the Address Port and the Data Port. Inside the address port, a memory address is decoded to enable
a single WL, which is driven high using its WL driver. This is a Buffer with an enable input.

Inside the Data Port there are three subcomponents. The Sense Amplifier Array consists of an array
of SAs as shown in Figure 2.6, which sense the data on the Bitlines and present the sensed data to
the output. Before the Sense Amplifiers, a set of 4-to-1 MUXs is placed, which reduces the number of
sensed Bitlines toN/4. This is because the utilized SAs have a wider footprint than the SRAM columns
themselves. Therefore, N SAs would not fit within the width of the SRAM array, which would make for
very complex routing and inconsistent behavior between columns. Thus, only N/4 SAs are used. This
also means only 1/4 of a column can be read per Transposable Read operation. The Precharge Array
consists of a set of single-fin PMOS transistors per BL/BLB pair. These connect the BL/BLB to VDD
when precharging. Finally, the Write Driver Array consists of an array of Buffers, similar to the Address
Port, which drive the BL/BLB to drive the input data to the cells. However, these Buffers do not drive
to VDD and VSS, but instead to VDD and VWD < V SS, to write to the cells using the Negative Bitline
Voltage assistance technique, as explained in Section 2.4.4.

Inference Read Components: The Inference Read circuitry consist of two blocks; the WL Drive and
the Data Port. Inside theWL Drive, Wordlines are driven high using Buffers, similar to the Transposable
Address Port. The WL drivers are replicated p times for the p Wordlines per row.

The Data Port contains a Precharge Array similar to the Transposable Data Port, as well as the
Sensing Circuitry. The Sensing Circuitry used for the decoupled Inference Read is not the same as
for the Transposable Read. This has two reasons. First, the decoupled Bitlines do not have a comple-
mentary counterpart, while the Transposable Bitlines do. Thus, a differential Sense Amplifier cannot
be used. Second, as explained above, SAs are larger than SRAM cells. A single SA already does not
fit within the width of an SRAM cell, let alone four SAs as would be necessary for the 4P cell. Therefore,
a simpler but slower method is chosen: sensing with Inverters. Two Inverters are placed back-to-back
per Bitline. The first Inverter’s VDD port is connected to Vprech, while the second is connected to VDD,
so that the eventual output is a full-strength Binary signal to be sent to the Neuron Array.

4.3. Arbiter
In this Section, the Arbiter is described in detail. First, the functional requirements are explained, after
which the implementation is shown. The VHDL code used for the synthesis of the Arbiter can be found
in Appendix B.1.

4.3.1. Functional Requirements
The Arbiter receives a Spike Request Vector R as its input. The vector contains ‘1’s to indicate which
Pre-Synaptic neurons want to send a spike; the other elements are ‘0’. The Arbiter should produce a
set of p vectorsG. Each vectorG should be one-hot coded to select a different Wordline to be activated
in the next clock cycle. If less than p requests are pending, the leftover vectors G should be all ‘0’.

4.3.2. Implementation
Priority Encoder: The basic building block of the Arbiter is the Priority Encoder, highlighted at the top
of Figure 4.7. It consists of a set of identical logic blocks, each performing the logic operations shown
in the zoomed in portion of the Figure. If a logic block receives a request (r = ‘1′), and it is not blocked
by a block to its left (s[n] = ‘0′) then this request is granted (g = ‘1′). If a block grants a request, it will
stop all blocks to its right from granting a request by setting s[n− 1] = ‘1′; this signal propagates to all
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Figure 4.6: Overview of full SRAM Macro. Purple components relate to Inference Read access, Green components to
Transposable Read/Write access.
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blocks to the right. As a result, the Priority Encoder selects the leftmost request in R. The rightmost
block outputs s[n − 1] as signal noR; if R is empty, noR is ‘0’. Each block also outputs r′. This output
is the same as r, except if r was ‘1’ and it was granted, in which case it is made ‘0’. As such, R′ forms
a masked version of R, with all non-granted requests still ‘1’, but with the granted spike having been
removed. This meansR′ can be propagated to a subsequent Priority Encoder, which can grant another
request. By cascading Priority Encoders in this fashion, a multiport Priority Encoder can be created.

Figure 4.7: Proposed logic-based Arbiter consisting of a 3-layer tree structure. Highlighted is the main building block, the
Priority Encoder, as well as its internals.

Tree Encoder: As explained in Section 4.1, the Arbiter should should work on a 128-wide vector
R. From synthesis results it was found that building a 128-wide Arbiter just using the presented basic
Priority Encoder structure resulted in an excessively long critical path, even for a single-port SRAM. To
solve this, multiple smaller Priority Encoders are combined in a tree structure as shown in Figure 4.7:

• The 128-bit vector R is split into 32 chunks, which are each entered into 4-wide Priority Encoders
at Level 0 (L0). Each L0 Encoder determines whether it has a request in its chunk, and based on
that creates a higher-level Request Vector of 32 bits; RR.

• This 32-bit vector RR is split into 8 chunks and entered into 4-wide Priority Encoders at Level 1
(L1). Each L1 Encoder determines whether it has a request in its chunk, and creates a higher-level
Request Vector of 8 bits; RRR.

• This 8-bit vectorRRR is passed to a final 8-wide Priority Encoder at Level 2 (L2), which generates
a high-level Grant vector GGG to Grant one of the L1 Encoders.

• The Granted L1 Encoder in turn generates Grant vector GG to Grant one of the L0 Encoders.
• The Granted L0 Encoder finally is allowed to Grant the highest-priority Spike in its 4-bit chunk. All
the other L0 Encoders will output only ‘0’.

Effectively the Tree Encoder has the same input-output behavior as the original Priority Encoder, but
with a shorter critical path. Additionally, as before, the L0 Encoders all generate R′, containing all
non-granted spikes. Multiple Trees can then be cascaded, creating a multiport Tree Encoder.

As explained in Section 4.1, each Tile is pipelined so that there are two stages; the Arbiter and the
SRAM+Neuron. There is little control over the Read time of the SRAM, so it is taken as the limiting
factor for the global clock frequency. All that is then necessary to not slow the system down any further,
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is to ensure that the Arbiter takes less time than the SRAM+Neuron stage. Thus, different variations of
the tree structure were synthesized until a variant had a shorter critical path than the SRAM+Neuron
stage. In the end, the critical path of the Arbiter stage is reduced from > 1100ps for a single port to
< 800ps for 4 ports, at the cost of at most 8.0% area overhead when comparing the basic Priority
Encoder structure and the presented Tree Encoder. As will be shown in Section 5.5, the Arbiter takes
up at most 5% of the overall system area, so the Tree Encoder’s area overhead is negligible compared
to the gains in throughput.

4.4. Neuron Array
In this Section, the Neuron Array is described in detail. First, the functional requirements are explained,
after which the implementation is shown. The VHDL code used for the synthesis of the Neuron Array
can be found in Appendix B.2.

4.4.1. Functional Requirements
Spiking Neuron Type: First, the choice of spiking neuron type needs to be discussed. As explained
in Section 2.2, there are two main spiking neurons used in hardware implementations of SNNs: the
IF and LIF neurons. More complex neurons exist, but they are much less convenient for hardware
implementation. For this Thesis the IF neuron is chosen. This is because the LIF neuron provides
benefits for time-based tasks, where a constant stream of data is entering the system. The LIF neuron
can ‘forget’ old data and therefore ‘focus’ more on newer data. However, for this Thesis the time-static
task of MNIST digit classification [50] is used as the benchmark application. Hence, the LIF neuron
does not provide any significant advantage. However, it is worth noting that adding a linear leak factor
to the presented IF neuron is a trivial task which can be done without incurring any substantial hardware
cost.

Behavioral Requirements: The main neuron input is a set of Bitlines Bi. Every clock cycle, the
Arbiters of Tile i select spikes from Ri−1 to be sent into the SRAM Macros. It is not guaranteed that an
Arbiter actually selects p spikes. Therefore, each Arbiter also outputs a vector v of length p to indicate
which of the p SRAM ports are utilized and are therefore valid for reading; the non-valid ports should
be ignored by the neuron. Thus, the neuron should read a set of Bitlines Bi and the vector v indicating
their validity. All the valid Bitlines should be decoded from their {1,0} values to {+1,-1} values, summed
together, and added to Vmem. This should happen every clock cycle until the Tile controller indicates
that Ri−1 is empty, at which point the neuron should compare Vmem to its personally stored Vth, and if
Vmem ≥ Vth it should set its output register r to ‘1’. It should also reset Vmem to 0 so the process can
start again in the next clock cycle.

The output registers r of all neurons in Tile i together form Ri, to be processed by Tile i + 1. The
Arbiter of Tile i+1 selects spikes from Ri and Grants them access to its SRAM Macros. When a spike
is Granted, it will be made ‘1’ in Gi+1. This Gi+1 is not only used for SRAM Macro access on Tile i+1,
but it is also sent back to Tile i and used as input g to each of the neurons. Whenever a neuron’s spike
is Granted (g = ‘1′) it should reset its output register r back to ‘0’.

An overview of how the Neurons of Tile i are connected between the SRAM Macros of Tile i and
the Arbiters of Tile i+1 is shown in Figure 4.8. It shows the most important signals; the Bitlines Bi, the
neuron’s output requests Ri and the Granted vector from Arbiter i+ 1; Gi+1.

4.4.2. Implementation
Figure 4.9 shows a schematic view of an individual neuron. First, the input Bitlines b (width w) are
decoded and added together, only counting the valid Bitlines as indicated by v (width w). This is a
process optimized by the synthesizer. An example of a Decode & Add operation for a 16-bit input is
shown in Table 4.1. In this example, a total of five Bitlines are unused and are thus marked invalid
using an X. They are not counted towards the total sum.
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Figure 4.8: High-level view of neuron placement inside tile, and most important signals it interacts with.

Table 4.1: Example of a Decode & Add operation inside the neuron.

b 0011 1111 0001 0101
v 1100 1000 1111 1111
valid only 00XX 1XXX 0001 0101
decoded --XX +XXX ---+ -+-+
summed -3

The Decode & Add result is added to the content of the Vmem register (width m). Next to the Vmem

register is a latch register storing Vth (width t). Vmem is compared to Vth, and if R_empty = ‘1’ and
Vmem ≥ Vth, a ‘1’ is written to the output register. If R_empty = ‘1’ and Vmem < Vth a ‘0’ is written, and
if R_empty = ‘0’ the register content remains the same. R_empty is a control signal indicating whether
the input request vector Ri−1 of this Tile is empty. Finally, if the neuron has a pending spike (r = ‘1′)
then it can be reset by the Grant signal g, originating from the Arbiter of the next Tile.

The Neuron Array is formed by replicating the presented neuron as many times as necessary. Vth

of the neurons is written using a single global t-bit signal, and the enable port is connected to a decoder
to select a single neuron to write Vth. Thus, Vth of only one neuron can be changed at a time. However,
this is not a problem, seeing as replacing the column of weights associated with a neuron takes more
than one clock cycle, and changing Vth can happen simultaneously.

Figure 4.9: Schematic view of individual neuron architecture.



5
Simulation Results

In this Chapter, the simulation results for the proposed accelerator architecture are presented. First,
Section 5.1 explains the simulation setup, at circuit-level, application-level, and at system-level. Then
the circuit-level results for the SRAM Macro are given in Section 5.2, for the Arbiter in Section 5.3, and
for the Neuron Array in Section 5.4. Following this, the system-level results are given in Section 5.5.
Finally, Section 5.6 provides a comparison between the presented work and state-of-the-art systems
in the field.

5.1. Simulation Setup
In this Section, the simulation setup for the measurements presented in this Chapter is described. The
setup can be split into three parts: the circuit-level setup, the application setup including the Neural
Network that is simulated, and the system-level setup.

5.1.1. Circuit-Level Setup
The full system is implemented in the imec 3nm FinFET technology node at transistor level, with a global
supply voltage of 700 mV. To obtain the reported SRAM Macro results, SPICE-level simulations of the
full 128×128macros were performed using Cadence Spectre. In order to simulate the parasitics on the
Bitlines and Wordlines of the SRAM array, resistance and capacitance parasitics were extracted from
the presented SRAM cell Layouts. Capacitance parasitics were extracted using Calibre PEX, which is
an automated tool built into Cadence Virtuoso. Resistance parasitics were determined based on the
line geometries and imec’s restricted in-house datasheets. All simulation measurements are based on
accessing the worst-case row, column, or cell. The worst-case row/column is the row/column furthest
from the Sensing Circuitry. The worst-case cell is the cell in the worst-case row that is furthest from the
Wordline Drivers.

Simulations were performed at the SS (Slow-Slow) Process Corner [51]. This means both NMOS
and PMOS devices are simulated with lowered carrier mobilities, hence the Slow-Slow designator. As
such, the SS corner represents the lower bound for speed of operation in the circuit, meaning typi-
cally the devices will operate at higher speeds. This makes it so that the presented choices for clock
frequencies can be considered safe.

The Arbiter and Neuron Arrays are described at RTL level using VHDL. They were synthesized
using Cadence Genus to obtain SPICE-level descriptions, which are simulated with Cadence Spectre.

5.1.2. Application & Neural Network Architecture
The most common benchmarking application for low parameter resolution SNN accelerators aimed at
low-power operation [7, 10, 12] is the MNIST handwritten digit classification data set [50]. MNIST is
a collection of 60,000 training images and 10,000 testing images of handwritten digits (0-9) scaled to
28× 28 pixels and colored in grayscale (256 levels; 8 bits).

To compare the proposed system in this Thesis to existing designs, the proposed system had to
be designed to run MNIST classification. To do so, a Binary Neural Network (BNN) was trained for
this task, after which it was converted to a B-SNN [32]. The accuracy results and system-level results

38
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are derived from simulating running this B-SNN on the presented architecture. The BNN was trained
in Python using the PyTorch and Brevitas packages. PyTorch provides an easy-to-use framework for
Neural Network training, while Brevitas is a PyTorch library for Neural Network quantization. Brevitas
allows the user to directly train a BNN in PyTorch using Quantization-Aware Training.

The MNIST images were binarized at a threshold of 0.3. The 28 × 28 MNIST images result in 784
input elements. However, as the presented system uses 128× 128 SRAM macros, a multiple of 128 is
much more convenient. Thus, to create an input vector 6× 128 = 768 elements, a 4× 4 patch of pixels
was cut off all four corners of each image.

Every neuron stores its own Bias, which is converted to a Threshold Potential for the B-SNN. The
activation function of the neuron is implemented using a custom class where the Forward Pass behavior
is a simple Heaviside function:

H(x) =

{
1, if x > 0

−1, otherwise
(5.1)

while for the Backward Pass a surrogate gradient F ′(x) is used [52]:

F (x) =
arctan (

√
10x)√

10
→ F ′(x) =

1

1 + 10x2
(5.2)

A brief exploration of BNN architectures was performed, keeping all hidden layers to multiples of
128, resulting in the following Fully Connected network architecture: 768:256:256:256:10. The network
was trained for 240 epochs with the Adam optimizer using a batch size of 200 and variable learning
rate as can be found in Table 5.1.

Table 5.1: Learning Rates used in Adam Optimizer for training the BNN.

Epochs 1-59 60-79 80-99 100-120 121-179 180-199 200-219 220-240
LR 1e-3 1e-5 1e-7 1e-9 1e-5 1e-7 1e-9 1e-11

After every epoch, the new network was converted to a B-SNN and its accuracy was tested. Over
the whole training period the B-SNN with the highest accuracy was saved, giving a final accuracy of
97.64%.

Possible Optimizations: As the benchmarking application was not the focus of this Thesis, no further
optimizations were done. However, it is very likely that a higher accuracy can be achieved with, among
others, the following optimizations:

• Hyperparameter Tuning (such as Network Architecture, Surrogate Gradient function etc.)
• Batch Normalization
• Training for more epochs and/or re-training the network many times
• Data augmentation [53]

Additionally, to improve the Energy efficiency of the system, sparsification, or regularization [32],
could be performed. This means training the network as normal, but adding a measure of the number
of ‘1’s in the network activations to the Loss function. In doing so, the optimizer can co-optimize for
less spikes in the network, increasing sparsity. Due to the event-driven nature of the proposed system
this will reduce the overall Energy consumption and possibly also the throughput.

5.1.3. System-Level Setup
System-level results were collected for the proposed architecture using five different SRAM cells: the
original 6T cell, and the four proposed multiport transposable cells (1P, 2P, 3P, and 4P). This gives five
sets of results.

The clock frequency for each of the five designs was found from the longest pipeline stage inside
a Tile. There are two stages; the Arbiter stage and the SRAM Read + Neuron stage. From the critical
path measurements of the Arbiters as well as the Read Delay measurements of the SRAM Macros the
minimum time for each stage is found. To these minimal times some slack was added to account for
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process and environmental variations. Specifically, 300ps was added to the Arbiter stage, and 400ps
was added to the SRAM+Neuron stage. The latter is slightly longer to include additional hold time for
the neurons to sample the SRAM output.

Overall system-level results are found by simulating the network spike-by-spike in Python. For
every subcomponent, the number and type of uses is recorded, and an average is taken over the
10,000 MNIST test images. The type of use relates mainly to the level of utilization of a component.
For example, a 4-port SRAM Macro can process four spikes per clock cycle, but if the Arbiter selects
less than four spikes, the SRAM Energy consumption is different. Another example of different use
types is the Arbiter; after a Tile Timestep, when input vector R has been emptied, a new vector R of
‘1’s and ‘0’s is presented to the Arbiter. This means many of its inputs change in one clock cycle, giving
a much larger Energy consumption than in a normal clock cycle. These different use types are all
measured and used to calculate the system-level results as accurately as possible.

The system can take in a new MNIST image every Tile Timestep, which determines the overall
throughput as explained in Section 4.1.4. To find the throughput, for every MNIST image forward pass,
for every Tile i, the number of clock cycles necessary to processRi is recorded during simulation. Then,
for every image the maximum Ri is determined, and this is taken as the length of the Tile Timestep for
that image. The average Tile Timestep length is then computed over all 10,000 MNIST test images,
from which it can be computed how many clock cycles on average are needed per MNIST inference.
From this and the clock frequency the throughput is calculated.

Additionally, system-level area estimates are made. For the SRAM Macros, the area of the cell
array is found from the areas of the cells and the area of the periphery is found from the standard
cell sizes in the imec 3nm node. The areas of the cells are found from the area of the standard 6T
SRAM cell [43], the layouts shown in Figure 4.5, and the design rules of the technology node, as can
be found in Appendix A.1. For the Arbiters and Neuron Arrays, the areas reported by the synthesis
tool are used. The overall area estimate is then made based on the number of occurrences of each
component and their respective sizes. It is important to note that this does not include area overhead
for the interconnect between components, and thus does not represent an accurate enough result to
compare to other implementations outside this Thesis. However, it does allow a comparison between
the five variants of the proposed system.

5.2. SRAM Macro
In this Section, the circuit-level results for the SRAM Macro are presented. The results will mainly be
presented in graph form; the Tables with full results can be found in Appendix C. The results presented
for full SRAM Macros will all relate to the 128 × 128 Macro, as it is by far the main contributor to the
Energy consumption, as well as the limiting factor for the clock frequency. However, the results for the
128× 10 Macro, as used in Tile 4, can be found in Appendix C.

The Section will start with an evaluation of the SRAM cell areas, followed by the results of the
parasitics extraction for the SRAM cells. Next, the NBL Assistance measurements are shown, explain-
ing the array size limit to 128 × 128. Then, the Energy and Timing results for the Transposable Read
and Write operations of the full Macro are shown. Finally, the results for the multiport Inference Read
operation of the full Macro are presented.

5.2.1. Cell Area Evaluation
Table 5.2 shows the areas of the SRAM cells, where for the dual cells (1P and 2P) the average area of
the two halves is taken. As the Table shows, adding 1 port increased the area by 50% of the original
6T cell area; every additional port increases the area by 37.5% of the 6T cell. Due to the metal layers
M1 and M3 being exactly filled up for the 4P cell, adding just one more port to create the 5P cell
would instead increase the area by 87.5% of the 6T cell compared to the 4P cell. This was deemed an
excessive increase in area for the benefit it provides. Later in this Section, the Multiport Inference Read
results will confirm that adding more ports is not beneficial due to the excessive parasitics induced.

5.2.2. Parasitics Extraction
To accurately evaluate the SRAM Macro, more detailed parasitics are needed than the ones built into
the existing Transistor models of the technology library. Specifically, the Resistance and Capacitance
parasitics on the Bitlines and Wordlines need to be extracted and added to the SRAM cell schematics
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Table 5.2: Absolute and relative areas of the presented SRAM cells

6T 1P 2P 3P 4P
Area [µm2] 0.01512 0.02268 0.02835 0.03402 0.03969
Relative Area 1× 1.5× 1.875× 2.25× 2.625×

manually. Note that for the dual cells (the 1P and 2P cells) a set of parasitics is extracted for both
halves of the cell. The highest of the two values is chosen as the parasitic Resistance or Capacitance
to report and to simulate with.

As these are intermediate results, with only indirect effect on the system-level results, they are not
presented here. However, the values found for the Bitline and Wordline Resistances and Capacitances
can be found in Appendix C.1.

5.2.3. Negative Bitline Voltage Assistance
As explained in Section 2.4.4, the Negative Bitline Voltage Assistance technique is applied to perform
successful write operations to the cells. As also mentioned in Section 2.4.4, if it is necessary for the
assistance voltage VWD to be lower than −400mV , a low yield is expected for the SRAM and the array
should be considered invalid.

To determine which SRAM arrays would yield valid results, measurements were performed simulat-
ing only a single Row and Column of an array, measuring the necessary VWD to write to the worst-case
cell according to the method described in [36, 54]. In short, a Write operation is attempted, and the
VWD is gradually lowered until the Write operation is successful. The VWD at which this happens is
taken as the necessary voltage. Simulating only a Row and Column allowed for quicker validation of
the array sizes. All arrays marked as valid from these measurements are checked again during the full
array measurements later in this Chapter.

The measurements were done for the following array sizes: 256×256, 256×128, 128×128, 256×10
and 128 × 10. The results can be found in Figure 5.1, along with the limit of VWD = −400mV . The
same results can be found in Appendix C.2. As the Figure shows, a 256× 256 array is not valid for any
cell. The 6T cell gives a valid result for the 256 × 128 and 256 × 10 arrays, but all the other cells do
not. The only sizes where all cells pass the test are 128 × 128 and 128 × 10. Further circuit-level and
system-level results are therefore only collected for these two array sizes.

Figure 5.1: Results showing the necessary VWD for a successful Write operation. Added is the limiting line of −400mV .

5.2.4. Transposable Read and Write
Figure 5.2 shows the Time and Energy measurements for Writing to and Reading from the worst-case
cell in a 128× 128 array using the Transposed port (i.e. the WL and BL/BLB). The results can also be
found in Appendix C.3, along with the full array measurements of VWD, which confirm that all arrays
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maintain a VWD > −400mV .
The Write Time is the time between the start of the Write process and the cell content flipping to

90% of its intended value. The Read Time is the delay between the Read process starting and the
data output of the Sense Amplifier flipping to the correct value. Write Energy is the Energy consumed
by the SRAM Macro during the Write Time period, and Read Energy is the Energy consumed by the
Macro during a full clock cycle, which includes precharging of the BL/BLB [54], as this also significantly
contributes to the Energy consumption.

Figure 5.2: Write and Read Energy and Time for a 256× 256 SRAM array via the Transposed port for all tested SRAM cells.

As expected, both the Write and Read operation results scale with the addition of more Inference
ports due to the parasitics these ports introduce. The effect is stronger for the Write operation, as
the parasitics also cause a lower required VWD when more ports are added, increasing the voltage
differential and thereby the power consumption. It is also worth noting that when just one Inference
Port is added (going from 6T to 1P), there is immediately a significant increase in Write and Read
times via the transposed port. This is because the WL wire in each of the proposed cells is narrower
and therefore more resistive than in the original 6T cell, as can be seen in Figure 4.5. This is made
necessary by the addition of BL0-BL3 that have to be routed in the same metal layers. The higher
resistance causes WL to charge up more slowly.

5.2.5. Multiport Inference Read Operation
For the Inference Read operation using the decoupled multiport ports, many different measurements
had to be taken due to the amount of variables. First, measurements are taken for the different numbers
of ports; one up to four, and for the different array sizes; 128×128 and 128×10. As explained in Section
4.2, due to the fact that the added ports are decoupled from the cell, Vprech can be scaled to lower values
than VDD. Thus, all measurements are taken at four levels: Vprech = {700, 600, 500, 400}mV to show
the effect of voltage scaling over a reasonable range. Finally, the number of Read operations is varied.
As explained in Section 4.3, the Arbiter is not always able to serve p spikes for a p-port SRAM. Thus,
for every number of ports p, measurements are taken for x Read operations, where 1 ≤ x ≤ p. The full
set of results can be found in Appendix C.4.

Precharge Voltage Scaling: Before inspecting the final results, first the trade-off resulting from the
choice of Vprech must be discussed. Figure 5.3 shows this trade-off from the results for a 128 × 128
array. Shown are the average access energy per port and average access time per port. This means
the values reported are normalized to the number of ports, meaning access Energy and Time for a
p-port SRAM are divided by p. Additionally, only results for full port utilization are shown, meaning for
a p-port design, p Read operations are done.

As expected, lowering Vprech increases the overall access Time, but also lowers the Energy con-
sumption. Lowering Vprech from 700mV to 500mV results in at least 43% reduction in Energy consump-
tion for at most 19% higher access time. Lowering Vprech further from 500mV to 400mV saves at most
10% more Energy for the 1- and 2-port designs, but for the 3- and 4-port designs the Energy consump-
tion actually increases. This is due to the significantly slower precharging. Therefore, for the rest of
this Thesis, the precharge voltage for the Inference ports is taken as Vprech = 500mV as an optimal
point in the trade-off. Note that further searching for a more optimal Vprech could be done, but this is
deemed outside the scope of this Thesis.
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Figure 5.3: Average access Energy and Time per port for a 128× 128 array for different levels of Vprech.

Results for Vprech = 500mV : Figure 5.4 shows the average access energy per port and average
access time per port for the four multiport cells just when using Vprech = 500mV . Again, results are
normalized for the number of ports and full port utilization is assumed. This is a subset of the results
presented in Figure 5.3.

Figure 5.4: Inference Read average Access Time and Energy normalized to number of ports for Vprech = 500mV and a
128× 128 array.

The average access Time reduces as expected with the number of multiport ports. However, there
are clearly diminishing returns in the access Time when increasing the number of ports, where the
increases in parasitics start to outweigh the benefits of increased parallelism. For the Energy con-
sumption this effect is even stronger, where the 4-port cell actually consumes more Energy per Read
than the 3-port cell, despite the higher degree of parallelism. This shows that increasing the number
of ports to 5+ would indeed lead to little to no return, or possibly even lowered performance, as was
hypothesized based on the cell layouts in Section 4.2.

5.3. Arbiter
Table 5.3 shows the results for the Arbiter component, including the pipelining registers that store G.
The Area, Leakage Power, and Critical Path figures come directly from Genus. More complex are the
Eavg and Emax. The Energy consumption of the Arbiter in a clock cycle differs based on how its inputs
change. The more inputs change, the more Energy it will typically consume, as more logic gates have
changing inputs. To account for this, two types of changes in inputs are measured:

• Eavg: All inputs R are ‘0’ except for the top p, which are ‘1’. These p requests are then served,
meaning all inputs R become ‘0’, which propagates all the way to the noR output.

• Emax: All inputs R are ‘0’ (all requests have just been served), then all inputs R are made ‘1’ (the
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next Tile Timestep starts and all neurons in the previous Tile now want to send a spike).

Eavg represents the typical cycle, where the Arbiter picks p inputs from its request vector R. Emax

represents the arrival of a completely new request vector R. Both Eavg and Emax are overestimations
of these situations. This is so that the system-level results will err on the high side in terms of Energy.

Table 5.3: Arbiter results from synthesis and simulation of synthesized design. Reported for a 1 up to 4-port Arbiter.

Ports Area [µm2] PLeak [µW ] Critical Path [ps] Eavg [fJ] Emax [fJ]
1 20.12 1.69 706 66.5 90.4
2 44.18 3.75 734 137.5 213.7
3 67.30 5.79 740 207.1 340.8
4 90.20 7.72 707 273.2 455.1

The results in Table 5.3 are mostly as expected; the multiport Arbiter variants are made by dupli-
cating the 1-port Arbiter, so the overall Area, Power, and Energy scale with the number of ports. The
only thing that stands out is the fact that the Critical Path remains almost constant. This is due to the
synthesis tool optimizing for a critical path below 750ps in order to keep the Arbiter times shorter than
the SRAM Read times. As explained in Section 5.1, the Arbiter and SRAM + Neuron are pipelined, and
since the SRAM Read times are much more difficult to improve, they determine the maximum clock
frequency. By ensuring all Arbiter times are below this Read Time, the Arbiter is as optimal in timing
as it needs to be. This comes at the cost of some extra area, but since the Arbiter is relatively small
compared to the other components, this is not a problem.

5.4. Neuron
5.4.1. Bit Width Choices
There are two main parameters to decide for the final Neuron implementation: the number of bits m
used to store Vmem and the number of bits t used to store Vth. These values are chosen based on
running MNIST inference with the previously described B-SNN.

Figure 5.5 shows the distribution of all 3 × 256 = 768 Vth values to be stored. The minimum and
maximum Vth are -28 and 24 respectively. Also shown are two sets of lines; the red lines show the
range of a signed 5-bit integer, the green lines of a signed 6-bit integer. Choosing t = 6 would cover
all Vth, even the largest outliers. t = 5 means a not insignificant portion of the distribution would not fit.
This means quite a lot of nuance in the comparison between Vmem and Vth could be lost. Therefore,
t = 6 was chosen.

Figure 5.6 shows the distribution of all final values of Vmem, meaning the value Vmem has reached
after all the input spikes to a tile (Ri−1) have been processed, i.e. at the end of a Tile Timestep. Data
was collected for all layers and all 10,000 MNIST test images. This yields 7,780,000 data points, which
should cover almost any possible value Vmem could attain, even in the middle of a Tile Timestep. The
minimum and maximum measured values are -124 and 261 respectively. Also shown are two sets of
lines; the red lines show the range of a signed 7-bit integer, the green lines of a signed 8-bit integer.
A 7-bit integer would cover most of the main distribution, but miss out on the outer edges, as well as
any outliers. An 8-bit integer ensures that the main distribution is easily covered, as well as most of
the outliers. Therefore m = 8 was chosen to err on the safe side. Note that missing out on the most
extreme outliers is not a big problem; Vth covers a smaller range so any extreme outlier will give the
same result for the Vmem with Vth comparison, regardless of whether it is stored as its actual value or
the edge values of Vmem (i.e. [−128, 127]).
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Figure 5.5: Distribution of all Vth values to be stored when running MNIST inference on the proposed B-SNN. Red line
indicates signed integer range for 5 bits, green line indicates signed integer range for 6 bits.

Figure 5.6: Distribution of all Vmem values after a when running MNIST inference on the proposed B-SNN. Red line indicates
signed integer range for 7 bits, green line indicates signed integer range for 8 bits.
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5.4.2. Measurements
Table 5.4 shows the results for a 128-wide Neuron Array. Each neuron has an 8-bit register to store
Vmem (m = 8) and a 6-bit register to store Vth (t = 6). Based on which Tile the neuron is in, and how
many access ports the SRAM Macros on that Tile have, the neuron can have many different numbers
of input ports. Thus, results are reported for all possible numbers of ports in the architecture. The
Area and Leakage Power come directly from Genus. The critical path is very short for each, so it is
not reported here; it is taken into account by the slack for the SRAM Read time. More complex are the
different Energy numbers reported:

• EV th is the Energy to change the latch register holding Vth.
• Eavg is the average clock cycle Energy when the neuron is accumulating Vmem, where the average
is taken over a Neuron when: half of its inputs are ‘1’, all inputs are ‘1’, and all inputs are ‘0’, to
cover the full range of possibilities.

• Eshow is the Energy in the cycle where R has been emptied, indicated by control signal R_empty
and the neuron changes its output r to indicate whether Vmem ≥ Vth.

• Egrant is the Energy in a cycle when the neuron has a spike pending at its output r, which is
granted by the Arbiter of the following Tile, meaning r is reset to ‘0’.

Table 5.4: Neuron results from synthesis and simulation of synthesized design. Reported for all possible numbers of input
ports for the proposed architecture.

Ports Area [µm2] PLeak [µW ] EV th [pJ] Eavg [pJ] Eshow [pJ] Egrant [pJ]
1 744.57 74.97 0.234 3.478 1.666 1.631
2 759.42 75.86 0.234 2.664 1.517 1.624
3 829.05 84.90 0.235 4.599 1.698 1.631
4 829.05 81.89 0.235 3.397 1.524 1.627
6 1008.25 98.41 0.235 5.621 1.546 1.628
8 1042.81 101.21 0.235 5.862 1.440 1.609
12 1355.64 129.10 0.235 6.054 1.502 1.689
18 1702.52 155.53 0.235 9.120 1.535 1.702
24 2050.68 186.32 0.236 12.123 1.560 1.713

Again, the Neuron Array Area and Leakage Power scale with the number of input ports. This is
expected, as the Decode & Add block becomes larger. EV th remains almost constant for the number
of input ports. This is also expected; the width of this register remains unchanged. Similarly, Egrant and
Eshow do not really scale with the number of ports, as these operations are almost identical regardless
of how many inputs there are.

5.5. System-Level
In this Section, the system-level simulation results of the proposed architecture are presented. Results
are shown for five versions of the design; using the 6T, 1P, 2P, 3P, and 4P cells and their associated
Arbiters and Neurons. First, a Timing evaluation is done to determine the clock frequency for the
designs. Next, an Area evaluation is done, comparing the five designs with each other. Then, the
Online Learning performance is evaluated, showing the advantage of the transposable Read/Write
access. Finally, the Inference performance of the system is shown.

5.5.1. Timing Evaluation
There are two pipeline stages in each Tile: the Arbiter stage and the SRAM + Neuron stage. The
longest of these two stages determines the maximum global clock frequency. For the Arbiter stage,
the critical path as reported in Table 5.3 is taken, and 300ps slack is added to account for process and
environmental variations. For the SRAM + Neuron stage, the SRAMRead time as reported in Appendix
C.3 and Appendix C.4 is taken, and 400ps slack is added to account for variations, and to add some
time for the Neuron to perform its Decode & Add operation and latch the data.

The results are reported in Table 5.5 for all five SRAM cell options; the 6T cell and the 1P, 2P, 3P,
4P cells. For each cell, the longest of all the possible Read times is taken. The Arbiter stage and the
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SRAM + Neuron stage times are shown. The longest of the two stages is highlighted to indicate that
its duration determines the clock period. In the final row of the Table the clock frequency is reported,
based on the highlighted clock period. These frequencies will be used for further system-level results.

Table 5.5: Required time for each pipeline stage for the five versions of the architecture. Highlighted is the longest of the two
stages, indicating the clock period. Also reported is the clock frequency following from that clock period.

6T 1P 2P 3P 4P
Arbiter Stage [ns] 1.007 1.007 1.040 1.034 1.006
SRAM + Neuron Stage [ns] 0.685 1.077 1.176 1.141 1.234
fclk [MHz] 993 929 850 876 810.3

5.5.2. Area Evaluation
In this Subsection an evaluation of the Area of the full system is reported. Note that this is an estimate; it
does not include interconnects or global control circuitry. The Arbiter and Neuron areas are taken from
synthesis results; the SRAM Macro areas are calculated based on the array size and the sizes of the
utilized standard cells. Figure 5.7 and Table 5.6 show the total area estimations and their breakdown
over the three main components.

Figure 5.7: Area estimates for the five versions of the architecture.

Table 5.6: Total Area estimates for the five versions of the architecture, along with a breakdown over the three main
components.

Area [µm2] SRAM Macros Neurons Arbiters
6T 9244 61.8% 35.5% 2.6%
1P 12286 71.3% 26.8% 2.0%
2P 14546 69.9% 26.4% 3.6%
3P 18983 70.8% 24.9% 4.3%
4P 22050 71.6% 23.5% 4.9%

The overall area scales close to linearly with the number of added ports. The more ports added, the
larger the portion of the area taken up by the Arbiters. This makes sense, as the Arbiter scales linearly
with the number of ports, while the SRAM and Neuron sizes do not.
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5.5.3. Online Learning
Online Learning becomes significantly more efficient with transposable access ports. Without the trans-
posable port, for an array of size 128×128, it would take 2×128 = 256 clock cycles to read and write all
the weights before a post-synaptic neuron. For the proposed transposable SRAM cells, reading and
writing all these weights takes just 2× 4 = 8 cycles. The factor 4 comes from the use of 4-to-1 MUXs,
meaning only 1/4 of a column can be accessed at once. The resulting total Energy and Time to update
the weights of a single column in a 128 × 128 SRAM Macro is shown in Figure 5.8, derived from the
Read/Write figures reported in Appendix C.3 and the clock periods reported in Table 5.5.

Figure 5.8: Energy and Time consumed to Read and Write all weights in a 128× 128 SRAM Macro for the five cells discussed.

As the Figure shows, the efficiency of Online Learning is improved dramatically. The worst performer
of the transposable cells is the 4P cell, but it still requires 19.5× less Energy 26.0× less Time to Read
and Write all the column weights than the 6T cell.

5.5.4. Inference
Figure 5.9 shows the system-level results from running MNIST digit classification for the 10,000 test
images using the five architecture variants. As stated before, the achieved accuracy on the test images
is 97.64%.

Figure 5.9: System-Level comparison between the five architecture variants, comparing Power, Throughput, and
Energy/Inference.

Generally, the Inference Power consumption of the system increases with the number of added
ports. However, the system Power when implemented with 6T cells is actually higher than that of the
1P and 2P cells. This is due to the active power savings from the voltage scaling of Vprech of the
decoupled read ports. This voltage scaling is not possible for the 6T cell.

The throughput of the 1P system is slightly lower than the 6T system. This is to be expected; they
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have the same level of parallelism, but the 6T system allows a slightly higher clock frequency. This is
because the Read operation of the 6T cell array is faster than of the 1P decoupled port. However, at
2+ ports, the added parallelism easily compensates for this, and the throughput using 4P cells is 3.2×
higher than for 6T cells.

Finally, even though the overall Power consumption increases when adding ports, the increased
throughput makes it so that the Energy/Inference reduces significantly. As such, the 4P-based system
has the best Energy/Inference performance, improving by 2.2× with respect to the 6T cell.

5.6. Comparison to State-of-the-Art
Table 5.7 shows a comparison between the proposed architecture using the 4P SRAM cell and state-
of-the-art low parameter resolution SNN accelerators aimed at low-power applications.

The proposed architecture implements a similar number of neurons and synapses, but is unique in
the field in that it uses both Binary weights and activations. Other works either used rate coding [7] to
increase the activation bit width, or multi-bit weights [10, 11].

All systems are benchmarked on the MNIST digit classification data set. The proposed architec-
ture runs at comparable Power to [10, 11], but two orders of magnitude higher than [7]. This can be
explained by the fact that [7] is designed for extremely low-Power operation, running at just 70kHz and
performing only 2 inferences per second. Though the low Power is certainly impressive, performing
just 2 inferences per second is insufficient for the system to be useful in a realistic application; a typical
sensor system will produce orders of magnitude more data.

Where the proposed system really stands out is in its throughput, measured in number of MNIST
inferences performed per second, and the Energy per Synaptic Operation (Energy/SOP). By leveraging
an extremely simple communication fabric (similar to [7]), a single clock cycle arbiter, and fully Binary
weights, the throughput is increased by multiple orders of magnitude while the Energy/SOP is reduced
by multiple orders of magnitude. As a result of these two significant improvements, the Energy/Infer-
ence is much lower than state-of-the-art solutions.

Table 5.7: Comparison between Proposed Architecture using the 4P cell and State-of-the-Art small-scale SNN Accelerators.

[7] [10] [11] This Work
Technology [nm] 65 10 65 3
Neuron Count 650 4096 1K 778
Synapse Count 67K 1M 256K 330K
Activation Bit Width 6 1 –*** 1
Weight Bit Width 1 7 5 1
Transposable No No Yes Yes
Clock Frequency 70kHz 506MHz 100MHz 810MHz
MNIST
Power 305nW 196mW* 53mW 29.0mW
Accuracy [%] 97.6 97.9 97.2 97.6
Throughput [inf/s] 2 6250 20 44M
Energy/Inference [nJ] 195 1000 – 0.607
Energy/SOP** 1.5pJ 3.8pJ 15.2pJ 3.2fJ
* Inferred from SOP/s/mm2, Area, and pJ/SOP
**SOP: Synaptic Operations
*** 50 time steps per inference; Poisson spike train activations



6
Conclusion

This Chapter concludes the Thesis. First, a summary and general conclusions are presented, after
which potential avenues for future work are discussed.

6.1. Conclusions
In this Thesis, an SRAM-based Compute In-Memory (CIM) accelerator designed for Binary Spiking
Neural Networks (B-SNN) in 3nm FinFET was presented. The target use case for the accelerator was
ultra-low Power Edge devices, meaning the aim was to minimize Energy consumption while maintain-
ing classification accuracy and sufficient throughput to keep up with live sensor data. Since Spiking
Neural Networks lend themselves very well to Online or On-Chip learning, an additional goal of increas-
ing Online learning efficiency was set.

To accelerate a Neural Network using CIM, the main operation to target is the MAC operation. In
this work, first the three main methods of performing the MAC operation in SRAM were discussed:
systolic arrays, adder trees, and sequential accumulation. Due to the minimal hardware overhead and
event-driven nature of the latter solution, it was chosen as the basis for the proposed architecture. The
problem in existing works utilizing this solution was low throughput caused by low parallelism, complex
spike arbitration, and superfluous activation or weight bit precision. This work tackled all three of these
problems by introducing four multiport SRAM cell designs, allowing for anywhere between one and
four parallel Read operations, a fully logic-based spike Arbiter, able to perform multiport spike arbitra-
tion in a single clock cycle, and finally a fully Binary SNN, minimizing MAC operation complexity. The
proposed architecture was tested by running MNIST digit classification, and achieved 97.6% accuracy
while running at 29.0mW . It achieved a throughput of 44M MNIST images per second, consuming
just 607pJ of Energy per Inference. Compared to state-of-the-art solutions, accuracy was maintained,
Power was lowered slightly, and throughput and Energy per Inference are improved by multiple orders
of magnitude.

For on-chip learning, synaptic weights in the memory need to be accessed on a per-column basis,
while for inference, weights need to be accessed on a per-row basis. SRAM cells with access in
both directions are called transposable. To design transposable SRAM cells, various methods were
compared and discussed based on cell stability, Read Power, area overhead, and Read speed. In the
end, a cell was proposed which maintains the original SRAM access ports for transposable access, and
adds between one and four decoupled Read ports for row-wise Inference access. These decoupled
ports have the added benefit of enabling local voltage scaling to save Power. As a result, updating
a column of weights requires 26.0× less time and 19.5× less Energy than when utilizing a standard
SRAM cell.

6.2. Future Work
The following are the main avenues of potential future work following from this Thesis:

50
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• Generalizing the Architecture: The current design is custom-configured for MNIST classifica-
tion. To increase its usefulness, the architecture should be made more general-purpose. This
mainlymeans increasing the sizes of some layers, andmaking the final neuron layer programmable
to allow for different decision outputs than just 10-digit classification.

• Real-Time Data Classification: The design is tested on time-independent data, but its realistic
use case is real-time classification or recognition of sensor data on an Edge device. Thus, the
architecture should be adjusted and tested to see how well it performs when data is supplied as
a constant stream instead of in batches.

• Hardware optimizations: The following are the main methods of optimizing the hardware:

– Global Voltage Scaling;
– Clock Gating;
– Power Gating;
– Automatic Per-Tile Frequency Adjustment (see [7]).

• B-SNN optimizations: The following are the main avenues for improving the B-SNN perfor-
mance:

– Improved accuracy: To improve the accuracy of the network, various methods can be ap-
plied, such as hyperparameter tuning, batch normalization (requiring a slight adjustment to
the neuron hardware), longer training times, and Data augmentation.

– Sparsification: by training the network with spike sparsity as part of the Loss function, over-
all Energy consumption and timing can be improved due to the event-driven nature of the
architecture.

• Tapeout: To compare the proposed architecture more fairly with state-of-the-art solutions, it
should be implemented as a physical chip and taped out to perform real-world measurements.
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A
SRAM Layout

A.1. imec 3nm FinFET SRAM Design Rules

Table A.1: SRAM Design Rules for the imec 3nm FinFET technology node.

Parameters Value [nm]
Gate Pitch 45
Gate Length 18
Metal Pitch 21
Gate Cut 18
Gate Extension 9.5
Fin-to-Well Spacing 13.5
Fin-to-Fin Separation 37
Fin Width 5

A.2. 6T SRAM Cell Layout
Figure A.1 shows screengrabs of the 6T SRAM layout in the Virtuoso Layout Editor. Shown are two
images; the first shows layers and vias {FIN, GATE, M0A, VINTA, MINT, VINTG}, the second shows
layers and vias {MINT, VINTA, VINTG, V0, M1}.
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Figure A.1: Screengrabs of 6T SRAM layout in Virtuoso Layout Editor.

A.3. Multiport Transposable Cell Layouts
Figures A.2, A.3, A.4, A.5 show screengrabs of the 1P-4P SRAM layouts in the Virtuoso Layout Editor.
Shown are at least two images; the first shows layers and vias {FIN, GATE, M0A, VINTA, MINT, VINTG},
the second shows layers and vias {MINT, VINTA, VINTG, V0, M1}. For the 3P and 4P cells a third image
is shown to show the top metal layers, meaning layers and vias {V1, M2, V2, and M3}.

Figure A.2: Screengrabs of 1P SRAM layout in Virtuoso Layout Editor.
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Figure A.3: Screengrabs of 2P SRAM layout in Virtuoso Layout Editor.

Figure A.4: Screengrabs of 3P SRAM layout in Virtuoso Layout Editor.
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Figure A.5: Screengrabs of 4P SRAM layout in Virtuoso Layout Editor.

A.4. Alternative 1-port Transposable Cell Layout Schematic
Figure A.6 shows the alternative 1-port cell design as discussed in Chapter 4. This cell is 4% larger
than the proposed cell as can be found in Figure 4.5, so the choice fell on that cell.

Figure A.6: Alternative 1-port cell layout.



B
VHDL Code

B.1. Arbiter
B.1.1. 4-Port Tree-Based Arbiter
VHDL description of 4-port tree-based Arbiter. Arbiters for less ports can be inferred from this descrip-
tion. The Arbiter uses four cascaded prioEncoder_tree_Rout components (described below), which
are tree-based priority encoders. Rout (R′ in Thesis text) is propagated from priority encoder to priority
encoder. It contains the spikes in R that were not yet granted by an earlier priority encoder.

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4

5 entity arbiter_tree_4port is
6 generic (n: natural := 128);
7 port ( R: in std_logic_vector(n-1 downto 0);
8 clk: in std_logic;
9 rst: in std_logic;
10 G0: out std_logic_vector(n-1 downto 0);
11 G1: out std_logic_vector(n-1 downto 0);
12 G2: out std_logic_vector(n-1 downto 0);
13 G3: out std_logic_vector(n-1 downto 0);
14 no_R0: out std_logic;
15 no_R1: out std_logic;
16 no_R2: out std_logic;
17 no_R3: out std_logic);
18 end arbiter_tree_4port;
19

20 architecture behav of arbiter_tree_4port is
21

22 signal Rout0, Rout1, Rout2: std_logic_vector(n-1 downto 0);
23

24 signal G0_int, G1_int, G2_int, G3_int: std_logic_vector(n-1 downto 0);
25

26 component prioEncoder_tree_Rout
27 generic (n: natural := 128);
28 port ( R: in std_logic_vector(n-1 downto 0);
29 G: out std_logic_vector(n-1 downto 0);
30 Rout: out std_logic_vector(n-1 downto 0);
31 no_R: out std_logic);
32 end component;
33

34 begin
35

36 reg: process (clk, rst)
37 begin
38 if rst = '1' then
39 G0 <= (others => '0');
40 G1 <= (others => '0');
41 G2 <= (others => '0');
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42 G3 <= (others => '0');
43 elsif (clk = '1' and rising_edge(clk)) then
44 G0 <= G0_int;
45 G1 <= G1_int;
46 G2 <= G2_int;
47 G3 <= G3_int;
48 end if;
49 end process;
50

51

52 port0: prioEncoder_tree_Rout port map ( -- connect to overall input
53 R => R,
54 G => G0_int,
55 Rout => Rout0,
56 no_R => no_R0
57 );
58

59 port1: prioEncoder_tree_Rout port map (
60 R => Rout0,
61 G => G1_int,
62 Rout => Rout1,
63 no_R => no_R1
64 );
65

66 port2: prioEncoder_tree_Rout port map (
67 R => Rout1,
68 G => G2_int,
69 Rout => Rout2,
70 no_R => no_R2
71 );
72

73 port3: prioEncoder_tree_Rout port map (
74 R => Rout2,
75 G => G3_int,
76 Rout => open, -- no need to propagate Rout
77 no_R => no_R3
78 );
79

80 end behav;

B.1.2. Tree-Based Priority Encoder
VHDL description of tree-based priority encoder. Contains a regular prioEncoder component for the
tree trunk, and uses prioEncoder_leaf_Rout components for the two other levels of the tree. Both are
described below.

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4

5 entity prioEncoder_tree_Rout is
6 generic (n: natural := 128);
7 port ( R: in std_logic_vector(n-1 downto 0);
8 G: out std_logic_vector(n-1 downto 0);
9 Rout: out std_logic_vector(n-1 downto 0);
10 no_R: out std_logic);
11 end prioEncoder_tree_Rout;
12

13 architecture behav of prioEncoder_tree_Rout is
14

15 component prioEncoder_leaf_Rout is
16 generic (n: natural := 16);
17 port ( R: in std_logic_vector(n-1 downto 0);
18 en: in std_logic;
19 G: out std_logic_vector(n-1 downto 0);
20 Rout: out std_logic_vector(n-1 downto 0);
21 yes_R: out std_logic);
22 end component;
23

24 component prioEncoder is
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25 generic (n: natural := 8);
26 port ( R: in std_logic_vector(n-1 downto 0);
27 G: out std_logic_vector(n-1 downto 0);
28 no_R: out std_logic);
29 end component;
30

31 signal GGG, RRR: std_logic_vector(7 downto 0);
32 signal GG, RR: std_logic_vector(31 downto 0);
33

34 begin
35

36 master: prioEncoder generic map (8) port map (RRR, GGG, no_R);
37

38 gen: for i in 7 downto 0 generate
39 branches: prioEncoder_leaf_Rout generic map (4) port map ( RR( ((i+1)*4-1) downto (i

*4) ) , GGG(i), GG( ((i+1)*4-1) downto (i*4) ) , open , RRR(i) );
40 end generate;
41

42 gen2: for j in 31 downto 0 generate
43 leaves: prioEncoder_leaf_Rout generic map (4) port map ( R( ((j+1)*4-1) downto (j*4)

), GG(j), G( ((j+1)*4-1) downto (j*4) ), Rout( ((j+1)*4-1) downto (j*4) ), RR(j)
);

44 end generate;
45

46 end behav;

B.1.3. Priority Encoder
VHDL description of a standard Priority Encoder. Picks the highest-priority element from R and makes
only that index ‘1’ in G.

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4

5 entity prioEncoder is
6 generic (n: natural := 128);
7 port ( R: in std_logic_vector(n-1 downto 0);
8 G: out std_logic_vector(n-1 downto 0);
9 no_R: out std_logic);
10 end prioEncoder;
11

12 architecture behav of prioEncoder is
13 signal S: std_logic_vector(n-1 downto 0);
14 begin
15

16 S(n-1) <= '0';
17

18 gen_most: for i in n-1 downto 1 generate
19 G(i) <= (not S(i)) and R(i);
20 S(i-1) <= S(i) or R(i);
21 end generate;
22

23 G(0) <= (not (S(0))) and R(0);
24 no_R <= not (S(0) or R(0)); -- report no R pending
25

26 end behav;

B.1.4. Priority Encoder as Tree Leaf
VHDL description of leaf Priority Encoder. Functions similar to prioEncoder component, but adds two
features: an enable signal, en, that can make G be all ‘0’, and an Rout signal (R′ in Thesis text) that
contains the spikes in R that were not granted.

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4

5 entity prioEncoder_leaf_Rout is
6 generic (n: natural := 16);
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7 port ( R: in std_logic_vector(n-1 downto 0);
8 en: in std_logic;
9 G: out std_logic_vector(n-1 downto 0);
10 Rout: out std_logic_vector(n-1 downto 0); -- R' in Thesis
11 yes_R: out std_logic);
12 end prioEncoder_leaf_Rout;
13

14 architecture behav of prioEncoder_leaf_Rout is
15 signal S: std_logic_vector(n-1 downto 0);
16 signal G_int: std_logic_vector(n-1 downto 0);
17 begin
18

19 S(n-1) <= '0';
20 G <= G_int;
21

22 gen_most: for i in n-1 downto 1 generate
23 G_int(i) <= (not S(i)) and R(i) and en; -- Grant
24 --Rout(i) <= S(i) and R(i); -- Requests not Granted
25 Rout(i) <= R(i) and not G_int(i);
26 S(i-1) <= S(i) or R(i);
27 end generate;
28

29 G_int(0) <= (not (S(0))) and R(0) and en;
30 --Rout(0) <= S(0) and R(0);
31 Rout(0) <= R(0) and not G_int(0);
32 yes_R <= (S(0) or R(0)); -- report no R pending
33

34 end behav;

B.2. Neuron
B.2.1. Neuron Array
VHDL description of Neuron Array. The Neuron Array contains the neuron component and decoder
components (described below). The decoder is used to address neurons to change Vth of individual
neurons.

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4 use IEEE.std_logic_misc.all;
5

6 entity neuronArray is
7 generic ( w: natural := 1; -- Read ports
8 M: natural := 8; -- Number of neurons
9 BLbits: natural := 2; -- number of bits needed to count BL
10 Vthbits: natural := 6; -- number of Vth bits stored
11 Vmembits: natural := 8); -- number of Vmem bits stored
12 port ( BLin : in std_logic_vector(0 to (w*M)-1);
13 yes_R : in std_logic_vector(0 to w-1);
14 rst : in std_logic;
15 clk : in std_logic;
16 Vth : in signed(Vthbits-1 downto 0);
17 Vth_wr : in natural range 0 to M-1;
18 R_empty : in std_logic;
19 Gnext : in std_logic_vector(0 to M-1);
20 Rout : out std_logic_vector(0 to M-1));
21 end neuronArray;
22

23 architecture behav of neuronArray is
24

25 component neuron is
26 generic ( p: natural := 8; -- number of multiport Ports
27 c: natural := 5; -- number of bits needed to count BL
28 t: natural := 6; -- number of Vth bits coming in
29 m: natural := 8); -- number of Vmem bits maximally stored
30 port ( BL : in std_logic_vector(0 to w-1);
31 v : in std_logic_vector(0 to w-1);
32 Vth: in signed(t-1 downto 0);
33 Vth_wr: in std_logic;



B.2. Neuron 64

34 rst : in std_logic;
35 clk: in std_logic;
36 R_empty : in std_logic;
37 g: in std_logic;
38 r: out std_logic);
39 end component;
40

41 component decoder is
42 generic ( neu: natural := 8); -- Number of neurons
43 port ( neu_addr: in natural range 0 to neu-1;
44 neu_sel : out std_logic_vector(0 to neu-1)
45 );
46 end component;
47

48 signal neu_wr_sel: std_logic_vector(0 to M-1);
49

50 begin
51

52 gen_neurons: for col in 0 to M-1 generate
53 lbl: neuron generic map (w, BLbits, Vthbits, Vmembits) port map (
54 BL => BLin(col*w to (col+1)*w-1),
55 v => yes_R,
56 Vth => Vth,
57 Vth_wr => neu_wr_sel(col),
58 rst => rst,
59 clk => clk,
60 R_empty => R_empty,
61 g => Gnext(col),
62 r => Rout(col)
63 );
64 end generate;
65

66 neuron_addressing: decoder generic map (M) port map (
67 neu_addr => Vth_wr,
68 neu_sel => neu_wr_sel
69 );
70

71 end behav;

B.2.2. Neuron
VHDL description of individual neuron. Takes w input ports, decodes and adds them from {1,0} to {+1,-1},
adds them to Vmem. When R_empty = '1', neuron outputs on port r whether Vmem >= Vth

1 library IEEE;
2 use IEEE.std_logic_1164.all;
3 use IEEE.numeric_std.all;
4

5 entity neuron is
6 generic ( w: natural := 24; -- number of multiport Ports
7 c: natural := 6; -- number of bits needed to count BL
8 t: natural := 6; -- number of Vth bits coming in
9 m: natural := 8); -- number of Vmem bits maximally stored
10 port ( BL : in std_logic_vector(0 to w-1); -- input Bitlines
11 v : in std_logic_vector(0 to w-1); -- which Bitlines valid
12 Vth: in signed(t-1 downto 0); -- Vth to write
13 Vth_wr: in std_logic; -- enable Vth writing
14 rst : in std_logic;
15 clk: in std_logic;
16 R_empty : in std_logic; -- no spikes pending
17 g: in std_logic; -- spike granted
18 r: out std_logic); -- output spike pending
19 end entity neuron;
20

21 architecture behav of neuron is
22 signal Vmem: signed(m-1 downto 0);
23 signal Vth_stored: signed(t-1 downto 0);
24

25 signal BLcount: signed(c-1 downto 0);
26 signal r_int: std_logic;



B.2. Neuron 65

27

28 begin
29

30 r <= r_int and R_empty;
31 Vth_stored <= Vth when Vth_wr = '1' else Vth_stored;
32

33 -- Decode & Add step
34 process(BL, v)
35 variable total: integer := 0;
36 variable inter: std_logic_vector(1 downto 0);
37 begin
38 total := 0;
39 for ii in 0 to w-1 loop
40 inter := (v(ii) and not(BL(ii))) & v(ii);
41 total := total + to_integer(signed(inter));
42 end loop;
43 BLcount <= to_signed(total, c);
44 end process;
45

46 -- process to add to Vmem, except if R_empty = '1'
47 -- if R_empty = '1', propagate whether V_mem >= Vth
48 process(rst, clk)
49 variable Vnew: integer := 0;
50 begin
51 if rst = '1' then
52 Vmem <= ( others => '0');
53 r_int <= '0';
54 elsif (clk = '1' and rising_edge(clk)) then
55

56 if R_empty = '1' then
57 Vmem <= ( others => '0');
58 if g = '1' then
59 r_int <= '0';
60 end if;
61 else
62 Vnew := to_integer(Vmem + BLcount);
63 if Vnew < -2**(m-1) then
64 Vmem <= to_signed(-2**(m-1), m);
65 elsif Vnew > 2**(m-1)-1 then
66 Vmem <= to_signed(2**(m-1)-1, m);
67 else
68 Vmem <= to_signed(Vnew, m);
69 end if;
70

71 if Vnew >= to_integer(Vth_stored) then
72 r_int <= '1';
73 else
74 r_int <= '0';
75 end if;
76 end if;
77 end if;
78 end process;
79

80 end behav;

B.2.3. Decoder
VHDL description of simple decoder. Takes address and converts to a one-hot enable vector.

1 library IEEE;
2 use IEEE.STD_LOGIC_1164.all;
3 use IEEE.Numeric_Std.all;
4

5 entity decoder is
6 generic ( neu: natural := 128); -- Number of neurons
7 port ( neu_addr: in natural range 0 to neu-1;
8 neu_sel : out std_logic_vector(0 to neu-1)
9 );
10 end entity decoder;
11

12 architecture behav of decoder is
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13

14 begin
15

16 process(neu_addr)
17 begin
18 neu_sel <= (others => '0');
19 neu_sel(neu_addr) <= '1';
20 end process;
21

22 end behav;



C
Full Simulation Results

C.1. Parasitics Extraction Results
. Table C.1 shows all the parasitic Resistances and Capacitances extracted from the SRAM cell layouts.

Table C.1: Parasitics Extraction Results for all Bitlines and Wordlines. Resistances reported in Ω, Capacitances reported in aF .

6T 1P 2P 3P 4P
R C R C R C R C R C

WL 24.07 107.00 122.01 121.00 122.01 121.00 122.01 123.00 142.35 105.00
BL 62.65 37.70 62.65 38.30 78.31 41.70 93.97 43.10 93.97 42.80
BLB 62.65 37.70 62.65 38.30 78.31 42.10 93.97 44.00 93.97 46.10
WL0 18.81 60.50 70.48 56.50 93.97 50.90 93.97 54.20
WL1 70.48 45.90 93.97 62.00 93.97 53.40
WL2 93.97 64.80 93.97 60.30
WL3 93.97 51.00
BL0 122.01 80.60 122.01 52.00 122.01 36.20 142.35 37.20
BL1 122.01 70.00 122.01 26.70 142.35 35.50
BL2 122.01 32.00 142.35 42.80
BL3 142.35 33.70

C.2. NBL VWD Results
. Table C.2 shows the necessary VWD for various SRAM array sizes to perform a successful Write
Operation.

Table C.2: VWD measurements for various SRAM array sizes, reported in mV.

6T 1P 2P 3P 4P
256 × 256 -493.0 -834.3 -868.9 -851.7 -862.4
256 × 128 -242.2 -750.2 -675.7 -714.9 -771.4
128 × 128 -129.5 -277.7 -310.4 -353.3 -368.4
256 × 10 -90.17 -477.7 -483.3 -492.9 -505.6
128 × 10 0 -119.0 -124.0 -129.7 -137.9

C.3. Transposable Read and Write Results
Table C.3 shows the Read and Write Energy and Time via the transposed port for full array simulations
of 128× 128 and 128× 10 arrays. Added are the full array results for VWD.
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Table C.3: Write and Read Energy and Time via the Transposed port for all tested SRAM cells, for 128× 128 and 128× 10
arrays. Additionally, full array simulation results for VWD.

6T 1P 2P 3P 4P

128 × 128

Write Energy [fJ] 384.2 571.5 666.1 934.0 1078.1
Read Energy [fJ] 842.6 897.7 921.1 933.2 931.7
Write Time [fJ] 224.3 397.2 394.3 418.5 431.3
Read Time [fJ] 378.8 619.1 633.0 644.7 669.1
VWD [mV] -129.5 -277.7 -310.4 -353.3 -368.4

128 × 10

Write Energy [fJ] 207.4 284.1 285.5 288.7 294.2
Read Energy [fJ] 353.5 394.6 398.0 400.7 404.4
Write Time [fJ] 190.0 407.9 403.5 405.1 415.9
Read Time [fJ] 270.5 481.2 483.1 486.0 496.5
VWD [mV] 0 -119 -124 -129.7 -137.9

C.4. Inference Read Results
Tables C.4 and C.5 show the Inference Read Energy and Time for 128×128 and 128×10 SRAM arrays
respectively, for the four multiport cell variants. Additional variables are the precharge voltage Vprech

and the number of Read operations.

Table C.4: Read Energy and Time via the Inference Ports for all tested multiport SRAm cells, for a 128× 128 array. Results
given for all possible numbers of Read operations and the four tested values of Vprech.

Vprech [mV]
Cell Reads 700 600 500 400

Energy [fJ]

1P 1 1087.7 822.6 614.3 541.3

2P 1 884.1 676.6 531.7 524.2
2 1853.7 1361.0 1031.4 957.0

3P
1 809.4 617.5 486.3 524.4
2 1437.0 1072.5 814.4 855.2
3 2097.1 1551.5 1162.7 1203.3

4P

1 857.5 651.5 499.3 556.1
2 1563.6 1156.0 858.5 904.2
3 2326.8 1704.0 1245.1 1274.2
4 3007.3 2192.1 1593.9 1623.0

Time [ps]

1P 1 603.7 615.6 676.7 909.4

2P 1 602.3 621.8 701.6 956.3
2 667.9 686.0 776.4 1074.6

3P
1 597.0 626.4 705.7 983.7
2 608.0 639.5 724.7 1029.2
3 617.8 651.6 740.5 1067.3

4P

1 645.7 681.0 761.4 1076.6
2 657.6 694.8 779.0 1116.6
3 690.5 729.1 817.3 1180.8
4 699.5 741.1 834.0 1226.7
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Table C.5: Read Energy and Time via the Inference Ports for all tested multiport SRAm cells, for a 128× 10 array. Results
given for all possible numbers of Read operations and the four tested values of Vprech.

Vprech [mV]
Cell Spikes 700 600 500 400

Energy [fJ]

1P 1 130.9 110.7 94.7 88.7

2P 1 121.6 100.2 93.5 91.7
2 196.8 160.5 134.4 125.8

3P
1 120.0 106.7 96.1 96.8
2 171.9 146.4 126.0 123.3
3 226.3 188.1 156.9 151.1

4P

1 130.0 116.1 103.8 104.8
2 190.2 162.0 137.7 133.9
3 237.3 211.2 173.3 158.1
4 492.2 503.8 548.2 705.1

Time [ps]

1P 1 552.7 557.1 601.8 757.4

2P 1 463.2 470.6 514.5 658.3
2 528.9 535.8 582.3 738.5

3P
1 427.9 438.2 478.7 615.2
2 430.0 440.3 482.2 621.4
3 430.5 440.9 483.0 623.9

4P

1 464.5 476.8 519.2 666.6
2 467.3 479.8 523.1 672.1
3 489.4 500.8 545.9 698.0
4 492.2 503.8 548.2 705.1
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Transposable Multiport SRAM-based In-Memory
Compute Engine for Binary Spiking Neural

Networks in 3nm FinFET
Anonymous
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Abstract—Ultra-low power Edge AI hardware is in increasing
demand due to the battery-limited energy budget of typical Edge
devices such as smartphones, wearables, and IoT sensor systems.
For this purpose, we propose an ultra-low power event-driven
SRAM-based Compute In-Memory (CIM) accelerator optimized
for inference of Binary Spiking Neural Networks (B-SNNs). In
this paper, we introduce a custom-designed 3nm SRAM cell with
up to four read ports to improve inference performance and one
transposable read/write port for efficient on-chip learning func-
tionality. We exploit the event-based nature of SNNs to minimize
the computation and memory cost. We benefit from technology
scaling of fully digital design by synthesizing our accelerator in
the 3nm FinFET technology node. The proposed accelerator’s
performance is evaluated by running MNIST inference at 97.6%
accuracy, achieving an impressive throughput of 44M inferences/s
at 607 pJ/inference (3.2 fJ per synaptic operation) while running
at 29 mW. Our results demonstrate that the proposed accelerator
provides an energy-efficient and high-performance solution for
inference of Binary SNNs, opening up new possibilities for Edge
AI applications.

Index Terms—Compute in memory, Spiking Neural Network,
Neuromorphic, Digital accelerator, SRAM

I. INTRODUCTION

The demand for Artificial Intelligence applications to run
on battery-powered Edge devices like smartphones, wear-
able devices, and various IoT systems is increasing rapidly.
These devices are now dealing with a growing amount of
data that needs to be processed using AI algorithms. As
communicating raw data can be power-expensive and impose
higher latency and privacy risks, there is a growing demand
for (partial) execution of AI applications on Edge devices.
The primary solution explored for low-power Edge AI is
neuromorphic computing and the use of Spiking Neural Net-
works (SNNs). Specifically, most solutions adopt some form
of large-scale parallel operation, performing Computation In-
Memory (CIM), event-based computation, and reduction in
parameter precision. The main challenge for neuromorphic
accelerators lies in how to implement the essential Multiply-
and-Accumulate (MAC) Operation quickly and efficiently. Re-
search is being performed into solutions in both the analog and
digital domain. In this work, a digital solution is chosen due
to its robustness, scalability, and portability across technology
nodes [1].

In the digital domain, where synaptic weights are stored in
SRAM, performing the MAC operation using CIM requires
additional hardware. Two main methods of CIM-MAC are
typically utilized: Adder Trees and their variants [2]–[5] or
Multiplication In-Memory with sequential accumulation in the
SRAM Periphery (CIM-P) [6]–[9]. Adder trees allow for a
higher degree of parallelism at the cost of breaking up the

SRAM structure and adding a lot of hardware overhead. CIM-
P minimizes hardware overhead and efficiently exploits SNN
sparsity at the cost of lower parallelism in the pre-synaptic
neuron dimension. This is because, for typical SRAM arrays,
only one row may be accessed at a time, meaning only one pre-
synaptic neuron can fire per timestep. Implementations such as
[9] aim to mitigate this issue through approximate computing,
but this degrades classification accuracy. Another issue for
CIM-P is spike arbitration; ensuring only one spike enters the
SRAM per timestep. Typically such arbitration systems are
large and require multiple clock cycles per spike [6].

Additionally, on-chip learning is a popular practice for
SNNs, allowing the SNN to adapt to changing environments
and to be trained with smaller data sets. However, to efficiently
perform on-chip learning, transposable access to the SRAM is
essential. Various methods have been explored to make SRAM
transposable. However, most methods either require additional
hardware components in the SRAM array [10], negatively
influence cell stability [7], [11], result in slow, high-power
Read/Write operations [12], [13], or add more transistors than
necessary [14], [15].

In this paper, we propose an SRAM-based Binary SNN
accelerator using CIM for low-power Edge AI applications.
Utilizing CIM-P ensures minimal hardware overhead and
event-based computation. The Binary network simplifies the
MAC operation to just reading from memory and performing
a popcount in the SRAM periphery. Pre-synaptic neuron
parallelism is improved by utilizing novel 3nm SRAM cells
with multiple Read ports. Transposable Read/Write access
for efficient online learning is provided through the original
SRAM access ports. Additionally, a fully logic-based Arbiter
is employed to ensure multiport spike arbitration in just one
clock cycle.

The main contributions of this paper are:
• Design of a Binary-SNN hardware accelerator for ultra-

low-power Edge AI applications using SRAM-based
CIM.

• Design of a novel multiport SRAM bitcell in 3nm FinFET
with multiple decoupled Read ports and a transposable
Read/Write port to facilitate online learning.

• Design of a novel fully logic-based spike Arbiter for
multiport SRAM Read access.

The proposed design is evaluated at synthesis level by
classifying the MNIST handwritten digit data set, achieving
97.6% accuracy. Running this application, the 4-port design
achieves a throughput of 44 MInf/s at just 607 pJ/Inf, while
consuming 29 mW of Power.



Fig. 1. (a) Illustration of a Binary SNN functioning; (b) Translation to
memory crossbar.

The rest of this paper is organized as follows: Section II
presents the basics of Binary-SNNs, as well as the concept
of transposable crossbar memories. Section III presents a full
overview the proposed accelerator architecture with different
SRAM cell options, after which Section IV shows the perfor-
mance of each option. Finally Section V concludes the paper.

II. BACKGROUND

A. Binary Spiking Neural Networks In-Memory
Spiking Neural Networks (SNNs) represent a significant ad-

vancement from traditional Neural Networks [16] by utilizing
self-recurrent neurons and Binary spikes with high temporal
precision. These spikes result in a higher information-carrying
capacity and event-based computing, minimizing Energy con-
sumption. A Binary SNN (B-SNN) is an SNN where the
synaptic weights are also represented by a Binary value; +1
or -1. Figure 1(a) illustrates such a B-SNN. Shown is the
Integrate-and-Fire neuron, which accumulates weighted spikes
as its membrane potential Vmem and sends out a spike itself
when Vmem exceeds its threshold potential: Vmem ≥ Vth. The
other main spiking neuron variant is the Leaky IF neuron,
which is suited better for time-based tasks. More complex
models exist, but they are less convenient for hardware im-
plementation [17].

Figure 1(b) shows how a B-SNN is mapped to a memory
crossbar. The synaptic weights (Wi,j = {+1,-1}) are encoded
as {1,0}. A spike corresponds to a memory row Read. A Read
of ‘1’ means the post-synaptic neuron state (Vmem) should be
increased by 1, while a Read of ‘0’ means Vmem should be
decreased by 1. This means that, in contrast to conventional
Binary Neural Networks (BNN), we only transmit spikes with
+1 values, eliminating the need for XOR gates in the crossbar
structure [18].

In order to train a B-SNN, different methods can be applied.
These include converting a BNN into a B-SNN [19], or
using bio-inspired Binary Spike-Timing-Dependent-Plasticity
(STDP) models [20]. For the purpose of this study, we first
trained a BNN and then converted it into a B-SNN, limiting
the number of spikes to a maximum of one spike per neuron.

B. Transposable Crossbars for On-Chip Learning
On-chip learning is a popular practice in SNNs, where the

network keeps learning even after deployment. This allows it
to adapt to changing environments and be trained with smaller
and more manageable data sets. For efficient on-chip learning,
it is crucial to have access to the synapse weights in both
the pre-synaptic and post-synaptic dimensions [20]–[22]. The
pre-synaptic dimension is necessary so that a spike can be

Fig. 2. Illustration of row-wise and column-wise access to synaptic weight
array for Inference and Learning respectively.

sent from a pre-synaptic neuron to the SRAM crossbar and
multiplied by the weights between this neuron and all the
connected post-synaptic neurons. The result should arrive at all
the post-synaptic neurons. This process is illustrated in Figure
2(a) and corresponds to reading a memory Row. In contrast,
learning in SNNs typically occurs when particular conditions
arise in the post-synaptic neuron. Therefore, weight updates
should occur to all the synapses before this post-synaptic
neuron, corresponding to a memory Column, as shown Figure
2(b).

Standard SRAM allows Read/Write operations in either just
the row or just the column direction. If we choose SRAM
with only row-wise access, then reading and writing the
weights in the column-wise direction would require dozens
of row-wise Read operations. In contrast, transposable SRAM
provides access in the row- and column-wise directions [7],
[23]. Specifically, for SNN inference and on-chip learning,
row-wise Read access and column-wise Read/Write access are
required.

III. PROPOSED SOLUTION

In this section, we present our proposed B-SNN accelerator.
We first provide an overview of the full system architecture.
Then we explain in more detail the most important subsystems:
the SRAM Synapse array, the Arbiter, and the Neuron.

A. Architecture Overview

Figure 3 provides an overview of the macro architecture,
which is comprised of a cascade of CIM-P Tiles. Each Tile
represents a Fully Connected B-SNN layer. Spikes are trans-
mitted as binary pulses through a set of parallel connections
from Tile i to Tile i + 1. Upon arrival, spikes are saved in
Spike Request Vectors (Ri) before each Tile.

Inside each Tile, there are three main components: the
Arbiter, the SRAM array, and the Neuron Array. For Tile
i, the Arbiter takes Spike Request Vector Ri−1 as its input.
Every clock cycle, the Arbiter serves p requests from Ri−1

that are allowed to enter the SRAM (p being the number of
Read ports of the SRAM cells). These selected requests are
called the Granted Requests, represented by Gi. The Granted
Requests activate the corresponding word lines in the SRAM
array simultaneously, and the SRAM outputs a set of bitlines,
represented by Bi. These outputs are then presented to the
Neuron Array, where they determine changes in the membrane
potential Vmem of each neuron.

After serving all the spikes from Ri−1, if Vmem ≥ Vth (each
neuron stores its own threshold potential), the neuron sets its
output to ‘1’, indicating that it wants to send a spike to the
next Tile; all neuron outputs together form Ri. The final Tile
behaves slightly differently; instead of comparing to a Vth and



Fig. 3. Overview of proposed Macro Architecture. TP (green) indicates the
transposable Read/Write access, with the Inference Read access in Purple.

creating Ri, it compares the Vmem of all neurons and outputs
the index of the neuron with the highest Vmem as the decision
of the network.

A register array is placed between the Arbiter and the
SRAM Array. In effect this means each Tile can be divided
into two pipeline stages; the Arbiter and the SRAM+Neuron.
Additionally, the Tiles themselves are pipelined, meaning as
soon as Ri−1 has been served, the Tile forwards its spikes and
can start serving a new vector Ri−1.

B. Transposable SRAM-based Synapse

As explained in Section II, in order to significantly increase
the efficiency of online learning, it is essential to make the
SRAM transposable. Additionally, to improve the inference
latency, we would need several Read ports to be able to process
multiple spikes in parallel. Therefore, our proposed SRAM
has one dedicated column-wise Read/Write port and several
row-wise Read ports. The most efficient method to achieve
this is to maintain the original SRAM cell and its wordline
(WL) and complementary bitlines (BL/BLB) for column-wise
access. In order to add the first row-wise Read port, two
NMOS transistors are added to the 6T SRAM cell, similar
to the technique used for the standard 8T SRAM [24], [25].
To make this cell transposable, the newly added Read wordline
(WL0) and Read bitline (BL0) should be rotated 90 degrees
with respect to their WL and BL/BLB counterparts.

Figure 4(a) shows the resulting schematic. The original 6T
SRAM cell is composed of M1-M6. Its WL runs vertically,
providing column-wise Read/Write access. M7-M8 make up
the added Read port, with WL0 running horizontally to allow
row-wise Read access. The Read port works as follows: M7
is connected with its gate to QB (the inverted content of the
cell). Before a Read operation, BL0 is precharged to Vprech.
When WL0 is driven to ’1’, M8 conducts and connects BL0
to node Qr. If QB is ’1’, Qr connects to VSS, and BL0 is
discharged. If QB is ’0’, BL0 is not discharged and remains
at Vprech. By connecting the added Read port to cell using
only the gate of M7, the port it is decoupled from the cell’s
content, enabling us to scale Vprech to lower values than VDD

Fig. 4. Proposed transposable SRAM bitcell schematic; (a) Single Port; (b)
Four Ports.

Fig. 5. Layout of the proposed SRAM bitcells; (a) Single Port; (b) Four
Ports. Added are their bounding box and corresponding height and width.

with very little influence to the cell stability. This results in
power savings at the cost of slower charging/discharging.

Our proposed transposable cell design has the advantage
of allowing the addition of more Read ports at minimal cost,
as can be seen in Figure 4(b). To add another Read port, all
that is required is to replicate WL0, BL0, and M8. The added
transistor should connect Qr to the newly added BLx, and
its gate should be connected to the newly added WLx. The
Arbiter system is designed to send multiple spikes into the
SRAM, but never more than one spike in a single row. This
means that no matter how many Read ports are added, M7
will only need to discharge one bitline.

The layouts of two of the designed cells are presented in
Figure 5. The 1P and 2P cells are designed in dual form, as two
non-symmetric cells are fitted together to minimize area. The
result is a set of cells that together form a symmetric, repeat-
able dual cell. The area of the original 6T cell is 0.01512µm2

[26]. Adding each row-wise Read port increases the area by
1.25×, 1.4×, 1.9× and 2.6× respectively. We explored the
possibility of adding 5+ ports, but only 4 bitlines could be
fitted within the width of the 4-port cell. Adding another port
would require further widening of the cell, increasing the area
by 87.5% of the 6T cell, making it too area-inefficient.



To sense the BL/BLB of the transposed port, 4-to-1 Row
MUXs and differential Sense Amplifiers (SA) are used. The
BL0-BL3 of the Inference Read ports, however, do not have
complementary counterparts and as such cannot use these SAs.
In order to maximize inference throughput, it is beneficial
to sense all BL0-BL3 of all Columns in a single cycle.
Consequently, no MUXing should happen, and so all four
sensing circuits must fit within an SRAM column width. To
meet these requirements, we decided to use inverter gates to
sense BL0-BL3, with their VDD port connected to the Vprech

supply.

C. Arbiter Design

In Section III-A, it was explained that the Arbiter takes a
Spike Request Vector R as input. The vector contains ‘1’s
which indicate for which SRAM wordlines there are pending
spike requests. Figure 6 highlights the base form of the Priority
Encoder at the top. The Priority Encoder takes R and selects
the leftmost ‘1’ in the vector, creating one-hot Grant vector
G. The signal s[n − 1] is used to block any requests further
to the right of the selection. If R does not contain any spike,
noR is made ‘1’. The vector R′ is the same as R except the
selected spike is masked out. These non-granted spikes can be
passed to subsequent priority encoders in a cascaded fashion
to extend the system to multiple ports, generating multiple
G-vectors within a single clock cycle.

Using this simple architecture for a Priority Encoder for
a full SRAM results in an excessively long critical path,
even for a single port. To solve this, multiple smaller Priority
Encoders are combined in a tree structure as shown in Figure
6. Level 2 Priority Encoders take in the actual Request
vector R in chunks. Using their noR signals they indicate
to the levels above whether their chunk contains a request,
forming a higher-level, shorter request vector; RR. The same
happens on the next level to form RRR. The higher-level
Priority Encoders then use their Grant signals to block/enable
the lower-level Priority Encoders. The effective input/output
behavior is unchanged, but at the cost of 8.0% area overhead

Fig. 6. The proposed logic-based Arbiter consisting of a 3-layer tree structure.
Highlighted is the Priority Encoder building block and its internals.

the critical path is reduced significantly from >1100ps to
<800ps.

D. Neuron Design
For the purpose of this paper, IF neurons have been im-

plemented. The reason for this choice is that the test setup
involves the MNIST digit classification task. Hence, a more
fine-tuned leak factor, as present in the LIF neuron, does
not offer any significant advantage. However, it is worth
noting that adding a leak factor to the presented neuron is a
simple task and can be done without incurring any substantial
hardware cost.

In each clock cycle, the neuron receives a set of {‘1’/‘0’}
values on the bitlines it connects to, which it decodes to {+1/-
1} and adds to its membrane potential Vmem stored in a
register. Vth is stored in a latch register and can be changed
at any time during operation, facilitating online learning. The
Vmem accumulation continues until all spikes in Ri−1 have
been served. Then, if Vmem ≥ Vth, the neuron output is set
to ’1’ and Vmem is reset to zero before accumulating the next
set of spikes. All neuron outputs together form Request vector
Ri for the next Tile.

IV. RESULTS

A. Experimental Setup
The entire system has been implemented using the 3nm

FinFET technology node at the transistor level, with a global
supply voltage of 700 mV. To obtain the reported SRAM
Macro results, transistor-level simulations were carried out
using Cadence Spectre. In order to simulate the SRAM para-
sitics, capacitance parasitics were extracted using Calibre PEX,
and resistance parasitics were calculated based on the line
geometries and material properties. All figures are based on
accessing the worst-case cell or cell row, and all simulations
were performed at the SS Process corner.

The SRAM Macro model is composed of the SRAM array,
WL drivers, Write Drivers, BL sensing circuits, precharge
circuits, and timing control. In order to improve the SRAM
Write operation, the negative BL (NBL) assist technique is
used, which creates a more negative voltage, VWD < V SS,
on the complementary bitline to force the cell to the desired
state. This technique is necessary due to the high parasitics at
smaller technology nodes. The required VWD is determined
for various array sizes, and if it is necessary for VWD to be
less than −400mV , the array size is considered non-valid for
implementation due to low expected yield [27]. This restriction
limits the array size to ≤ 128 Rows and Columns for all cell
designs.

The rest of the components have been designed using
RTL, and synthesis measurements have been conducted using
Cadence Genus and Spectre. The synthesis results, combined
with the SRAM Macro outcomes, are utilized to simulate
the network in Python and determine the timing, power, and
energy at the system level.

B. SRAM Results
Figure 7 shows the Time and Energy measurements for

Writing to the cell and Reading from the cell using the
transposed port (WL and BL/BLB). Write Time is the time
between the start of the Write process and the cell content
flipping to 90% of its intended value. Read Time is the delay



between the Wordline being driven and the data output of
the Sense Amplifier flipping. Additionally, Write Energy is
the Energy consumed during the Write Time, while Read
Energy is the Energy consumed during a full clock cycle,
which includes precharging of the BL/BLB [28].

As expected, both the Write and Read operation results
scale with the addition of ports due to the parasitics that these
ports introduce. The effect is stronger for the Write operation,
as the parasitics also require a lower value of VWD when
more ports are added, increasing the voltage differential and,
consequently, the power consumption. It is also worth noting
that when just one extra Inference Port is added, there is
immediately a significant increase in Write and Read times
of the transposed port. This is because the WL wire in the
proposed cells is narrower and thus more resistive, which is
necessary due to the new BL0-BL3 that have to be routed in
the same metal layer.

Fig. 7. Write and Read Energies and Timings via Transposed port for all
tested SRAM Cells.

Fig. 8. Averaged access Energy and Time per each Inference port for various
Vprech and various ports. Data is shown for 128× 128 SRAM arrays.

Figure 8 demonstrates the relationship between access time
and energy consumption for different Vprech levels and differ-
ent numbers of Inference ports in SRAM. The results indicate
full utilization of all available ports, meaning that if a cell has
p ports, p read operations are performed. Total access time is
calculated as the sum of the precharge time and the read time.

• The effect of precharge voltage: As Figure 8 indicates,
there is a trade-off between access time and energy.
We select Vprech = 500mV , as it leads to a reduction
of at least 43% in energy consumption at the cost of
at most 19% higher access time for all port numbers.
Lowering Vprech from 500mV to 400mV saves up to
10% more energy for 1 and 2-port designs, but for 3
and 4-port designs, energy increases due to much slower
precharging.

• The effect of the number of Inference ports: Adding
extra Inference ports increases the parallelism and re-

duces the average access time. However, the average
access energy starts increasing after adding the fourth
port. This increase in energy consumption per port can
be explained by the increased cell size that creates
more parasitics. The results support our earlier claim
that increasing the ports to more than four would not
be beneficial due to the excessive area and resulting
parasitics.

C. Timing Evaluation

Calculating the system clock period involves determining
the duration of each pipeline stage. To account for process and
environmental variations, we allocate 300ps of slack for the
Arbiter stage and 400ps for the SRAM stage. The latter value
is higher to ensure sufficient data hold time for the neuron
registers to record the SRAM data. Table I shows the measured
duration of each pipeline stage, including slack. The longest
stage is highlighted to indicate that its duration determines the
clock period.

TABLE I
REQUIRED TIME FOR EACH PIPELINE STAGE FOR THE DIFFERENT SRAM

CELLS. HIGHLIGHTED IS THE LONGEST OF THE 2 STAGES, INDICATING
THE CLOCK PERIOD.

6T 1P 2P 3P 4P
Arbiter 1.007ns 1.007ns 1.040ns 1.034ns 1.006ns
SRAM
+ Neuron 0.685ns 1.077ns 1.176ns 1.141ns 1.234ns

D. System-Level Evaluations

1) Online Learning: Online learning becomes significantly
more efficient with transposable access ports. Without a trans-
posable port, for an array size of 128 × 128, it would take
2× 128 clock cycles (257.8ns and 157pJ) to read and write
all the weights. For our proposed SRAM cells, the synaptic
weights of a post-synaptic neuron can be read and written in
just 2 × 4 cycles, where the factor 4 is due to the use of 4-
to-1 MUXs. The 4-port cell, which is the worst performer in
the transposed Read/Write port metrics, has a clock period of
1234ps. This means it requires only 9.9ns (26.0× less) and
8.04fJ (19.5× less) to read and write a full column.

2) Inference: To evaluate the system’s inference perfor-
mance, we have created a fully Connected B-SNN network
for MNIST digit classification by placing multiple tiles in
sequence. The network has a structure of 768:256:256:256:10.
In case a layer exceeds the maximum SRAM array size,
multiple SRAM arrays are used in a single tile. Each SRAM
has its own 128-wide Arbiter. This increases parallelism by
another factor; a 256-wide layer will have two p-port Arbiters,
meaning up to 2 × p spikes can selected per clock cycle. In
order to reduce the input images from 784 to 768 pixels,
a 2 × 2 set of pixels is removed from every corner of the
images. This ensures that the first layer corresponds to exactly
6 × 128 inputs. We have trained the network as a BNN with
a sign activation function and per-neuron biases, which are
converted to thresholds. The BNN is then converted to a B-
SNN, as described in [19]. The resulting accuracy achieved
by the network is 97.64%.

Figure 9 provides a comparison of system-level power,
performance, energy, and area for the 5 discussed SRAM cell
options. Generally, the power of the system increases with the



number of added ports. However, the system’s power imple-
mented with 6T cells is higher than that of the 1P and 2P cells.
This is due to the active power savings from the voltage scaling
of Vprech for the decoupled inference ports. When comparing
the 6T and 1P cells, throughput decreases slightly, as the
effective parallelism is the same, but read operations for the
1P cell are slower due to the added parasitics. However, at 2+
ports, the added parallelism compensates for this. Additionally,
with every added port, the overall energy/inference decreases
significantly due to the increased spike throughput.

Table II compares the 4P cell with state-of-the-art low
parameter resolution SNN accelerators aimed at low-power
applications. We achieved typical overall power consumption,
but significantly improve energy/SOP (Synaptic Operation),
energy/inference, and throughput.

Fig. 9. System-Level comparison between using standard 6T SRAM Cell and
our proposed cells.

TABLE II
COMPARISON WITH STATE OF THE ART SMALL-SCALE SNN

ACCELERATORS.

[6] [9] [10] This Work
Technology [nm] 65 10 65 3
Neuron Count 650 4096 1K 778
Synapse Count 67K 1M 256K 330K
Activation Bit Width 6 1 – 1
Weight Bit Width 1 7 5 1
Transposable No No Yes Yes
Clock Frequency 70kHz 506MHz 100MHz 810MHz
MNIST
Power 305nW 196mW* 53mW 29.0mW
Accuracy [%] 97.6 97.9 97.2 97.6
Throughput [inf/s] 2 6250 20 44M
Energy/Inference [nJ] 195 1000 – 0.607
Energy/SOP** 1.5pJ 3.8pJ 15.2pJ 3.2fJ
* Inferred from SOP/s/mm2, Area, and pJ/SOP
**SOP: Synaptic Operations

V. CONCLUSION

In our research paper, we presented an SRAM-based CIM
accelerator designed for B-SNNs in 3nm FinFET. The synthe-
sis results indicate that our system exhibits highly competitive
accuracy on the MNIST benchmark, while also reducing
system-level power consumption and increasing the number
of inferences per second by several orders of magnitude.
These achievements were made possible through the use of
an innovative SRAM cell that enables enhanced parallelism
and voltage scaling, an improved spike arbitration system, a
low-cost communication fabric, and technology scaling which
is made possible by the fully digital design. We also utilized
a fully binary neural network architecture, which further
contributed to the success of the system by minimizing the
operation complexity.
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