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SUMMARY

Epilepsy is one of the most common neurological disorders worldwide. Its manifesta-
tions, the seizures, are due to a group of neurons’ abnormal and synchronous activity.
The unpredictable nature of these events hinders the quality of life of those affected.
In particular, focal seizures show a localized onset of the abnormal activity and are the
most common ones. Correct detection of the episodes can help clinicians to give the
best medical treatments. This research project arises from the need to have automatic
algorithms for seizure detection with a high number of correctly detected seizures for
low false alarm rates. Recent studies have shown disorganization in how brain areas in-
teract with each other before and during a seizure. We decided to model this change
in connectivity patterns by inferring graphs from EEG recordings of epileptic patients.
We work with seventeen subjects suffering from focal epilepsy, and we build, for each of
them, a graph of the activity preceding (preictal) and during (ictal) a seizure. After that,
we exploit techniques from graph signal processing to build a detector for seizures. Last,
we analyze the density of connections of the inferred graphs to indicate the seizure on-
sets. The obtained results are unsuitable for real-life applications, but they are a starting
point for further research. Furthermore, we find that most the proposed ictal or preictal
graphs show less connections in the nodes involved with the seizure onset.
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1
INTRODUCTION

Epilepsy is a disease of the brain affecting 50 million people worldwide [1]. Concisely,
an epileptic seizure occurs when a group of neurons, also called an assembly, begins to
fire with an abnormal frequency. The unpredictable nature of seizures causes social and
psychological effects and may lead to early death [2]. Seizure-under reporting is an issue
in this regard [3, 4]: on average epileptic patients and caregivers do not recognize 50% of
the occurred seizures, mainly when episodes comprise loss of consciousness or if they
happen during the night [5]. It follows problems concerning medical treatment. Hence
the need for an automated seizure-detection algorithm. Most of the current algorithms
available cannot be implemented in a real-life scenario due to their low level of false
alarm, given a high value of correctly detected seizures. Concretely, we desire an average
of 10−3 false alarms in an hour. A better understanding of the disease could aid the way
we detect the episodes and treat epileptic patients, hence this research. This project fo-
cuses on focal epilepsy, where the onset of the abnormal activity is initially localized.
More scientists have started paying more attention to how brain areas communicate be-
fore and during a seizure in recent years. In particular, they found a disruption in the
normal connectivity patterns during a seizure [6]. In particular, they found a disruption
in the normal connectivity patterns during a seizure [6]. The main research question of
this project is:

RQ1. Can these alterations in brain connectivity patterns be modeled and then used to
detect an incoming seizure?

To address this question, we propose a new framework for focal epilepsy detection, which
exploits techniques from graph signal processing. The proposed algorithm is trained
and tested on data from a specific patient (patient-dependent algorithm). We cast the
problem as a classification between the seizure (ictal) and non-seizure (later called back-
ground) class. The two most important phases of this research are the extraction and
modeling of the graph and the development of the detector. First, we use the method
proposed in [7] to construct a graph of each patient’s brain activity before (preictal) and
during a seizure. Then, we investigate the distribution of the two classes over the preictal
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graph and exploit the difference in the so-called signal bandwidth to build a detector. Af-
ter that, we repeat this last step using the ictal graph. In this way, we design and propose
two different detectors. We compare the performance of these detectors with:

1. a detector that exploits the inferred graphs but disregards the bandwidth informa-
tion,

2. a simple energy detector that does not exploit any network information (single
electrode analysis), and

3. a detector working on a graph decided a priori and modeling a brain state where
every brain area is in communication with all the others (fully connected network).

We evaluate the proposed framework by studying the Receiver operating characteristic
(ROC) curves which describe the True Positive Rate (TPR) of the detector as a function of
the False Positive Rate (FPR). In particular, we exploit the Area Under the Curve (AUC),
which is the integral of the ROC curve, to compare performances. We obtained satisfying
results (AUC > 0.8) for seven out of the seventeen studied patients. However, the derived
TPRs are still too low. In the studied database, the only patient with slightly more than
one hour of testing data reported TPR=0.02 for a false alarm rate of 0.5. Furthermore, the
proposed algorithm does not outperform the single electrode detector.
However, we further analyze the inferred graphs and pose the following and last ques-
tion:

RQ2. Can we gain more insights regarding the localization of the seizure onset by the
inferred model?

The motivation behind this question follows. More than 30% of epileptic patients do
not respond favorably to treatments [8]. When these subjects suffer from focal epilepsy,
in the worst-case scenario, surgery can be used to remove clinically the onset area, also
called epileptogenic zone. It is of the utmost importance to precisely localize this area.
Consequently, we want to verify whether the model for the graph we have used in this re-
search can aid the current methodology for seizure onset identification. We find that, for
some patients, the preictal graph shows fewer connections in the area associated with
the onset.

Chapter 2 provides a basic introduction to epilepsy and the tools from graph signal
processing that we leverage in this research. Then, in Chapter 3, we outline the detection
algorithm proposed in the literature for Epilepsy detection to delineate our proposed
method in Chapter 4. Chapter 5 provides the numerical results and their possible inter-
pretation. Finally, we summarize the work done and propose future works in Chapter 6.

NOTATION

In this work, we denote scalars with plain letters (i.e., x or X), and vectors and matrices
with bold lowercase (i.e., x), and uppercase letters (i.e., X ) respectively. We reserve calli-
graphic notations to more complex structures like graphs or lists of matrices (i.e., G and
X ). The vertical bars |...| denote the cardinality of the set between them (i.e., |V |).



2
BACKGROUND

This chapter provides the background knowledge founding this research.
We start in Section 2.1 with basic concepts regarding epilepsy and, in particular, focal
epilepsy. The section states: what epilepsy is, how to diagnose it, which are the brain states
that we leverage in this project, how and why we regard the disease as a disorder of brain
network organization. Then, Section 2.2 focuses on the tool used to approach the problem:
graph signal processing techniques. The concepts to retain from the section are the mean-
ing of graph and graph signal, frequency analysis of a graph signal, and the bandwidth of
a graph signal. Last, Section 2.3 summarizes the main concepts of the chapter.

2.1. EPILEPSY
Epilepsy is a neurological disease affecting 50 million people worldwide and causing the
death of 125.000 of them per year [9]. It manifests in the form of seizures [10] that are
moments of excessive and abnormal neural activity. In an epileptic brain under seizure,
the level of excitability of a pool of neurons is altered, thus resulting in the production of
long sequences of action potentials. These neurons fire synchronously and at an exces-
sive rhythm [11]. Nevertheless, there is no direct relation between seizures and epilepsy:
a subject manifesting a seizure does not always suffer from the disorder [12]. In fact,
seizures can also be caused by psychological or exogenous factors (provoked seizures)
without there being a chronic state [13, 14]. Examples of exogenous factors are alcohol
abuse, alcohol or drug withdrawal, sleep deprivation, and intermittent lights exposure.
Conversely, unprovoked seizures, also called reflex seizures, are not induced by exter-
nal stimulations. The International League against Epilepsy (ILAE) defines the disorder
when at least one of the following conditions occur [15]:

1. Appearance of at least two unprovoked seizures with a minimum time gap of 24
hours.

2. Appearance of an unprovoked seizure and 60% probability of another one occur-
ring within ten years.

3
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3. Diagnosis of a so-called epilepsy syndrome [16].

Scalp Electroencephalography (EEG), which we call simply EEG in this work, is a moni-
toring tool for neural activity. It has been leveraged for epilepsy prediction and detection
due to its non-invasiveness, high temporal resolution, and relatively low cost [17] [18]. It
adopts multiple electrodes placed on the scalp of the patient under test, as illustrated in
Figure 2.1.

Figure 2.1: Depiction of an Electroencephalography system. Electrodes are placed on the scalp of the tested
patient, sometimes using a cap, as in the depicted case, in order to monitor the brain electrical activity ex-
pressed as measured potential per sensor [19].

The EEG of patients undergoing seizure depicts a disordered rhythm of brain po-
tentials. For this reason, the disease is now recognized as a paroxysmal cerebral dys-
rhythmia [20]. Figure 2.2 illustrates this concept: during a seizure, the electrical brain
potentials exhibit evolving sharp waves [21]. In particular, this dysrhythmia is charac-
terized by: i) alteration in the signal’s amplitude, ii) change in frequency components,
and iii) the spread of the abnormal pattern to different brain areas. As a consequence,
this evolution is observed both in time, frequency and space domain. Physicians rec-
ognize four phases in the brain patterns of an epileptic patient. These are: i) interictal
that is the state of normal activity happening far away in time to the seizure; ii) preic-
tal which happens right before a seizure; iii) ictal state during which a seizure occurs;
iv) postictal that is the state taking place right after a seizure. This is depicted in Fig-
ure 2.2. Preictal periods are a valuable source of information. They are leveraged and
studied mainly in algorithms for seizure prediction [23, 24]. They also underpin mech-
anisms behind seizure such as whether the ictal event involves all brain hemispheres
or not [25]. Instead, ictal patterns are multiple and are strongly dependent on the area
of the brain involved in the abnormal activation [26] which also influences the related
symptomatology and EEG pattern [27]. In 2017 ILAE sought for a unique classification of
the epileptic disease that, as depicted in Figure 2.3, is based on more levels [28]. We dis-
tinguish: Focal Seizure (previously termed Partial Seizure) where the start of the seizure
is localized around a restricted area of the brain; Generalized Seizure where the epileptic
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Figure 2.2: EEG tracing of epileptic subject [22]. Six electrodes, on the y-axis of the figure, are depicted. The
image is annotated with the four phases of the seizure event: ictal that is during seizure; preictal and postictal
that are before and after the event respectively; interictal that is between ictal events and that denotes normal
activity.

Figure 2.3: Current seizure classification according to ILAE [28]. First, they classify the event in terms of the
localization of the ictal activity at seizure onset. Therefore Focal denotes seizures starting from a local and re-
stricted area of the brain; Generalized refers to seizures immediately involving both cerebral hemispheres while
unknown marks ictal events for which the initial extent is unknown. Further characteristics can be identified.
For example a focal seizure can become Aware, also known as Simple Seizure if consciousness is retained; with
Impaired Awareness, also known as Complex Seizure, in the opposite case. In other cases, it can also be identi-
fied whether also motor functions are involved or not.
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behavior affects immediately both hemispheres of the brain; and unknown origin. The
associated symptoms depend on the cerebral lobe involved in the ictal process and its
associated functions (Fgure 2.4). For example, Temporal Lobe Epilepsy (TLE) manifests
in the form of focal seizures starting from the temporal lobe and causes patients to expe-
rience problems with speech recognition tasks [29]. Conversely, occipital Lobe Epilepsy
patients could have visual hallucinations during the ictal events [30]. In this work, we

Figure 2.4: Four brain lobes, with associated functions and two other components of the nervous system with
corresponding functions [31].

decided to focus on the detection of focal epilepsy for two main reasons. First, it affects
a higher percentage of the population compared with generalized epilepsy [32]. Second,
it is more difficult to treat, and there is sometimes the need to identify the seizure on-
set zone (epileptogenic zone) in order to remove it with surgery [33]. The localization
of the epileptogenic zone is mostly done by placing multiple in-depth electrodes on the
surface of the presumed epileptic area after a surgical incision in the skull. This technol-
ogy, called Electrocorticography (ECoG), is invasive [34] but allows for cleaner signals in
terms of noise and artifacts when compared with EEG data [35]. We seek a method that
also gains insight into the localization of the seizure onset zone from EEG recordings to
support the other diagnostic methodologies.

For this purpose, we aim at exploiting the spatial information most optimally. Fris-
ton et al. define functional connectivity as the “correlation between spatially remote
neurophysiological events” [36]. This means that two brain areas are functionally con-
nected when the activity recorded at these locations shows statistical dependence. In
these terms, a functional brain network refers to a map of functional connectivity be-
tween the different brain areas. It has been demonstrated that different neural activity
(be it sleep, resting, or other states) corresponds to specific functional networks. When
a seizure occurs, there is a change in network functional connection meant as in change
in the way the areas of the brain communicate and influence each other. Epilepsy is now
considered a disorder of brain network reorganization [37]. The core idea of our pro-
posed algorithm is to build a model of the functional connections existing between the
various areas underlying the electrodes before and during a seizure. In this way, we de-
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tect seizures when the normal functional network are disrupted. We exploit graph signal
processing techniques for this purpose.

2.2. GRAPH SIGNAL PROCESSING
Graph signal processing (GSP) is a discipline that develops methods for signals living in
irregular (or non-Euclidean) domains. Examples are brain signals [38], recommendation
systems [39], and power grids [40] [41]. In these cases, signals are not represented in reg-
ular domains such as those of a time series or of an image. Instead, the domain that best
suits them is the one of graphs.
Here, Subsection 2.2.1 introduces the notions of graph and graph signal while Subsec-
tion 2.2.2 deals with the basics of spectral analysis on a graph as well as the concept of
bandwidth. Last, Subsection 2.2.3 applies the concepts of GSP to neural signals.

2.2.1. GRAPH AND GRAPH SIGNALS
A graph G (V ,E ) is a mathematical structure which is uniquely represented by a set of N
nodes, also called vertices, V = (v1, ..., vN ) connected by a a set of M edges E = (e1, ...,eM ),
Figure 2.5. Edges can have a specific direction (directed graph, Figure 2.6) or can have a

Figure 2.5: Undirected graph with seven nodes (N = 7) and seven edges (M = 7). The nodes have been enumer-
ated for visualisation purposes.

weight associated with them (weighted graph, Figure 2.7).
In this study we deal with undirected weighted graphs and, we use the so called Lapla-

Figure 2.6: Directed graph with seven nodes and nine
edges. Arrows specify the direction.

Figure 2.7: Undirected, weighted graph with seven
nodes and edges. The thickness of the edges is made
proportional to the weight.

cian matrix L in order to represent the topological structure of the graph. The Laplacian
matrix is defined as:

L = D−A (2.1)
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Here A is the so called adjacency matrix, a |V | × |V | structure whose entry ai , j in row i
and column j contains the weight of the edge connecting node i and j ; D is the diagonal
degree matrix whose diagonal entry di ,i contains the sum of the weights connected to
node i : di ,i =∑

j∈Ni
ai , j with Ni the set of nodes neighbouring i .

The Laplacian matrix is symmetric and satisfies the following eigendecomposition:

L = UΛUH (2.2)

Here U is an orthogonal matrix of eigenvectors of L while Λ carries the eigenvalues of
the Laplacian stored in increasing order (λ1 ≤ λ2 ≤ ... ≤ λN ). The eigenvalues of L are all
positive (not strictly) with the smallest one λ1 = 0.

A graph signal x is defined as a mapping from the vertex set to the set of real numbers
x : V → R. This implies that to each node a number is associated, Figure 2.8. The graph
signal is modeled as a vector x where the i th entry xi reports the quantity associated with
the i th node. In our work, we associate to every electrode a node. It follows that at time

Figure 2.8: Representation of signal on a graph. The red vertical bar are proportional to the magnitude and
sign of the quantity of the signal recorded at a given node, which are annotated in red.

instant t the graph signal xt is given by the collection of potential values recorded at that
instant of time by the EEG sensors.

2.2.2. SPECTRAL ANALYSIS ON THE GRAPH

It is possible to decompose x as a sum of fundamental signals with different degrees
of variability on the graph. This is done by the Graph Fourier Transform (GFT) which
behaves similarly to the Discrete Fourier Transform (DFT). The GFT uses as basis for the
signal decomposition, the eigenvectors U of the Laplacian matrix.
The definition of GFT of x follows:

x̂ =U H x (2.3)

We say that the GFT projects signal x on the space of eigenvectors of the Laplacian ma-
trix. The inverse operator is called Inverse Graph Fourier Transform (IGFT) and it is de-
fined as:

x = Ux̂ (2.4)
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Equation (2.4) means that x can be rewritten as:

x = u0x̂0 + ... +uN x̂N =
N∑

k=0
uk x̂k (2.5)

Here uk is the k th column of U while x̂k is the k th scalar entry of x̂. The eigenvalues
λk of L represents the concept of frequency: for lower eigenvalues, the corresponding
fundamental eigenvector signal presents smaller variations in values from one node to
the neighboring ones.

The bandwidth F of x is defined as the set of frequencies for which the graph Fourier
components differ from zero. We write:

F = {λk | x̂k = uH
k x 6= 0} (2.6)

Figure 2.9 depicts in a) and b) two band-limited signals, and it shows their spectrum in
d) and e) respectively. For them, there exist a set of frequencies for which the associ-
ated Fourier graph component x̂k is null. In particular, the first signal has low-frequency
components, given that small eigenvalues comprise its bandwidth. The opposite is true
for the second signal which has high-frequency components. Figure 2.9 c) shows a non
band-limited signal: its spectrum in f) has no negligible Fourier components.
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2.2.3. APPLICATION TO NEURAL SIGNALS
Graphs can be exploited to model how the different brain areas communicate with each
other. In these terms, each node can represent a neural region while the edges encode
functional or structural connections [42]. In recent years GSP techniques have been
thoroughly applied to brain signals to study behavior [43, 44] and neurological disor-
ders, i.e. epilepsy, autism and Alzheimer. [45] [46]. In particular, a graph spectral anal-
ysis allows to verify when and which brain regions act in unison. As a matter of fact,
low graph frequencies are associated with areas with similar signals. This is interpreted
as a collaboration between these brain areas. The opposite applies to high graph fre-
quency components. For example, Huang at al. study the learning process with GSP
techniques [47]. They claim that when a subject becomes accustomed to a new task,
there is a high collaboration between brain areas, and hence the associated graph signal
has low-frequency components. Conversely, while learning the task, the brain activity at
different areas becomes different. Hence, high graph frequencies are associated with the
learning process.

2.3. SUMMARY
In this chapter, we introduced the basic concepts of epilepsy and graph signal process-
ing. Epilepsy is a neurological disorder manifesting itself in the form of seizures. During
these events, a neuronal pool starts firing synchronously and at an abnormal rhythm.
When this set of neurons is restricted to a small cerebral area, the type of epilepsy is fo-
cal. EEG is a diagnostic tool recording the electrical brain activity of a subject through
multiple electrodes. In particular, ictal activity denotes the patterns of brain waves dur-
ing a seizure, while preictal refers to the moments right before the start of a seizure. Dur-
ing the ictal event the normal connectivity between the cerebral areas is altered. As a
consequence the disease is defined as a network organization disorder. In this study
we aim at modeling this alteration of brain connectivity using graph signal processing
tools. Graph signal processing studies signals lying on non-Euclidean domains mod-
eled by a graph. These are used to model networks and are therefore suitable candidates
for representing the cerebral dynamics that are altered during a seizure. In graph signal
processing, spectral analysis can be performed thanks to the use of the graph Fourier
transform operator. The frequencies are specific to the graph and are given by the eigen-
values of the so-called Laplacian matrix which encodes the topology of the graph itself.
In these terms, the bandwidth of a graph signal is defined as the set of graph frequencies
for which their corresponding component is different from zero.





3
LITERATURE REVIEW

This chapter provides an overview of the current methodologies for seizure detection from
EEG data present in the literature. In particular, we focus on the ways to exploit spatial
information. We start with algorithms working on recordings of just one EEG electrode
in Section 3.1. Section 3.2 deals with techniques integrating information from multiple
sensors recordings. Then, Section 3.3 details the main metrics used in the literature to
evaluate algorithms for seizure detection. Finally, Section 3.4 summarizes the chapter.

3.1. UNIVARIATE ALGORITHMS
Univariate algorithms exploit only single electrode recordings. They are the simplest al-
gorithms as they do not exploit the spatial information coming from the different EEG
sensors. As a consequence, the evolution that they can capture comes either from the
time or frequency domain. We differentiate them by the type of features extracted: i)
time-based features; ii) frequency-based features; iii) time and frequency-based fea-
tures.

In particular,Runarsson et al. developed a time-based detection algorithm for neona-
tal seizures [48]. The rationale behind their work is that during a seizure, there can be
a strong spike pattern. Subsequently, the features extracted for classification regard the
height and width of the spikes. Similarly, Tessy et al. base their algorithm on the increase
in signal amplitude that is observed during the ictal condition [49]. They extract the ver-
tical distance between consecutive samples, also called line length, and the energy E of
the signals. They calculate this last quantity as:

E =
N−1∑
i=0

x2
i (3.1)

Here N is the number of samples, and xi is the i th sample of the signal. This feature is
quite easy to extract and will be used later in this project to evaluate the performance of
our proposed algorithm.

13
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A more innovative way to exploit time evolution comes from graph theory and, in partic-
ular, visibility graphs [50]. These structures map nodes to time samples and define edges
as a function of the amplitude recorded at those instants as shown in Figure 3.1. There

Figure 3.1: Construction of visibility graph[50]. The bar plot on top is a time series: the x-axis represents time
while the height of the bar indicates the amplitude at a point in time. The visibility graph (bottom figure) is
constructed by connecting points in time that are "visible" to each other.

are two main ways to exploit graphs. The first one is to extract a characteristic of the
graph itself and use it as a feature. For example, Zeynab et al. [51] develop a multi-class
(ictal, interictal, and healthy) algorithm using the weighted visibility graph (WVG) first
proposed in [52]. They assign a weight to the edge between nodes i and j based on the
angle formed by two corresponding time instants. After that, they extract a function of
the graph’s edges and use it as input to different machine learning classifiers. The second
way to use a graph is to use the GFT operator and extract features from the obtained pro-
jections. In [53] Priyanka et al. first divide the signals into segments and then construct
a WVG per segment. They construct an edge using a so-called Gaussian kernel function
on the distance between points of the signal. Subsequently, the segments are projected
on the eigenvectors of the Laplacian of the graph. Then the power spectral density of the
evaluated GFT coefficients is used as a discriminating feature.
Deep learning-based methodologies have been more and more applied in the field of
Epilepsy detection and prediction with promising results, due to the large databases that
have been recently made publicly available [54]. Other popular techniques exploit trans-
form using both time and frequency information. This is the case of wavelet decomposi-
tion which is more and more used for frequency detection, in particular when combined
with different types of neural networks [55], [56], [57].

3.2. MULTIVARIATE ALGORITHMS
Univariate methods have two main disadvantages as regards focal seizure detection.
First, in these types of seizures, not every electrode is affected by the ictal pattern. It
follows that missed detection can occur when the wrong electrodes are studied. Second,
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they fail to incorporate the ictal spatial evolution and the synchronization of the signals
typical of seizure activity. Multivariate methods solve these problems by basing the clas-
sification task on multiple electrodes. In this case, the feature to extract can express a
statistical coupling between two different electrodes or come from one single recording.
Figure 3.2 represents a classification for multivariate algorithms.

Multivariate Methods

Single electrode feature Coupling feature

Late
integration

Vector
structure

Matrix
structure

Figure 3.2: Scheme of the types of multivariate algorithms analyzed in this section. They are first divided by
the type of feature extracted. We consider either single electrode features or coupling ones. We further classify
this last group in late integration algorithms, vector structure storing and matrix structure storing.

SINGLE ELECTRODE FEATURES

Single electrode features are the same that can be studied in the univariate framework.
The integration of information from different recordings is either at a late stage in the
algorithm (late integration) or can happen early. Late integration comprises first a clas-
sification per single electrode. Then, the outputs of the classifiers are combined to give
one unique label for the segments. One of the first algorithms for Epilepsy detection us-
ing EEG signals was a late integration algorithm developed in the 80s by Gotman [58]
and was further improved later [59, 60]. The signals are first decomposed into a sim-
pler representation called half-waves. Then, they segment the signals into segments for
each electrode and investigate the set of frequencies ranging between 3 and 20Hz. After
that, they devise a classifier per electrode. A seizure is detected if at least two electrodes
detect ictal activity for the same segment or if two consecutive segments are labeled as
ictal at the same or at a different electrode. Other methods convert the output of the
single electrode classifiers into probabilities. The possible combination rules are multi-
ple, i.e., maximum, minimum. and majority voting. The information from the different
recordings can also be integrated early on in the pipeline of the algorithm. In this case,
the features can either be stored (and processed) in a vector or a matrix. Shanir et al.
exploit this first option in [61]. They extract an epoch’s mean and minimum energy per
electrode and store these features in a vector. Then, the proposed classifier receives this
feature as input. In [62] 16 univariate features are extracted from the time and frequency
domain and are then used as input of three different classifiers. They compare late inte-
gration methods to storing features in vectors and in a matrix structure. It results that,
for the considered dataset, the matrix gives better results in terms of the ratio between
sensitivity and specificity. The matrix structure better exploits the spatial information
intrinsic in the recorded data. In [63] spectral information are captured from segments
of EEG data and are stored in a matrix X t ∈ Rp×d . Here, p is the number of electrodes,
d the number of features, and the index t refers to the number of segments. To better
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capture the temporal evolution of the process, information coming from nearby non-
overlapping segments is stored in matrix X = [X t−2 X t X t+2]. Then, this concatenated
matrix is given as input to a classifier. This algorithm exploits spatial, frequency and
temporal information in an innovative way.
Deep learning approaches also exploit univariate features. We report the work of Chatzichris-
tos et al. [64] where they propose an algorithm exploiting 16 electrodes of scalp EEG. It
consists of three attention U-net, a type of deep learning architecture [65]. Each U-net
receives as input the EEG data that underwent different preprocessing steps to reduce
noise. In the end, the output of the three deep learning structures is combined into
one single element per input signal. In [66] they tailor the algorithm in order to exploit
the spatial information behind the input time series. To this purpose, they use a Tem-
poral Graph Convolutional Neural Network. Their focus is to reach high performance
value while maintaining interpretability. Their model extracts feature over both time
and space by integrating the knowledge of a graph underlying the connections. Further-
more, they couple the architecture with a model explainability tool to help clinicians
understand the operation behind the architecture itself.
These methods all give promising results, but they are not suitable to model functional
networks. In order to do so, we need coupling features. These can be interpreted as
connections between brain areas.

COUPLING FEATURES

Coupling features capture statistical coupling between variables. In this way, it is possi-
ble to model the functional network that are altered during seizure (Section 2). Several
of these measures exist [67]. Rana et al. [68] extract the so-called Phase Slope Index:
a frequency domain feature which measures the synchronization between the signals
recorded at sensors i and j . These values are stored in a matrix P of size nc ×nc whose
entry pi , j denotes the index between electrode i and j . Then, the sum of the index values
per electrode is extracted as a feature. This representation underlays a graph structure:
P can be interpreted as the adjacency matrix of a graph. However, one of the main chal-
lenges encountered in the construction of this graph from EEG signals is the presence
of spurious coupling happening at electrode level, namely the volume conduction ef-
fect [69]. This means that the waveform recorded at electrode i is not only due to brain
activity happening below that electrode but might suffer from corruption with signals
coming from neighboring areas. In [70] Nolte et al. argue that the frequency domain fea-
ture called coherency is a solution to this problem. Coherency is a complex number and
they mathematically prove how the imaginary part of coherency (Im(Coh))is a direct
measure of true interactions. In [71] Im(Coh) is used to study the functional networks
of prenatal children. In [72] a simpler metric is used in order to construct the graph:
the autocorrelation. In particular, they set a hypothesis problem to learn the topology of
the graph. The null hypothesis is the absence of a functional connection between sig-
nals recorded at electrodes i and j . On the contrary, the alternative hypothesis states
the presence of an edge between i and j . First, they compute the maximum of the cor-
relation between time series xi [t ] recorded at i and x j [t ] recorded at j . Then, with a
particular analytic method called extremum method, they assign to each coupling mea-
sure a p-value which is a statistical parameter. In our case, the higher the p-value, the
higher the evidence towards the presence of a connection. After that, they choose the de-
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sired level of expected proportion of false connection and threshold the inferred edges
accordingly. The interesting part of this method is that they give a statistical measure of
the reliability of the inferred graph. In addition, testing the algorithm, they see that it
can give similar performance if the autocorrelation metrics are directly thresholded with
a value K . This means that there is a correlation between K and p. The final methodol-
ogy is simple and is based on a probabilistic scheme. They then use a graph constructed
in this fashion in order to detect seizures [73]. The algorithm is done on intracranial EEG
data and showed graphs with more connection during the ictal event rather than the
background one. In this work, we will use the last technique explained in order to build
the graph.

3.3. COMMON EVALUATION METRICS
We cast the detection problem as a classification problem. The possible classes are pos-
itive P for seizure items; and N for negative items that are background events. The out-
put of detector comprises: True Positives (T P ) that are positive items that are classified
as such; True Negative (T N ) that are negative items that are classified as such; False Pos-
itive (F P ) that are negative items that are classified as positive; False Negative (F N ) that
are positive items that are classified as negative.
Given this notation, we define the following three metrics that are often used in the lit-
erature of epilepsy detection:

• True positive rate also called sensitivity or recall which is defined as:

T PR = T P

P
= Ictal segments correctly classified

Total ictal segments
(3.2)

• False positive rate also called specificity, which is defined as:

F PR = F P

N
= Background segments not correctly classified

Total background segments
(3.3)

• Accuracy which is defined as:

accur ac y = T P +T N

F +N
= Segments correctly classified

Total number of segments
(3.4)

One of the main challenges of current seizure detection algorithms is to reduce the rate
of false detection per hour [60, 74]. The target value is 10−3 false detections per hour. In
this work, we focus only on Equations (3.2) and (3.3). In particular, we fix FPR to 10−3 to
study the corresponding TPR values.

3.4. SUMMARY
In this chapter, we have seen different algorithms used for epilepsy detection in the lit-
erature. We have divided them by how they exploit the spatial information intrinsic in
the EEG measurement. First, we explained some methodologies using recordings of only
one electrode. We divide them further based on the type of feature extracted: from time
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domain, frequency domain, or a combination of both. Then, we investigated the so-
called multivariate algorithms that exploit information coming from multiple electrodes.
In particular, we distinguish methods that use single electrode features such as the mean
value of energy; from methodologies exploiting coupling features. These can model the
functional networks that vary during the ictal event. Additionally, they can be expressed
through graphs. We focus our attention on an algorithm constructing a graph structure
from the autocorrelation between electrodes. This will be used as the base of our pro-
posed algorithm. Lastly, we present three standard metrics that are used in the literature
to evaluate seizure detection algorithms.



4
DATA AND METHOD

In this chapter, we present the details of the proposed framework for epilepsy detection.
The main idea is to first construct a unique graph encoding the brain network organi-
zation before and during a seizure per each selected patient. Then, we study the differ-
ence in the spectrum of the ictal and non-ictal conditions on the obtained graph. With
this information, we build a detector. Section 4.1 presents the EEG database used and the
procedure followed for patient selection. After that, Section 4.2 details the new proposed
patient-specific framework. Last, Section 4.3 provides a discussion on the chapter.

4.1. DATA
In this work, we used scalp EEG recordings from the Temple University Hospital EEG
Data corpus: the world’s largest publicly available EEG data corpus [75]. This com-
prises 30.000 clinical EEG data recorded from 2002 to the current year. Together with the
recordings, it provides an annotation file where the clinician gives more detail about the
patient’s state during the recording and the type of epilepsy. The registrations can vary
in temporal length, sampling frequency, which can have four different values (250Hz,
256Hz, 400Hz, and 512Hz), number, and location of the electrodes. Some reported elec-
trodes measure activity not concerning the neural one. This is the case of the sensors
for cardiac activity (EKG) and breath rhythm (RESP1 and RESP2), as can be seen in Fig-
ure 4.1. The database considers 30 possible events. Moreover, they identify each of these
events through a class code which serves as a label. Each event is associated with a pos-
sible locality. In particular, the event can have a generalized spread; it can regard just
one hemisphere; it can be focal; it can manifest in all the three mentioned conditions;
or this information might not be available (N/A). Table 4.1 reports all the possible events
with corresponding class code, locality, and a brief description. The corpus is split into
subsets that focus on a specific group of events. In particular, this work leverages version
v1.5.2 of the TUH EEG Seizure corpus (TUSZ). TUSZ supports deep learning research in
automatic seizure detection [76]. In this database, out of the 30 labels present in the TUH
corpus, only 13 are retained, and they regard just the different types of seizures [77]. The
patterns that do not correspond to seizures are labeled as background (bckg).

19
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Figure 4.1: Piece of a session of EEG recording for a selected patient. Every line corresponds to a signal recorded
at the electrode specified in the left part of the figure. Blue signals come from EEG recordings. In red are the
signals of non-neural activities.
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We clarify three main points regarding the selection of data from this database. First,
in TUSZ, the signals are already divided into sets designed for training and testing pur-
poses, namely "train" and "dev," respectively. However, we do not respect this split: we
sample patients from both folders. Subjects in one folder are not always present in the
second one, and this does not suit the patient-specific algorithm we aim to design (as will
be clarified in the following section). Second, when recording an EEG signal, a differen-
tial voltage is taken per electrode with respect to a reference to reduce noise. TUSZ offers
per recording three different versions where the reference signal varies. These are called
different channel configurations. In particular, we can choose from: i) Average Refer-
ence (AR), where the average of the recorded signals serves as the reference; ii) Linked
Ears Reference (LE) where a lead adapter linking left and right ear serves as the reference;
and iii) AR_A files which leverage the AR configuration but discard the recordings of the
auricular activity. LE is believed to reduce artifacts and, as a consequence, we exploit
this channel configuration [78]. Last, in TUSZ, patients are distinguished and identi-
fied through a specific number. Moreover, for each patient, different sessions of EEG
recordings can be present. Clinicians have already preprocessed each session: they split
each session into sub-sessions and deleted those that are not relevant ones for seizure
detection. Therefore, the corpus data are the cropped version of EEG sessions and are
available in the European Data Format (EDF). For each session four types of annotations
are present: "tse" files; "tse_bi" files; "lbl" and "lbl_bi". In this work, we leverage only
the first two types of files. These are term-based annotations: they give a high-level view
regarding at which time instant the seizure starts. To clarify, Figure 4.2 illustrates this
concept. In addition, "bi" stands for bipolar annotations, which use only the "seiz" and
"bckg" labels to classify the recording without specifying the type of seizure.

Patient selection happens in two main phases. First, "tse" files are analysed to find all
patients suffering from focal seizure be it: i) non specific (label fnsz); ii) complex (label
CPSZ); or iii) simple (label SPSZ). The ones with less than three seizure events across all
recordings are discarded from this first set of subjects. A list of the seventeen selected
patients with associated number and type of seizures follows in Table 4.2. Five selected
patients suffer from complex seizure while all the others are annotated with non-specific
seizures. We found no simple seizure in the considered version of the database.



4.1. DATA

4

23

(a) (b)

Figure 4.2: Bipolar and non-bipolar term-based annotation (file extension "tse_bi") ,in a) and b) respectively,
for EEG recording session of patient with identifier 258. From the third line on, an event is reported. In partic-
ular per row the first element represents the start of the event; the second position is reserved for the end time;
the third entry regards the type of event and the last number is the probability of that annotation to be correct
for that event. This last quantity is here always set to 1.
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Each session k of EEG data for each selected patient is organized in a matrix Xk ∈
Rn_chk×n_tk with n_chk and n_tk representing the number of channels and time samples
for session k respectively. These sessions are collected in a list structure X .

4.2. METHOD
The problem is cast into a classification task between background event (label 0) and the
ictal one (label 1). Figure 4.3 gives an overview of the implemented pipeline. In Subsec-

PREPROCESSING GRAPH
CONSTRUCTION

DETECTOR

BANDWIDTH
SELECTION

X X train

X test

G pi

F pi

Y

POSTPROCESSING

YPP

Figure 4.3: Pipeline of algorithm.The input data X is first preprocesed and then split into two subsets X tr ai n
and X test . The first set is used to construct a unique graph per patient and to select a bandwidth. With
these two information the detector is built and applied to data in X test . The detector outputs a "0" for every
interval of time classified as background. Conversely, the seizure events are labelled with a 1. These decisions
are grouped in Y . Finally, the output is post-processed and we get Ypp

tion 4.2.2 the input data X is preprocessed and split into a training Xtr ai n and testing
Xtest set. The first set is used to i) construct a unique graph Gpi of the brain organi-
zation under preictal activity (Subsection 4.2.2); and ii) select the bandwidth F of the
most band-limited condition between the ictal and non-ictal one (Subsection 4.2.3). Af-
ter that, Subsection 4.2.4 exploits Gpi and F to build a detector. The detector is applied
to Xtest and returns the labels in y . Then, in Section 4.2.5, y is postprocessed to obtain
ypp . The whole procedure is then repeated using a graph of the ictal activity Gi .

4.2.1. DATA PREPROCESSING

Preprocessing encompasses six phases. First, we implemented a function selecting the
common electrodes per patient. The sensors retained are the ones of the 10/20 config-
uration shown in Figure 4.4 except the auricular sensors A1 and A2. These last two are
the reference electrodes of the chosen configuration and, as a consequence, we do not
analyze them. For patients suffering from TLE also the electrodes T 1 and T 2 are present
and retained. The location of these sensors is on the temporal lobe area slightly above the
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eyes. Second, we upsample all the signals to the same sampling frequency fs = 400H z.

Figure 4.4: Electrodes of the configuration 10/20. These are the electrodes considered in the algorithm, except
A1 and A2.

This value was chosen to resemble the methodology used in the chosen reference pa-
per for the graph construction (Subsection 4.2.2) [7]. Third, a Butterworth band-pass
filter of fourth order was applied between 1 and 50Hz to reduce noise. Fourth, we fur-
ther divide the waves into 1s segments with 50% overlap with each other. Therefore, the
first segment comprises 400 points going from 0s to 1s, while the second segment corre-
sponds to the time instants going from 0.5s to 1.5s. After that, we discard all the preictal
and ictal data that either started with the spurious, square-wave-like activity, reported
in Figure 4.5 or for which one of the two events (background or seizure) lasted less than
10s. For this reason, after preprocessing, the number of ictal events per patient and the
corresponding total background and seizure time might be reduced for some subjects.
The final data are present in Table 4.3.
Last, we split the input data X into subsets Xtr ai n , and Xtest . The split is made in terms
of the number of background followed by seizure events, which we here call a cycle, oc-
curring per patient. To be precise, we count the number of "seiz" entries in the "tse_bi"
files for each patient. Then, we retain 60% of these events for training. We write in Xtr ai n

all the time segments associated with the selected "seiz", together with the time samples
of the "bckg" events happening immediately before. All the other samples are put into
Xtest . Therefore, this last structure contains also data of recordings entirely comprised
by background data. These are used to test the false alarm of the algorithm and cannot
be used to construct the preictal graph. We remark that the temporal length of the two
obtained subsets, namely Xtr ai n and Xtest , is different as the split was done just in terms
of number of events. These steps are summarized in Figure 4.6.
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Figure 4.5: Spurious EEG signals not due to cerebral activity. This characterize the start of some recordings and
might corrupt the result of the algorithm if it is not discarded.

Figure 4.6: Summary of the six preprocessing steps encompassing the proposed algorithm.
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Table 4.3: Data from the seventeen patients that have been selected from the TUSZ corpus after pre-processing.
The number of total ictal events and the temporal length of the non-seizure (background) and seizure events
are also reported per subject.

Patient Number of Type of Time Time
identifier ictal events seizure background seizure

258 8 Focal Non-Specific Seizure 27.53min 18.21min
473 16 FNSZ 13.54min 5.41min
529 4 FNSZ 43.69min 2.81min

1543 4 FNSZ 11.31min 5.76min
2297 8 CPSZ 6.85min 11.74min
2806 18 FNSZ 13.77min 8.78min
3208 3 FNSZ 19.84min 4.68min
3636 14 FNSZ 11.84min 12.27min
3977 5 CPSZ 7.54min 9.35min
4434 8 FNSZ 11.64min 3.55min
4473 6 FNSZ 41.89min 4.46min
5452 6 CPSZ 30.93min 8.79min
5943 9 FNSZ 9.92min 22.68min
6083 11 CPSZ 38.60min 5.41min
6413 5 CPSZ 12.07min 6.43min
6507 4 FNSZ 7.73min 7.12min
7234 8 FNSZ 4.44min 3.43min



4.2. METHOD

4

29

4.2.2. GRAPH CONSTRUCTION

For the graph construction, we apply to Xtr ai n the technique proposed in [7]. This is a
relatively simple method and gives a measure of the reliability of the inferred edges as
explained in the coupling features of Subsection . Each electrode is chosen as a node,
while the edges require a slightly more complex procedure. First, we compute the Pear-
son correlation coefficient for each of the 20 segments before each ictal event for each
pair of electrodes. To be precise, for segment k made of ns = 400 samples, for cycle l and
electrodes i and j we calculate the following value:

pi , j ,k,l ,τ =
(xi ,k,l (t )− x̄i ,k,l (t ))× (x j ,k,l (t −τ)− x̄ j ,k,l (t ))

σi ,k,lσ j ,k,l
(4.1)

Here xi ,k,l (t ) is the segment k of cycle l at electrode i ; x̄i ,k,l (t ) is its mean value; x j ,k,l (t −
τ) is the segment k of cycle l recorded at electrode j and shifted in time of τ samples with
τ ∈ [0;ns ]; x j ,k,l (t )) is the mean value of x j ,k,l (t ); σi ,k,l and σ j ,k,l are the standard devi-
ations of signals xi ,k (t ) and x j ,k (t ) k of cycle l respectively. It follows that, for a subject
for which L cycles comprise Xtr ai n , we retain 20×L×n_s Pearson correlation values for
each pair of electrodes. Once this is done, the maximum absolute value of all the values
corresponding to time shifts smaller or equal to 250ms wmax,i , j is retained.

wmax,i , j = max
τ∈[0;0.250× fs [, k∈[0;20[, l∈[0;L[

pi , j ,k,l ,τ (4.2)

We also calculate the time shift τmax,i , j at which this maximum value occurs:

τmax,i , j = argmax
τ

pi , j ,k,l ,τ; k ∈ [0;20[, l ∈ [0;L[ (4.3)

Then, a connection is designed for node i and node j with a weight wi , j equal to wmax,i , j

when: i) wmax,i , j is higher than a chosen threshold K (parameter that will be studied
later in the Results, Chapter 5) and ii) τmax,i , j corresponds to a time shift smaller tan
150ms. In the opposite case, the two nodes are not connected with each other. The
mathematical formulation follows:

wi , j =
{

wmax,i , j if wmax,i , j > K ∧τmax,i , j < 0.150∗ fs ,

0 otherwise
(4.4)

Last, we also construct the graph of the ictal activity Gi by taking into account the first
10s of each episode of ictal data.
We choose to construct the graphs of the preictal and ictal activities as we need a char-
acteristic pattern of the patient. The background activity is not a suitable choice: first,
we do not know the state of the subjects before the seizure (i.e., drowsiness, full alert),
and these states can vary within the same recording. For instance, a patient could first
be sleeping and then wake up with the occurrence of the seizure. As a consequence, we
cannot build one unique graph of the background activity. Although the preictal and ic-
tal patterns can vary severely for the same subject, they suit the unique graph approach.
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4.2.3. BANDWIDTH SELECTION

For every time segment k of the structure Xtr ai n we consider a matrix Xk ∈ RN×ns with
N number of electrodes for that patient. Row n of the matrix contains xn,k that is the
recording of segment k at electrode n. We project each matrix column on the eigenvec-
tors of the chosen graph, first the preictal and then the ictal one. The obtained vectors
are squared element-wise and summed together. For every segment k going from time
instant t0 to time instant t1 the value obtained will be a vector ẑk ∈RN as follows:

ẑk =
t1∑

t=t0

(U H x(t ))¯2 (4.5)

Here, U is the matrix of eigenvectors of the graph; x(t ) is the vector of samples at time t
at the various electrodes, and the symbol ¯2 represents element-wise square operation.
In this way, ẑk contains the energy of segment k for each graph frequency of the graph.
Then, we stack these column vectors into one matrix Ẑ . We normalize each column by
the maximum of these values as:

ẑk = ẑk

max Ẑ
(4.6)

A second normalization follows as in Equation (4.7). This allows to have each segment
with unitary 1-norm.

ẑk = ẑk

|ẑk |1
(4.7)

The first normalization re-scales the segments to comparable values. We remark that the
elements in Ẑ are all positive, thanks to the square operation in Equation (4.5). Conse-
quently, we do not need to take the absolute value of its maximum when computing the
normalization. The reason behind the second normalization in Equation (4.7) will be
more clear in the next part of this section.

Next, we use the tse annotation files to divide Ẑ into Ẑbckg ∈ RN×Kbckg with Kbckg

number of background segments and Ẑi ct al ∈ RN×Ki ct al with Ki ct al number of ictal seg-
ments. The first matrix contains the columns of Ẑ corresponding to background (non
ictal) events. The remaining columns are stacked in Ẑi ct al . After that, we evaluate the
average spectrum of the background z̄bckg ∈RN as:

z̄bckg = 1

Kbckg

Kbckg∑
k=1

ẑbckg ,k (4.8)

Where ẑbckg ,k is the kth column of Ẑbckg . In the same way we evaluate the average spec-
trum of the ictal condition as in Equation (4.9).

z̄i ct al =
1

Ki ct al

Ki ct al∑
k=1

ẑi ct al ,k (4.9)

Where ẑi ct al ,k is the kth column of Ẑi ct al . After that, we order in a decreasing fashion
the elements in z̄bckg and z̄i ct al and select the first p values of each of the two arrays.

This operation allows us to obtain the p th percentage of the average bandwidth under
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the two conditions. The hyperparameter p is later tuned and studied in Chapter 5. The
algorithm for bandwidth selection produces Fbckg when ẑk = ẑbckg ; Fi ct al when ẑk =
ẑi ct al . For the remaining part of the algorithm we use as bandwidth F which is defined
as in Equation (4.10)

F =


Fbckg if |Fbckg | < |Fi ct al |
Fi ct al if |Fi ct al | < |Fbckg |
; otherwise

(4.10)

If the two bands have the same cardinality the algorithm cannot be applied further.
When this is not the case, if F =Fbckg the background condition is said to be the most
band-limited one. In the opposite case, the ictal condition is said to be the most band-
limited one.
We also consider the reliability of the inferred average spectrum under the two condi-
tions. In particular we compute the variability of these two spectra looking at the stan-
dard deviation per Fourier component as:

σbckg ,k =
Kbckg∑

i=1
(Ẑbckg ,i ,k − z̄bckg ,i )2 (4.11)

σi ct al ,k =
Ki ct al∑

i=1
(Ẑi ct al ,i ,k − z̄i ct al ,i )2 (4.12)

Here, Ẑbckg ,i ,k is the entry at the i th row and kth column of Ẑbckg , while z̄bckg ,i is the i th

entry of z̄bckg . Similarly, Ẑi ct al ,i ,k is the entry at the i th row and kth column of Ẑi ct al ,
while z̄i ct al ,i is the i th entry of z̄i ct al . In this way, we consider each frequency compo-
nent as a random variable and, as a consequence, we compute the standard deviation
over the columns. High values of σbckg ,k and σi ct al ,k imply that the decided bandwidth
F might not be robust.

4.2.4. BLIND GRAPH MATCHED DETECTOR
The detector exploits the preictal graph Gpi and the bandwidth F to classify Xtest using
the hypothesis testing procedure proposed in [79]. The rationale behind this detector
is that there is a set of graph frequencies for which one condition (either background or
seizure) has Fourier components that are negligible. At the same time, this does not hold
for the other condition. Consequently, we develop a test T that checks the spectrum of
the input signal at those specific frequencies and classifies accordingly.
We call the most band-limited condition, between background and ictal, H0 or null hy-
pothesis. We call the other condition H1 or alternative hypothesis. Let us assume that
H0, for the chosen parameters K and p, is the background one. This case is portrayed in
Figure 4.7. In this example |F | = 50.

The rationale behind the detector is to exploit the set of frequencies F̄0 for which the
fourier components under H0 are considered negligible. We call F̄0 the complementary
bandwidth and obtain as:

F̄0 = {l |∀l ∉F ∧ l ∈ diag(Λpi )} (4.13)
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(a) (b)

Figure 4.7: Example of average spectrum under background and ictal condition. In (a) the bandwidth of the
average spectrum of the background comprises the first 50 frequencies. The average ictal spectrum in (b) has
a bandwidth made by the first 150 graph frequencies.

Here, diag(Λpi ) is the diagonal of the matrix of eigenvalues of Lpi . Now, given a new
input segment k X t est (t ) ∈ RN×ns we project it on Gpi as in Equation (4.5) and (4.6). In

this way we obtain ẑk,test . We call zk,test ,F̄0
∈ R|F̄0| the frequency components of ẑk,test

defined on F̄0. We assume that the recorded signal is the sum of true brain activity and
noise n due to the recording process. Then, under H0, ẑk,test ,F̄0

shows negligible com-
ponents. Under the alternative hypothesis, noise is added to brain signal activity ŷF̄0

.
We write:

H0 : ẑk,test ,F̄0
= n̂F̄0

H1 : ẑk,test ,F̄0
= ŷF̄0

+ n̂F̄0

(4.14)

Following the calculation in [79] the detector Tk for segment k is built as:

Tk = ||ẑk,test ,F̄0
||22

H1
≷
H0

γ (4.15)

In our example, Equation (4.15) means that when the energy of ẑk,test ,F̄0
is below a cer-

tain threshold γ, we decide for the background condition. It follows:

yi =
{

0 if Tk < γ

1 otherwise
(4.16)

Here, "0" is the label for background condition, "1" is the label for ictal condition and yi

stands for the i th entry of the output vector y . In the case where the most band-limited
condition is the ictal one,the detector classifies a value of ẑk,test ,F̄0

< γ as ictal. In this
way, the detector provides a classification for every segment and hence second of data.
We then repeat the same procedure using Gi instead of Gpi . We remark that in [79] they
assume that ŷF̄0

of Equation (4.14) is a deterministic quantity, while n̂F0 ,and hence
also ẑk,test ,F0 , has a Gaussian distribution. However, this does not hold in this case.
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In particular, if we consider just Equation (4.5), the null hypothesis of Equation (4.14)
has a distribution of a noncentral Chi-Squared, while H1 is distributed as a central Chi-
Squared. Therefore, the corresponding detector would have a more complicated formu-
lation. The normalizations of Equation (4.6) and Equation (4.7) complicate the distri-
bution of the hypothesis testing. In particular, as we do not know the distribution of
max Ẑ , the optimal detector is very complex. For this reason we use the simpler version
in Equation (4.15).

4.2.5. DATA POSTPROCESSING

The output vector y can still be affected by outliers. For example, we know a priori that a
label 1 surrounded by zeros is most likely the result of misclassification. In fact, that out-
put implies a seizure lasting 1s that is not possible. For this reason, we use techniques of
smoothing filters from digital image processing to process y . In particular, we define the
validity of the output label yk of segment k considering a window of wi n = 20 segments,
centered at k. Then, we count the number of ictal labels in that window. If this number
is greater than posi t i ve = 16, we classify segment k as ictal and ypp,k = 1. Conversely,
we label ypp,k = 0. The chosen value for wi n corresponds to 10s, the minimum duration
of an ictal event for the considered data. Instead, 16 segments correspond to 8s, and it
is a value found in the literature [80]. Therefore, the proposed postprocessing algorithm
needs 8s of seizure data to classify the considered 10s window as a seizure.

4.3. DISCUSSION

In this chapter, we selected seventeen patients with focal Epilepsy from the TUSZ corpus.
This database contains EEG recordings annotated for seizure events. Then, we devel-
oped a patient-specific algorithm for each patient. First, we preprocess data to reduce
noise and split it into two subsets: one for training and one for testing purposes. We
work with segments of 1s where we assume stationarity. The segments of the training
set are first used to construct a graph of the preictal and ictal activity of the patient. In
this graph, we associate a node to each electrode of the EEG recordings while we build
the edges using the Pearson coefficient between pairs of sensors. After that, we inves-
tigate the most band-limited condition on the preictal graph, between the background
(non-ictal) and ictal one. The implemented detector works on the testing segments and
analyzes their Fourier components on the frequencies that do not comprise the decided
bandwidth. If the calculated value is below a certain threshold, we classify the segment
with the label of the most band-limited condition. Then, we repeat the last two steps
using the ictal graph. Two hyperparameters emerge in this chapter: K , a threshold for
edge existence; and p, the percentage of bandwidth considered.
We now make remarks regarding the type of algorithm used, split of the data, the choice
for graph construction, and parameter tuning.

First, many studies attest that an approach to seizure detection and prediction that
is patient specific help reduce the rate of false alarm as it better models the EEG patterns
that are specific to an individual [74, 81, 82]. However, the downside of this approach is
that the algorithm implemented cannot be used in a clinical environment where a new
patient can arrive. In fact, we need to have already some data on the subject to construct
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the graph and select the bandwidth.
Second, the training and testing sets are split not in terms of the number of segments

but the number of seizures present. As a consequence, we do not know a priori which
set is going to have more segments. Furthermore, given the scarcity of ictal data, there
can be an uneven distribution of the data in the two subsets.

Third, we choose the Pearson correlation coefficient as a metric to construct the
graph for its simplicity. Furthermore, the implemented method was proven to give a
measure of reliability over the inferred edges [70]. However, it does not consider the pres-
ence of spurious coupling between electrodes which are a consequence of the recording
system. Future work to implement the algorithm could see a graph implementation us-
ing the imaginary part of the so-called coherency metric. We also remark that it would
have been better to construct a graph of the background activity as it is abundant in the
database in contrast to the ictal condition and, consequently, to the preictal one. Still,
the background activity of the signals under analysis represents different states that are
not annotated and vary both from session to session and within the same session. For
this reason, we cannot construct one unique background graph. On the contrary, we
must rely on an activity that is relatively constant through all the recordings. Hence, our
choice on the preictal and ictal activity.
Furthermore, the constructed detector is not optimal as it assumes probability distribu-
tions that do not precisely match the ones of the considered hypothesis testing. Never-
theless, we use this simpler solution.

Last, we remark that the amount of data present for each patient is, on average, min-
imal. This encompasses two main issues for hyperparameter tuning. First, the problem
requires three different sets:

1. Training set used to build the model

2. Validation set used to fine-tune the model

3. Testing set used to evaluate the model

However, for some subjects, we have less than 7 minutes of recordings. In general, the
amount of data we have at our disposal forces us to work with only two splits, not more.
As a consequence, we stop at the second level of this procedure.



5
RESULTS

This chapter provides the numerical analysis performed on the data . In particular Sec-
tion 5.1 presents the specifics for the evaluation procedure; Section 5.2 the results and Sec-
tion 5.3 reports a discussion on the obtained results.

5.1. EVALUATION SPECIFICS
We study the performance of the algorithm with the Receiver Operating Characteristic
(ROC) curves. These are simple to calculate and have been extensively exploited in de-
tection theory to evaluate the performance of detectors [83]. ROC curves depict the TPR
of a detector as a function of its FPR. The integral of the curve is called Area Under the
Curve (AUC) and is also used to evaluate the proposed detector. In particular an ideal
classifier shows a constant ROC at 1 (AUC = 1); a random classifier has a ROC curve
with equation T PR = F PR (AUC = 0.5); a classifier depicting all ictal segments as back-
ground (opposite polarization) shows a constant ROC at 0 (AUC = 0). The ROC curves
are calculated using the efficient algorithm proposed in [84]. Two more things need to
be specified before looking at the final results.

First, we need to tune K and p. We select a set of possible values for these hyperpa-
rameters and compute the ROC curve for each combination of these values. In particular
we test the algorithm on:

K = [0.7, 0.75, 0.8, 0.85, 0.9] (5.1)

p = [0.7, 0.75, 0.8, 0.85, 0.9, 0.95] (5.2)

The values of K are experimentally chosen in order to have reasonable results: too high
values correspond to a graph with no connection, while a fully connected graph is ob-
tained for low K . a proper cross-validation strategy requires repeating training and test-
ing more times and on different splits of the complete recordings. The average perfor-
mance of the splits would then indicate the reliability of the algorithm. This cannot be
applied here for two reasons: i) we want to observe the inferred graph under preictal and
ictal condition and the average operator on the graph is ambiguous; ii) the ROC curves

35
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evaluated have a number of points equal to the number of samples in the testing set
which changes for different splits. This last point implies that taking the average of the
curves requires specific techniques, like interpolation. However, we choose not to do
this for complexity reasons. Instead, we opted for repeating the split into training and
testing data three times. It follows that for the same patient, we now have three different
simulations (folds) of the performance of the hyperparameters. The data we report here
correspond to the pair of (K , p) giving the highest AUC per fold. Second, we com-
pare the performance of the proposed method with three other algorithms which we call
baselines. In this way we study the relevance of our detector. The first baseline algorithm
does not learn the graph from the recordings but uses a complete graph where each node
is connected to every other node. Instead, the second baseline detector does not select
a subset of frequencies for the bandwidth but look at the whole set frequencies. In this
case we assume test = bckg where test denotes the most band-limited condition. If
the corresponding ROC curves are below the line of T PR = F PR, then test = sei z. The
very last baseline is a single electrode detector computing the square norm two of per
each segment k and electrode i as in:

Ti = ||x̂i ,k ||22
sei z
≷

bckg
γ (5.3)

We perform the calculations using first the preictal and then the ictal graph. Lastly, we
investigate the topology of the inferred preictal and ictal graphs. In particular, we inves-
tigate the degree matrix of the graphs with the best combination of the hyperparameters
for the patient. We expect to find a difference in the density of connections around the
onset of the seizure. We take Table 4.2 as a reference for the localization of the ictal
events.

5.2. NUMERICAL RESULTS
Table 5.1 depicts the amount of data present for each present per fold. In particular, there
sometimes is a strong imbalance between ictal and background data in the training set.
Furthermore, the number of samples in training and testing data can vary from fold to
fold. Next, Table 5.2 and Table 5.3 report the best AUC value per fold when using the
preictal and ictal graph, respectively. We notice that our proposed method gives good
performances (AUC > 0.8) for seven out of the seventeen subjects. In particular, for
some subjects, the use of the preictal graph gives slightly better average results than the
ictal graph (Table 5.4). However, it always has a performance comparable with the single
electrode baseline.
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Table 5.4: Mean AUC between folds, for the ictal and preictal graph. In bold the highest AUC value per row.

Patient Mean AUC Mean AUC
identifier preictal graph ictal graph

258 0.74 0.76
473 0.79 0.73
529 0.95 0.96

1543 0.70 0.78
2297 0.97 0.97
2806 0.72 0.68
3208 0.86 0.78
3636 0.94 0.93
3977 0.96 0.94
4434 0.53 0.76
4473 0.98 0.98
5452 0.70 0.69
5943 0.81 0.83
6083 0.86 0.78
6413 0.71 0.76
6507 0.67 0.76
7234 0.74 0.76

Table 5.5 and ?? report the pair of hyperparameters giving best performance for the dif-
ferent´folds, first on the preictal and then the ictal graph. We not how the best pair of
hyperparameters is not robust per fold. Moreover, there is a great variability also be-
tween patients.

5.3. DISCUSSION
The performance of the proposed method is strongly dependent on the average spec-
trum of the background and ictal conditions. The ROC curves give good performance
when these two spectra are the same, and the standard deviation for each Fourier com-
ponent is low. Although our algorithm outperforms the two graph-based baselines, it
does not perform better than the single electrode. We suspect that integrating knowl-
edge regarding the frequency evolution of the ictal patterns could enhance the perfor-
mance. Moreover, some ROC curves we have not reported here show an S-like shape.
Consequently, the data we are working with are too complex for a classification based
on this feature alone.
Next, to study the performance of the hyperparameters, we have repeated the splits of
training and testing sets three times. Another possible alternative would have been to
use the training data to select K and p to use them for the testing set. However, in both
cases, we cannot properly tune the hyperparameters. The different number of samples
present for fold does not allow us to do that. Our methods allow instead to test how ro-
bust the hyperparameters are for the different folds. Usually, we have more background
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Table 5.5: Hyperparameters giving the best AUC for each fold and patient, when using the preictal graph.

Patient k1 k2 k3
Identifier

K p K p K p
258 0.75 0.8 0.9 0.95 0.9 0.95
473 0.8 0.7 0.8 0.9 0.85 0.8
529 0.85 0.95 0.85 0.8 0.85 0.85
1543 0.7 0.7 0.85 0.7 0.85 0.7
2297 0.85 0.85 0.9 0.9 0.7 0.9
2806 0.85 0.85 0.85 0.95 0.85 0.95
3208 0.85 0.7 0.9 0.95 0.85 0.8
3636 0.7 0.95 0.7 0.9 0.9 0.7
3977 0.8 0.95 0.75 0.75 0.85 0.9
4434 0.85 0.9 0.85 0.8 0.7 0.7
4473 0.75 0.95 0.7 0.95 0.7 0.95
5452 0.9 0.95 0.85 0.95 0.85 0.9
5943 0.8 0.95 0.7 0.8 0.75 0.9
6083 0.7 0.85 0.9 0.8 0.7 0.8
6413 0.9 0.85 0.85 0.85 0.75 0.8
6507 0.8 0.95 0.7 0.95 0.9 0.75
7234 0.9 0.85 0.8 0.75 0.9 0.85

data than ictal one. Consequently, in a database with hours of recordings per patient, we
could discard background data to have a constant number of data per different folds. In
that case, we could adequately cross-validate the algorithm.
Regarding the graph, we could guess the location of the epileptogenic zone by looking
at the nodes of the preictal and ictal graphs with lower degrees. This implies that the
areas involved with the onset have lower autocorrelation values. We are aware that this
methodology is quite naive for three main reasons. First, the localization is not pre-
cise as based on 21 electrodes. Consequently, we can only indicate the hemisphere in-
volved with the onset but not a specific region. Second, the autocorrelation is quite a
simple measure, and it was sometimes difficult to see a definite change in the graph’s
structure. Third, sometimes the onset characteristic could be inferred from the preictal
graph, some other times from the ictal one. This indicates the lack of a proper structure
to follow.





6
CONCLUSION

This chapter concludes the work of this research project. Section 6.1 summarizes the work
done with a focus on the method and results. We address the answer to the posed research
questions in Section 6.2 while Section 6.3 proposes two future works.

6.1. THESIS SUMMARY
In this thesis, we proposed a new framework for focal epilepsy detection. In particular,
the novelty of our algorithm lies in the fusion of a technique for topology inference of
graph [7] and a blind detector using a difference in graph signal bandwidth over the ictal
and background conditions. Chapter 2 and Chapter 3 provided the basic background
of our research and the current methods for epilepsy detection. Then, we explain the
core of the algorithm and the selection of the used data in Chapter 4. Last, in Chapter 5
we compare the performance of the proposed algorithm with other two graph-based
methods and a simple energy detector using just one electrode. The algorithm never
outperforms the single electrode detector, but it still gives good performance in terms of
AUC for seven out of the seventeen studied subjects. Furthermore, we can give a basic
guess of the hemisphere involved in the seizure onset by looking at the inferred ictal and
preictal graphs.

6.2. ANSWER RESEARCH QUESTION
The first research question we posed at the beginning of this work was:

RQ1. Can these alterations in brain connectivity patterns be modeled and then used to
detect an incoming seizure?

We exploit EEG recordings to build two graphs per patient to address this question: one
for the preictal and one for the ictal activity. The proposed framework allows. In partic-
ular, for the only patient with slightly more than 1 hour of data, we obtain a FPR of 0.25
for TPR of 0.5.

43
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RQ2. Can we gain more insights regarding the localization of the seizure onset by the
inferred model?

The inferred graphs show a lower density of edges, and hence, lower degrees, around the
nodes involved with the seizure for most subjects. However, we cannot identify precisely
the epileptogenic zone.

6.3. FUTURE WORKS
To conclude this research, we propose three possible future works that could enhance
the performance of the proposed framework and, at the same time, give better insights
into the epileptogenic zone and into disorder in general.

1. The algorithm could be tested on a graph evaluated with a different metric as co-
herency. As mentioned in Section 3.2 coherency can model better the real connec-
tion of brain areas. This would allow studying whether and how the performance
of our algorithm change using this approach. Furthermore, we could compare the
degree matrices obtained in this way with the ones obtained in this work. In this
way, we might better guess the seizure onset by considering areas with low degrees
in all the graphs.

2. In this work, we did not exploit the temporal frequency components of the ictal
pattern. Therefore, we could extract a second feature from the temporal frequency
domain. Concretely, it would be interesting to work both with the GFT and the
DFT operators. In this way, we could study the temporal frequencies providing
non-negligible graph Fourier components.

3. The algorithm could be extended with a machine learning approach. In particular,
a four-class classification algorithm could be investigated. Here the four classes
would be interictal, preictal, ictal, and postictal.
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PATIENT 258 - FNSZ
Recording 1:
Five seizures considered. At first the patient is awake, then he enters a state of drowsi-
ness. We observe different ictal patterns, each characterized by specific dominant fre-
quency bands. However, all seizures are localized in the right centrotemporal lobe.
Recording 2:
Increasing beta activity (above 13Hz) in left hemisphere. 3 considered seizures, all local-
ized in right hemisphere. Status epilepticus.

Figure A.1 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.
Common observations between folds:

• Preictal graph shows more edges than the ictal one.
• As K increases, we observe less and less connections (in both graphs) in the right

hemisphere with a temporal posterior localization.
• Ictal condition more band-limited but still there is not a clear difference.
• Algorithm does not seem robust. Some curves show an inverse polarity.
• In general, a selection of the frequencies benefits the performance of the algo-

rithm.
• Different graphs give comparable performance. This is the case of the complete,

preictal and ictal graph.

General comments:
The algorithm does not seem robust for this patient. Different combinations of hyper-
parameters give different curves with different polarities on the testing set. Selecting the
frequency and inferring the graph from data seem to benefit the performance of the de-
tection when compared with the first two baselines. In particular, the ictal graph seems
to slightly enhance the performance with respect to the preictal graph. However, the
single channel analysis outperforms the other considered ones. In particular, analysis at
electrode T4 gives AUC above 0.8. This electrode is in the right temporal region.
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(a) (b)

(c) (d)

Figure A.1: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Figure A.2: ROC curve for patient 258 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.75
and p = 0.8; for the ictal graph we used K = 0.75 and p = 0.85.
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PATIENT 473 - FNSZ

Recording 1:
Fourteen seizures considered. Activity from the right hemisphere is low voltage theta,
delta, and muscle activity. From the left hemisphere, the activity is slower delta activity
with an underlying sharp wave or periodic complex, which is maximum in the left cen-
tral parietal region, as well as the posterior temporal region.

Figure A.3 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.3: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• In two out of the three folds, the preictal graph shows more edges than the ictal
one.

• There is not a clear area where the connections are way less compared with other
areas except for in the ictal graph, for K = 0.9. in this case, we observe an area in
the left posterior region with few connections.

• Ictal condition more band-limited but still there is not a clear difference.
• Algorithm does not seem robust and, in many cases, it cannot be applied for this

patient.
• In general, there does not seem to be general pattern between the curves.

General comments:
The algorithm does not seem robust for this patient. In general, a selection of the fre-
quencies does not benefit the performance of the algorithm: the performance of the
proposed method and the one of the detector not selecting frequencies is comparable.
In addition, the complete graph in this case gives significant results too. The same holds
for the ictal graph. Single electrode analysis gives best results for electrodes located at
the right and frontal areas. Performance for this patient is generally good.
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.4: ROC curve for patient 473 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.8
and p = 0.7; for the ictal graph we used K = 0.8 and p = 0.85.
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PATIENT 529 - FNSZ
Recording 1:
Periodic left temporal sharp wave identified with a periodicity of approximately 1 to 3
seconds throughout the record. However, no seizure occurs.
Recording 2:
One seizure from the left temporal region. Left temporal periodic sharp waves. A postic-
tal 5.5 Hz rhythmic discharge identified from the occipital regions, left greater than right.
Recording 3:
Left temporal sharp waves. Three left temporal lobe seizures activity and sharp and focal
slowing.

Figure A.5 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.
Common observations between folds:

• Preictal graph shows more edges than the ictal one.
• Less connections are observed in the posterior area with no clear difference be-

tween left and right hemispheres.
• Ictal condition more band-limited but still there is not a clear difference.
• Algorithm does not seem robust and, in many cases, it cannot be applied for this

patient.

General comments:
The algorithm does not seem robust for this patient. In general, a selection of the fre-
quencies does not benefit the performance of the algorithm. The performance of the
proposed method and the one of the detector not selecting frequencies is comparable.
However, it seems that a complete graph in this case gives not useful information. Hence
the ictal graph (that is less connected) also gives slightly better performances. Single
electrode analysis gives best results for electrodes located at the right and frontal areas.
Still AUC below 0.8. In general, the performance for this patient is not really satisfying. It
might be due to intense pattern of low frequencies.
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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(a) (b)

(c) (d)

Figure A.5: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Figure A.6: ROC curve for patient 529 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.85
and p = 0.95; for the ictal graph we used K = 0.75 and p = 0.95.
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PATIENT 1543 - FNSZ

Recording 1:
Four seizures localized in the left hemisphere, maximum in the temporal region. The
individual is in an unconscious state. Status epilepticus.

Figure A.7 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.7: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:
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• Preictal graph shows less edges than the ictal one in fold 2 and 3. The opposite
holds for folder 1.

• No clear difference between left and right hemispheres.
• Ictal condition more band-limited but still there is not a clear difference.
• Algorithm does not seem robust and, in many cases, it cannot be applied for this

patient.
• For most cases the preictal condition is more bandlimited. However, there is not a

clear difference.
• For most of the cases the algorithm does not work as it cannot be applied.
• In general, there does not seem to be general pattern between the curves.

General comments:
In general, a selection of the frequencies slightly benefits the performance of the algo-
rithm. The complete graph does not give useful information. Furthermore the use of the
ictal graph gives comparable results with the detector built with the preictal graph. The
performance for this patient is not really satisfying.
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.8: ROC curve for patient 1543 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.7
and p = 0.7; for the ictal graph we used K = 0.7 and p = 0.7.
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PATIENT 2297 - CPSZ
Recording 1:
No seizure present. However the EEG has abnormal activity due to focal slowing and fast
activity from right occipitotemporal region; right centrotemporal sharp waves; asymme-
try with faster frequency activity from right.
Recording 2:
Eight seizures from the right but challenging to localize. Muscle movement.

Figure A.9 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.
Common observations between folds:

• Ictal graph shows less edges than the ictal one in fold 1 and 2. The opposite holds
for fold 3.

General comments:
Good performance both from left and right electrodes. The algorithm works very well
for this patient. Maybe because it is distinguishing ictal from abnormal activity.
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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(a) (b)

(c) (d)

Figure A.9: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Figure A.10: ROC curve for patient 2297 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.85 and p = 0.85; for the ictal graph we used K = 0.8 and p = 0.8.
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PATIENT 2806 - FNSZ

Recording 1:
Sixteen seizures with onset in right hemisphere. Involuntary movements left hand and
of head. Marked background suppression from left.
Recording 2:
No seizure. Spike wave complexes that originate from the right hemisphere. Background
has improved and slowing is observed.
Figure A.11 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.11: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• Preictal graph shows less connections than the ictal one.
• Right hemisphere has slightly less connections.
• A lot of curves show behaviour almost random.
• A lot of combination of the two hyperparameter are not suitable for the method.
• Ictal condition slightly more band-limited but still there is not a clear difference

General comments:
In general, a selection of the frequencies slightly benefits the performance of the algo-
rithm. The complete graph does not give useful information. Comparable results in
terms of AUC with respect to the preictal projection For first two folds, best performing
electrode is in left hemisphere (T3). For third record, the electrode with best AUC is lo-
cated on the frontal area of the right hemisphere (F4). The performance for this patient
is not really satisfying. It might be due to suppression of background.
Figure A.12 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.



A

69

Figure A.12: ROC curve for patient 2806 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.85 and p = 0.85; for the ictal graph we used K = 0.7 and p = 0.9.
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PATIENT 3208 - FNSZ
Recording 1:
Four seizures from right hemisphere. The recording demonstrates gradual diminution, a
fading of the epileptiform activity from the right frontal region. The overall background
from the left demonstrates some variability with some portions being much slower than
the right. Then, the epileptiform fades from the right hemisphere, although the intra-
hemispheric asymmetry persists.

Figure A.13 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.
Common observations between folds:

• Preictal graph shows less connections than the ictal one.
• Right hemisphere has slightly less connections.
• Preictal condition slightly more band-limited. The average spectrum shows differ-

ences even though there does not seem to be a true bandlimited condition.
• Some curves show a sort of flat behaviour indicating a strange distribution. Here

having a second feature to use might help.

General comments:
In general, a selection of the frequencies benefits the performance of the algorithm. The
complete graph does not give further information. We notice an inversion of polarity
for the last fold. Ictal has similar results but slightly worse in terms of AUC. For first two
folds, best performing electrode is in right hemisphere (C4). For third record, the elec-
trode with best AUC is located at FZ. Average spectrum shows differences even though
standard deviation is high. ROC curves show strange polarity, in particular for folds 2
and 3.
Figure A.14 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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(a) (b)

(c) (d)

Figure A.13: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Figure A.14: ROC curve for patient 3208 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.8 and p = 0.7; for the ictal graph we used K = 0.75 and p = 0.9.
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PATIENT 3636 - FNSZ
Recording 1:
Eight seizures from right hemisphere. Focal onset right hemispheric seizures in an indi-
vidual who at least initially is conversant during these seizures. They spread also to left
hemisphere. In the end the ictal pattern cease abruptly.

Figure A.15 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.15: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• Ictal graph shows less connections than the preictal one.
• Right hemisphere has slightly less connections.
• Sometimes (for combination of hyperparameters) the ictal condition is more ban-

dlimited, for others the ictal is. This because there is not a clear difference in terms
of bandwidth.

• Sometimes strange shape of curved indicating the need to extract more features.

General comments:
In general, a selection of the frequencies benefits the performance of the algorithm and
so does learning the graph and not using a complete one. Comparable results in terms
of AUC with respect to the preictal projection. Best performing electrode for all folds in
right occipital area. The algorithm seems to perform quite well even with a spread of
areas involved in the seizure.
Figure A.16 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.16: ROC curve for patient 258 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.7
and p = 0.95; for the ictal graph we used K = 0.7 and p = 0.95.
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PATIENT 3977 - CPSZ

Recording 1:
Five seizures. The accurate localization was somewhat challenging and there were some
atypical features such as a high amplitude but positive rather than negative discharge
using the referential montage. In that one of the behaviours is eye deviation to the left,
consideration for right occipital focus.

Figure A.17 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.17: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• Ictal graph shows less connections than the preictal one.
• Occipital area has slightly less connections.
• Ictal slightly more bandlimited. There is not a clear difference in terms of band-

width. However, for second and third fold, background projection however has
little variability.

• Start with strange plateau which is observed also with the ictal graph.
• Not clear pattern between the hyperparameters.

General comments:
In general, a selection of the frequencies benefits the performance of the algorithm and
so does learning the graph and not using a complete one. Ictal has worse average perfor-
mance in terms of AUC. Best performing electrodes are at T6 for first fold, FZ for second
and third fold. This does not match the situation portrayed by the annotation. For last
two folds there is slight plateau like behaviour at start of recording.
Figure A.18 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.



A

78 A. PATIENT ANALYSIS

Figure A.18: ROC curve for patient 3977 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.8 and p = 0.95; for the ictal graph we used K = 0.9 and p = 0.95.
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PATIENT 4434 - FNSZ

Recording 1:
Eight repetitive focal seizures from the left occipital region. Slow activity from right
hemisphere.

Figure A.19 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.19: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:
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• Ictal graph shows less connections than the preictal one.
• Right hemisphere has slightly less connections.
• Sometimes (for combination of hyperparameters) the ictal condition is more ban-

dlimited, for others the ictal is. This because there is not a clear difference in terms
of bandwidth.

• Sometimes strange shape of curved indicating the need to extract more features.
• No clear pattern between the hyperparameters.

General comments:
Ictal graph allows for comparable results in terms of AUC with respect to the preictal
projection. The single channel analysis does not give promising results either.
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.20: ROC curve for patient 4434 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.85 and p = 0.9; for the ictal graph we used K = 0.9 and p = 0.95.
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PATIENT 4473 - FNSZ
Recording 1:
Periodic left temporal sharp wave identified with a periodicity of approximately 1 to 3
seconds throughout the record. However, no seizure occurs.
Recording 2:
One seizure from the left temporal region. Left temporal periodic sharp waves. A postic-
tal 5.5 Hz rhythmic discharge identified from the occipital regions, left greater than right.
Recording 3:
Left temporal sharp waves. Three left temporal lobe seizures activity and sharp and focal
slowing.

Figure A.21 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.
Common observations between folds:

• Preictal graph shows more edges than the ictal one.

General comments:
Figure ?? depicts the ROC curves giving highest AUC values for the first fold of the simu-
lations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.



A

83

(a) (b)

(c) (d)

Figure A.21: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Figure A.22: ROC curve for patient 4473 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.75 and p = 0.95; for the ictal graph we used K = 0.85 and p = 0.85.
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PATIENT 5452 - CPSZ
Recording 1:
One seizure present. Focal slowing from the right. Sharp waves from the left.
Recording 2:
Eight seizures present but they seem to be abating at the end of the record.

Figure A.23 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.23: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• No clear area with less connections. Maybe slightly the posterior one.
• Ictal condition is more bandlimited. However, there is no clear difference in terms

of bandwidth.
• Sometimes strange shape of curved indicating the need to extract more features.
• Not clear pattern between the hyperparameters.
• Curves portrait almost random detector.

General comments:
The algorithm does not work really well for this patient. Comparable results in terms
of AUC with respect to the preictal projection. Best performing electrode for all folds is
T3. The algorithm does not seem to perform quite well but this holds also for the single
electrode analysis.
Figure A.24 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.



A

87

Figure A.24: ROC curve for patient 5452 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.9 and p = 0.95; for the ictal graph we used K = 0.7 and p = 0.95.
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PATIENT 5943 - FNSZ

Recording 1:
Eleven focal seizures from right temporal region superimposed upon a relatively slow
background.

Figure A.25 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.25: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:
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• No clear area with less connections. Maybe frontal right and temporal left.
• Preictal condition is more bandlimited. However, there is no clear difference in

terms of bandwidth.
• Not clear pattern between the hyperparameters.

General comments:
A selection of frequencies benefits the algorithm. The complete graph suits the algo-
rithm. Projection on the ictal graph works slightly better. However, more combination
of hyperparameters do not work. More electrodes give good performances. In particular
T1, T4 and F8 have best performance for fold 1 2 and 3 respectively.
Figure A.26 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.

Figure A.26: ROC curve for patient 5943 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.75 and p = 0.8; for the ictal graph we used K = 0.75 and p = 0.85.
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PATIENT 6083 - CPSZ

Recording 1:
Seventeen seizures are recorded. Occipital epileptiform activity that starts from right but
rapidly spreads.
Recording 2:
No seizures. Slowing activity.

Figure A.27 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.27: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.
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Common observations between folds:

• Ictal graph has slightly more connections.
• No clear area with less connections.
• Ictal condition is more bandlimited. However, there is no clear difference in terms

of bandwidth.
• Sometimes curves with inverse polarity.
• Not clear pattern between the hyperparameters.

General comments:
Ictal projection works slightly worse than preictal one. Best performing is O1 for folds 1
and 3; T6 for fold 2. The algorithm seems to perform best for the proposed algorithm,
using ictal graph.
Figure A.28 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.28: ROC curve for patient 6083 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.7 and p = 0.85; for the ictal graph we used K = 0.7 and p = 0.95.
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PATIENT 6413 - CPSZ
Recording 1:
Six seizures from right central temporal region. Slowing in background.

Figure A.29 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.29: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:

• No clear area with less connections.
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• Ictal condition is more bandlimited. However, there is no clear difference in terms
of bandwidth.

• Sometimes curves with inverse polarity.
• Not clear pattern between the hyperparameters.

General comments:
Ictal projection works slightly better than preictal one. Best performing is PZ for all the
folds. Still, all other electrodes give reasonable performance too. Even though the graph
does not pinpoint the onset of the seizure, the proposed algorithm outperforms all three
baselines for this patient. We remark that the time considered is short.
Figure A.30 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.

Figure A.30: ROC curve for patient 258 with the proposed method, using preictal graph a) and ictal one b). The
curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used K = 0.9
and p = 0.85; for the ictal graph we used K = 0.7 and p = 0.7.
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PATIENT 6507 - FNSZ
Recording 1:
Seven seizures are recorded. Slow pattern from right, seizures starting from left

Figure A.31 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.31: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:

• Ictal condition is more bandlimited. However, there is no clear difference in terms
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of bandwidth.
• Sometimes curves with inverse polarity.
• Not clear pattern between the hyperparameters.

General comments:
The algorithm gives poor performance.
Figure A.32 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.

Figure A.32: ROC curve for patient 6507 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.8 and p = 0.95; for the ictal graph we used K = 0.9 and p = 0.75.
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PATIENT 7234 - FNSZ

Recording 1:
Five seizures are considered. central parietal and posterior temporal regions. Bursts of
epileptiform activity in the right posterior quadrant and periodic sharp waves.

Figure A.33 depicts in a) and c) the inferred preictal and ictal graphs which are associated
with the highest AUC value for fold 1. In b) and d) the figure provide the corresponding
degree matrices.

(a) (b)

(c) (d)

Figure A.33: An illustration of the inferred a) preictal and b) ictal graphs. The structure refers to fold 1 and
hyperparameters providing the highest AUC values. The positions of the nodes resemble their relative position
in Figure 4.4. In addition, the width of the circle surrounding each node is an indication of its degree. In b) and
d) their associated degree matrix.

Common observations between folds:
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• Ictal condition slightly less connections in folds one and three. The opposite holds
for fold 2.

• No clear area with less connections
• For fold 2, ictal condition is more bandlimited. Nice difference in terms of spec-

trum.
• Small variability but this is to be expected as we are working with not many data.
• Not clear pattern between the hyperparameters. - Not so nice curves, tend to be

randomic.

General comments:
Ictal projection works slightly better than preictal one. Single electrode analysis does
not work extremely well (AUC < 0.8) with best sensors P4 for fold 1 and 2; O1 for the third
fold. The proposed algorithm does not seem to give good results.
Figure A.34 depicts the ROC curves giving highest AUC values for the first fold of the sim-
ulations, using the preictal and the ictal graph. Then, Table ?? reports the corresponding
TPR values for FPR=10−3 and FPR=2∗10−3.
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Figure A.34: ROC curve for patient 7234 with the proposed method, using preictal graph a) and ictal one b).
The curves reported here give the highest AUC value for fold 1. In particular for the preictal graph we used
K = 0.9 and p = 0.85; for the ictal graph we used K = 0.85 and p = 0.95.
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