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Abstract

In this contribution, we introduce, in analogy to penalized ambiguity resolution, the concept of penalized misclosure space
partitioning, with the goal of directing the performance of the DIA-estimator towards its application-dependent tolerable risk
objectives. We assign penalty functions to each of the decision regions in misclosure space and use the distribution of the
misclosure vector to determine the optimal partitioning by minimizing the mean penalty. As each minimum mean penalty
partitioning depends on the given penalty functions, different choices can be made, in dependence of the application. For the
DIA-estimator, we introduce a special set of penalty functions that penalize its unwanted outcomes. It is shown how this set
allows one to construct the optimal DIA-estimator, being the estimator that within its class has the largest probability of lying
inside a user specified tolerance region. Further elaboration shows how these penalty functions are driven by the influential
biases of the different hypotheses and how they can be used operationally. Hereby the option is included of extending the
misclosure partitioning with an additional undecided region to accommodate situations when it will be hard to discriminate
between some of the hypotheses or when identification is unconvincing. By extending the analogy with integer ambiguity
resolution to that of integer-equivariant ambiguity resolution, we also introduce the maximum probability estimator within
the similar larger class.

Keywords Detection-Identification-Adaptation (DIA) - Misclosure partitioning - Minimum mean penalty partitioning -
DIA-estimator - DIA-penalty function - Influential bias - Maximum probability estimators

1 Introduction

DIA-estimation captures the overall problem of detection,
identification and adaptation (DIA) as one of estimation (Teu-
nissen 2018). As its structure is similar to that of mixed
integer estimation, one can cast its parameter solution in a
similar form. In case of GNSS mixed integer estimation, the
integer map Z : R" +— Z" defines the ambiguity pull-in
regions as P.czn = {u € R" | z = Z(u)}, resulting in the
integer ambiguity-resolved baseline b = Y e b(z)p-(a),
with a the ambiguity-float estimator, é(z) the conditional
baseline estimator, and p.(.) the indicator function of P;.
Similarly for DIA-estimation, the hypothesis map H : R" +—
[0, 1, ..., k] defines the partitioning of misclosure space as
k) = {t € R" | i = H(#)} and results in the DIA-
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estimator X = Zf:o X, pi(t), with ¢ the misclosure vector,
X; the hypothesis-conditioned BLUE, and p; (.) the indicator
function of P;.

This analogy is extended in this contribution to penalized
ambiguity resolution (Teunissen 2004). By assigning penalty
functions to each of the decision regions in misclosure space,
Piclo....k) C R, the mean penalty of any chosen misclosure
space partitioning can be determined and compared. As a
result, we determine and study the optimal DIA-estimator,
being the estimator that within its class has the highest prob-
ability of lying inside a user defined tolerance region.

Although the presented theory is non-Bayesian through-
out in the parameters, we also show how distributional
information on the biases can be incorporated if available.
The theory is applicable to a wide range of applications, for
example, quality control of geodetic networks (DGCC 1982;
Zaminpardaz and Teunissen 2019; Yang et al. 2021), geo-
physical and structural deformation analysis (Lehmann and
Losler2017; Nowel 2020; Zaminpardaz et al. 2020), different
GNSS applications (Perfetti 2006; Yu et al. 2023), and vari-
ous configurations of integrated navigation systems (Gillis-
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sen and Elema 1996; Teunissen 1989; Salzmann 1991). For
all these different applications, user-derived penalties can
be set to direct the DIA-estimator perform according to its
application-dependent tolerable risk objectives.

This contribution is organized as follows: After a brief
review of DIA-estimation in Sect. 2, we introduce in Sect. 3,
in analogy with penalized ambiguity resolution, the concept
of penalized testing for estimation. As any testing procedure
is unambiguously described by its partitioning of misclosure
space, we show how the mean penalty of such partitionings
can be evaluated, thus giving users the tool to compare dif-
ferent testing procedures using their own assigned penalties.
We also determine the partitioning of misclosure space that
results in the minimum mean penalty. Its operational use
under known and unknown biases is discussed, and it is
shown how the penalties need to be chosen to recover the
misclosure space partitioning of classical multi-hypotheses
datasnooping (Baarda 1968a; Teunissen 2000; Lehmann and
Losler 2016).

In Sect. 4, we focus attention to the consequences of test-
ing decisions, rather than only to the correctness of the
decisions. This is particularly of importance when the goal
is not per se the correct identification of the active hypoth-
esis, but rather being able to direct the performance of the
DIA-estimator towards its application-dependent tolerable
risk objectives. For that purpose, we introduce a special DIA-
penalty function that penalizes unwanted outcomes of the
estimator. We show how this penalty function maximizes the
probability P[x € £2.], thereby enabling the construction of
the optimal DIA-estimator. By extending the analogy with
integer estimation to that of integer-equivariant estimation,
we also introduce and derive the maximum probability esti-
mator in the similar larger class.

Further elaboration of the DIA-penalty functions is con-
ducted in Sect. 5, thereby showing the prominent role played
by the influential biases. Hereby we also present different
operational simplifications of the penalty functions and asso-
ciated minimum mean penalty partitionings. This includes
the option of having an additional undecided region to accom-
modate situations where one lacks confidence in the decision
making. In such cases, one may rather prefer to state that a
solution is unavailable, than providing an actual, but possibly
unreliable, parameter estimate. The theory is illustrated and
supported by several worked out examples. Finally in Sect. 6,
a summary and conclusions are given.

The following notation is used: E(.) and D(.) stand for
the expectation and dispersion operator, respectively, and
Np(u, Q) denotes a p-dimensional, normally distributed
random vector, with mean (expectation) p and variance
matrix (dispersion) Q. We denote a random variable or ran-
dom vector with an underscore. Thus, y is random, while x is
not. If the same symbol is used with and without underscore,
then the latter is a realisation of the former. Thus, X is an out-
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come or realisation of the random x,. The probability of an
event A is denoted as P[.A], a proportional to b as a o b, and
the logical characters for and/or as A/V. For the probability
of H,-hypothesis occurrence, we use the shorthand nota-
tion my, = P[Hy] = P[H = Hy]. The probability density
function (PDF) of a random vector ¢ is denoted as f; (¢). The
noncentral Chi-square distribution with p degrees of freedom
and noncentrality parameter X is denoted as x2(p, A) and its
3-percentage critical value as x 62 (p, 0). R? and Z? denote the
p-dimensional spaces of real- and integer numbers, respec-
tively. RZ , denotes the space of r-vectors having nonnegative
entries and e, is the r-vector of ones. ||x]| |2Q =70 ')
denotes the squared Q-weighted norm of vector x and §; the
Kronecker-delta, with §;, = 1ifi = o and §;, = 0ifi # «.
The identity matrix is denoted as / and the projector that
projects orthogonally, in the metric of O, on the range space
of matrix M as Py = M(MT Q- 'M)""MT Q~!, where
Pﬁ = I — Py. The range space of a matrix M is denoted as
R(M).

2 A brief DIA review

In this section, we give a brief review of DIA-estimation and
its properties.

2.1 Hypotheses, BLUEs and misclosure vector

We start by formulating our null-hypothesis Hg and k alterna-
tive hypotheses H;, i = 1, ..., k. The null-hypothesis, also
referred to as working hypothesis, consists of the model that
one believes to be valid under normal working conditions.
We assume it to read

Ho 2y ~ Niu(Ax, Qyy) ey

with A € R™*" the given design matrix of rank n, x € R”"
the to-be-estimated unknown parameter vector, and Qyy €
R™*™ the given positive-definite variance matrix of y. The
redundancy of Hg is r = m — rank(A) = m — n. h

Although every part of the assumed null-hypothesis can be
wrong, we assume that if a misspecification in g occurred
that it is confined to an underparametrization of the mean
of y. The alternative hypotheses will therefore only differ
from H, in their mean of y. The ith alternative hypothesis is
assumed given as: B

H; 2y N-/\/m(Ax + Cib;, ny) ()

for some unknown vector C;b; € R™\{0}, with [A, C;] €
Rm>(+41) 3 known matrix of full rank n + gi. Through C;b;
one may model, for instance, the presence of one or more
outliers in the data, satellite failures, antenna-height errors,
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cycle-slips in GNSS phase data, neglectance of atmospheric
delays, or any other systematic effect that one failed to take
into account under Hg. We will use the lowercase c;, instead
of C;, when g; = 1, i.e. when b; is a scalar.

For our further considerations, it is useful to first bring (1)
in canonical form. This is achieved by means of the Tienstra-
transformation and its inverse,

T =[ATT,B]T and 77" = [A, BTT] 3)

in which A* = (AT Q7! A)~'AT 9! and BT = (BT Q,,
B)_IBTny are the BLUE-inverses of A and B, respec-
tively, and B is an m X r basis-matrix of the null space of
AT ie. BTA = 0 and rank(B) = r. Application of 7 to y
gives under the null hypothesis (1), B

B I x| [ Qe O
et (o] %0 e

in which X, = A+X € R" is the best linear unbiased
estimator (BLUE) of x under Hop and t = BTy e R’
is the misclosure vector of Hp, having variance matrices
Oz = (AT Qy_ylA)_1 and Q;; = BTnyB, respectively.
As the misclosure vector ¢ is zero-mean under the null-
hypothesis and stochastically independent of %), it contains
all the available information useful for testing the validity of
Ho.

Under the alternative hypothesis (2), 7y becomes dis-
tributed as: a

X, H; I, ATC; X Qi O
et (a1 % e ])

&)

Thus, io and ¢ are still independent, but now have different
means than under Hj. Due to the canonical structure of (5),
it now becomes rather straightforward to infer the BLUESs of
x and b; under H;. As X, and ¢ are independent and the mean
of X, under H; depends on more parameters than only those
of x, the estimator X, will not contribute to the determination
of the BLUE of b;. Hence, it is ¢ that is solely reserved for
the determination of the BLUE of b;, which then on its turn
can be used in the determination of the BLUE of x under H;.
The BLUESs of x and b; under H; are therefore given as

X =X — A+Ciéi
b; = (BTCH*t (6)

inwhich (BT C))* = (¢] BQ;,'BTC;)~'CT BQ;," denotes
the BLUE-inverse of BT C;. The result (6) shows how X is
to be adapted when switching from the BLUE of H) to that
of Hi .

Fig. 1 Misclosure space partitioning R” = Py U P; for the binary
testing of Ho : E(y) = Ax against H; : E(y) = Ax + Ciby

2.2 Testing and misclosure space partitioning

Which of the possible parameter solutions to deliver, xo or
one of the x;’s, is decided through hypothesis testing, and as
mentioned, it is the misclosure vector

Hi .
£ ~ Ny (Cybi, Qur), with C;; = BT C; ™

that forms the input to hypothesis testing. Would one only
have a single alternative hypothesis (k = 1), one would likely
use the uniformly most powerful invariant (UMPI) test statis-
tic (Arnold 1981; Teunissen 2000),

Hi
T, =Pc,tllp, ~ x*@i. ki = ICybilly,) (8)

where PC;,- =Cy (C,{ Q;lc,,.)—lct{ Q;l,toacceptHo when
Ty, < onl(q,-, 0) and otherwise reject Hy in favour of H;.
Such binary decision making can be visualized through a
corresponding binary partitioning of misclosure space. With
the partitioning

Po={t eR" | Ty, =P, llp, < xa(gi,0)}
P =R\Po ©)

one would then choose for Hy if t € Pp and for H; ift € P;,
see Fig. 1. If ¢; = 1, then T}, can be expressed in Baarda’s
w-statistic (Baarda 1968a) as Tj,—1 = wl.z, with

T H—1
¢, Ot

T H—1
V O ¢y

w; =

(10)
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We note that the UMPI test statistic (8) can also be
expressed in the BLUE of b; under H; as Teunissen (2000)

Ty, = b0l ¥ =1kl ) (an
where QlS,« b = (th Q,_th,i)’l. Here we have written the
BLUE of b; as b; () to explicitly show its dependence on the
misclosure vector ¢, cf. (6). Expression (11) shows that the
binary test between Ho and H; can therefore also be inter-
preted as a significance test: choose Hj if the bias-estimate
is considered insignificant, else choose H;.

In the multiple alternative hypotheses case (k > 1),
one cannot generalize the above binary decision making
and expect the UMPI property to remain valid. However,
although for now it is not yet clear how the actual multi-
ple hypotheses decision making should look like, the idea
of partitioning misclosure space for the purpose of such
decision making can easily be generalized from the case
k = 1to k > 1, this in analogy with the pull-in regions
of integer estimation and integer aperture estimation (Teu-
nissen 2003a). Therefore, if we let the multiple hypotheses
testing procedure be captured by the unambiguous mapping
H:R" +— {0,1,...,k}, the regions
Pielo

n={teRi=HO} (12)

form a partitioning of the r-dimensional misclosure space,
ie. Uf.‘:OP,- =R and P; NP; = @ fori # j. Hence, by
specifying (12), one would have automatically and unam-
biguously defined the multiple testing procedure as selecting
H; if t € P;.

Formulation (12) is a very general one and applies in
principle to any unambiguous multiple hypotheses testing
problem. How the mapping H, or its partitioning P;, i =
0,...,k,is defined determines how the actual testing proce-
dure is executed. The following example shows how Baarda’s
datasnooping (Baarda 1968b), being one of the more famil-
iar outlier testing procedures, fits into the above partitioning
framework.

Example 1 (Detection and I-dim identification) Let the design
matrices [A, C;] of the k hypotheses H; (cf. 2) be of order
mx (n+ 1), withi = 1,...,k, denote C; = ¢; and
BT¢; = ¢y, and write Baarda’s test-statistic (Baarda 1968a;
Teunissen 2000) as |w;| = ||Pct,-£||Qn- Then,

Po={teR'|ltllg, <t €R"}

Pizo={t e R"\Py | i =arg max |w;l} (13)
jell, o k)

form a partitioning of misclosure space, provided not two or
more of the vectors ¢;, are parallel. The inference induced by
this partitioning is thus that the null-hypothesis gets accepted

@ Springer

Fig.2 Misclosure space partitioning in R"=2 (cf. Example 1): elliptical
Py for detection, with P;¢(1,2,3) for outlier identification

if in the detection step the overall model test gets accepted,
[ltllg,, < t,whilein case of rejection, the largest value of the
statistics |w;|, j = 1, ..., k, say |w;|, is used for identifying
the ith alternative hypothesis. In the first case, Xg is provided
as the output estimate of x, while in the second case, Xy is
adapted to provide the output as %;, cf. (6). In case k = m and
the ¢; are canonical unit vectors, the above testing reduces to
Baarda’s single-outlier data-snooping, i.e. the procedure in
which the individual observations are screened for possible
outliers (Baarda 1968a; DGCC 1982; Kok 1984).

Figure 2 illustrates the geometry of partitioning (13) for
the case A = [1, 1, 117, Qyy = I3, ¢1 = [1,0,017, ¢z =
[0,1,0]17, and c3 = [0, 0, 117, cf. (1) and (2). With

r _[1-1 0
B _[0 1 -1

the inverse variance matrix of the misclosure vector follows
as

(14)

-1
0! = (BT 0B = [_f _ﬂ =1 [f H (15)

This matrix determines the shape of the elliptical detection
region “t”an = 1T Q;;'t < t2. The fault lines along which
the E(t|H;) = BTc;b; move when b; varies, i = 1,2, 3,
have direction vectors ¢;, = BT¢; =11,0]7, Cry = BT¢y =
[—1,1]7, and ¢;; = BT c3 = [0, —1]7. O
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2.3 The DIA-estimator and its PDF

Once testing has been concluded, one has either accepted the
null-hypothesis Ho and provided X( as the parameter esti-
mate of x, or identified one of the alternative hypotheses,
say H;,i = 1,...,k, and provided %; as the parameter esti-
mate of x. The first happens when ¢ € Py, while the second
when ¢ € P;o. This shows that the whole of the detection,
identification and adaptation (DIA) procedure to come to a
final solution for the unknown parameter vector x, is a com-
bination of estimation and testing, whereby the uncertainty
of both would need to be accommodated for in the quality
description of the final result. The actual estimator that DIA
produces is therefore not X, nor %;, but

Ry if t € P ‘

< _J2o ML 0 _E:A, )

&DIA_{ii lfﬁepz;éo}_ 0)_51171(2) (16)
=

in which p;(¢) denotes the indicator function of P;, (i.e.
pi(t) = 1 fort € P; and p;(¢t) = O elsewhere). The DIA-
estimator (16) represents a class of estimators, with each
member in the class unambiguously defined through its mis-
closure space partitioning. Changing the testing procedure
will change the partitioning and consequently also the DIA-
estimator.

The structure of (16) resembles that of mixed integer
estimation. As mentioned in Teunissen (2018) p.67, this sim-
ilarity can be extended further to mixed integer-equivariant
estimation. This is achieved if one would replace the indicator
functions p; () of (16), with misclosure weighting functions
w;(t) : R" — R, satisfying w;(t) > 0,i = 0,...,k, and
Zf:o w;(t) = 1. As a result, we obtain, in addition to the
DIA-class, a second class of estimators, namely

k
Tyss = ) %0i(1) (17)

i=0

which we will call the weighted solution-separation (WSS)
class. Note, since the indicator functions satisfy the properties
pi(t) = 0,i =0,...,k and Y_, pi(1) = 1, that the DIA-
class is a subset of the WSS-class, just like the integer-class
is a subset of the integer-equivariant class (Teunissen 2003b).

‘We have named estimators from the class (17) *weighted
solution-separation’ estimators, since they can alternatively
be represented as

k
Xwss = X + Z@i — Xgwi(t) (18)
izl

thus showing how Xygg is obtained through a weighted
solution-separation sum adjustment of the Ho-solution X.
Note, as ¢ is independent of X, and the solution separations

X, — X, are functions of the misclosure vector ¢ only (cf. 6),
that the weighted solution-separation sum of (18) is also inde-
pendent of x,. With formulation (18) one should be aware,
however, that the k£ weights w; (¢) sum up to 1 — wp(¢) and
not to 1.

To be able to determine and judge the parameter estimation
quality of (16) and (17), we need their probability density
function. As (16) can be considered a special case of (17),
the use of the subscripts "DIA’ or "WSS’ will only be used in
the following if the need arises. We have the following result
(Teunissen 2018).

Theorem 1 (PDF of Xx) The probability density function of
(17) is given as

Jilx) = /}Rr Ji,(x +£(0) fi(T)dT 19)

where £(t) = Y ¥_| Litw;(t) and L; = ATC;[BTC;]t. W

Proof We first express X in the two independent vectors X,
and 1. With Zf:o w; (1) = 1, substitution of X; = X, — Lt
(cf. 6) into (17) gives ¥ = X, — £(¢). Application of the
PDF transformation rule to the pair X = X, — £(7), t, rec-
ognizing the Jacobian to be 1, gives then for their joint PDF
fri(x, 1) = fioi(x + £(t), t). The marginal (19) follows
then from integrating r out and recognizing that %, and ¢ are
independent. O

The above result shows how the impact of the hypotheses is
felt through the shifting over £(t) of the PDF of X, and thus,
how it can be manipulated, either through the choice of p; (¢),
i.e. the choice of misclosure space partitioning, or through
the choice of the misclosure weighting functions w; (¢). Note
that (19) can be expressed in terms of an expectation as

f0) = E( fi, (e +£0) 20)

thus showing that the PDF equals the average of random
shifts £(z) of the PDF of ;. This expression is useful
when one wants to Monte-Carlo simulate f;(x) or integral-
values of it Robert and Casella (2004). For example, to
compute P[x € 2 C R"] = [p fi(x)ig(x)dx, with
i (x) being the indicator function of 2, we first express
the probability in terms of an expectation, P[x € £2 C
R"] = Vg [en fi(®)uy(x)dx = VoE(fz(x)), with volume
Vo = f_Q dx and PDF u,(x) = % being the uniform
PDF over £2. Then one may use the Monte-Carlo approxi-
mation P[% € 2 C R"] ~ Y2 Y% | f(x;), in which x;,
j =1,...,ky, are the ky samples drawn from the uniform
PDFover £2 C R". This, together with a similar Monte-Carlo

@ Springer
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approximation of (20), gives then

ke ke
_ \%
PLEC 2 CRI~ 53 ) fi 0 +E(0) (21)
X o1 j=1
inwhich#,i = 1,..., k;, are the k; samples drawn from the

PDF f;(¢). Standard Monte-Carlo simulation can be further
improved with importance sampling and other variance-
reduction techniques, see, e.g. Kroese et al. (2011).
Animportant difference between (16) and (17) is the use of
binary weights p; (t) in the DIA-estimator. It is through these
binary weights that the DIA-estimator is unambiguously
linked to hypothesis testing. In fact, the testing procedure
is the defining trait of the DIA-estimator. No such link
exists, however, when the WSS-estimator is based on smooth
misclosure weight functions w; (¢). In that case, a weighted
average of all k + 1 parameter solutions X; is taken, instead
of the single *winner-takes-all’ solution of (16). Although
an explicit testing procedure is absent in case of the WSS-
estimator with smooth weights, the estimator does reveal its
hypothesis-preference through its choice of weighting func-
tions. As the weight w; () can be seen to be a measure of
preference that is given to solution X; for a given 7, it may be
interpreted as the conditional probability P[i = i|z]. For the
binary weight w; (t) = p;(¢), it would then be the 1 — 0 prob-
ability of selecting the BLUE X; given the outcome of the
misclosure vector being ¢. For the conditional and uncon-
ditional expectations of the random weight w;(t) we then
have E(w; (1)|H;) = Pli = i[H;] and E(w; (1)) = P[i = il,
thus showing how the expectation of the weights can be read
as probabilities assigned to the hypotheses. In case of the
DIA-estimator, having the binary weight w; (t) = p;(t), the
expectations specialize to E(p; (t)|H ;) = P[t € P;|H ;] and
E(pi(¢)) = P[t € P;], which are the probabilities with which
the hypotheses are identified by the testing procedure.
In our description of DIA-estimation, we so far assumed that
always one of the estimates x;, i = 0, ..., k, was provided
as output, even, for instance, if it would be hard to discrimi-
nate between some of the hypotheses or when identification
is unconvincing. However, when one lacks confidence in the
decision making, one may rather prefer to state that a solution
is unavailable, than providing an actual, but possible unreli-
able, parameter estimate. To accommodate such situations,
one can generalize the procedure and introduce an additional
undecided region Pr11 C R” in the misclosure space parti-
tioning. This is similar in spirit to the undecided regions of
the theory of integer aperture estimation (Teunissen 2003a).
With the undecided region Py in place, the DIA-estimator
generalizes to

£ ifreP,i=0,...k

1

1= { unavailable if 7 € Priy

(22)
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As parameter estimates are now only provided when 7 €
R"\Pr+1, the evaluation of the DIA-estimator would now
need to be based on its conditional PDF f3;¢p,,, (x), the
expression of which can be found in Teunissen (2018).

In practice one is quite often not interested in the complete
parameter vector x € R", but rather only in certain functions
of it, say 8 = FTx e RP. As its DIA-estimator is then
computed as § = FTx, we need its distribution to evaluate
its performance. In analogy with Theorem 1, the PDF of 6 is
given as fé(é’) = fR, féo(é’ + FTE(‘L'))_fL(‘L’)dT. Although
we will be working with X, instead of €, in the remaining
of this contribution, it should be understood that the results
provided can similarly be given for § = Fx as well.

We also note, although all our results are formulated
in terms of the misclosure vector ¢+ € R’, that they can
be formulated in terms of the least-squares residual vector
&y =y — A&, € R™ as well. This follows, since t = BT &

3 Penalized testing
3.1 Minimum mean penalty testing

The DIA-estimator (16) represents a class of estimators, with
each member in the class unambiguously defined through its
misclosure partitioning. Any change in the partitioning will
change the outcome of testing and thus also the quality of the
testing procedure and its decision making. As, like in (22), the
number of subsets of the partitioning need not be equal to the
number of hypotheses, we put in the following no restriction
on the number of subsets and thus let misclosure space R" be
partitioned in/+1 subsets P;,i = 0, ..., [, thereby assuming
that each subset is unambiguously linked to a decision, i.e.
decision i is made when ¢t € P;. To be able to compare the
quality of different partitionings, we introduce a weighting
scheme that weighs the envisioned risk of a decision i. This is
done by assigning to decision i, a nonnegative risk penalizing
function r;y (¢), with ¢t € P;, for each of the k + 1 hypotheses
Hy, « = 0,..., k. Note that we allow the penalty of the
invoked risk depend on where ¢ is located within P;. Using
the indicator function p; (¢) of P;, we can write the hypothesis
‘Hq-penalty function, for all # € R”, as

1
ro(t) =Y Tig(t)pi(t) (23)

i=0

As the misclosure vector ¢ is random, the function values
ry(t) may now be considered outcomes of a random risk
penalty variable r conditioned on H,. We therefore have the
conditional means

E(xHa) = /11‘@- ra(?) fi(t/Ho)dt
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k
E(zlr) = Zra(t)P[Halt] (24)

a=0
and the unconditional mean

k
E@) = Y E(xlHa)P[Hal = / CE(ln findr (25)

a=0 R

where

o P ol
P[H,|1] = ka(t'H )P[H]
Z/S:O Ji(tHp)P[Hgl

(26)

Would we change the partitioning of R”, i.e. change the val-
ues of ¢ for which decision i is made, then the mean penalty
E(xr) would change as well. Hence, we can now think of a
best possible partitioning, namely one that would minimize
the mean risk penalty.

To minimize E(x) in dependence on the [ + 1 subsets P;,
i =0,...,/, we make use of the following lemma:

Lemma 1 (Optimal constrained partitioning) Let the [ + 1
subsets P; C R", i = 0,...,[, form a partitioning of R",
ie. Uf:O’P,' =R and P N'P; = O fori # j, and let
fi@®) : R" +— R bel + 1 given non-negative functions. If Py
is known, then the Py-constrained subsets that minimize the
sum

I
s=Y" /P fiodt (27)
i=0 !

are given as

Pict,.n={teR\Py |i = argjerﬁinl] fi®) (28)

Proof From writing the sum S as

l
S= / fo(vydr + Z/ fi(t)dr (29)
Po i—1 Pi
and recognizing that the / subsets P;,i = 1, ..., [, now form

a partitioning of R"\ Py, it follows that the second term of
(29) is minimized when each of the subsets P; covers that
part of the domain R"\ Py for which f; attains the smallest
function values. As a result, the [ subsets are to be chosen as
given by (28). O

Note, by assuming the [ subsets P; of (28) to form a
partitioning of R"\ Py, implicit properties are asked of the
functions f;(#). Such partitioning would for instance not be
realized if all functions f;(¢#) would be equal. Also note that

in the unconstrained case, i.e. if Py is also unknown, R\ Py
needstobereplacedby R" in(28)and[1,...,I]by][O0,...,!].
We will have use for both the constrained and unconstrained
cases in the sections following. In fact, expression (28) is
also very useful for the unconstrained case, since it shows,
once the unconstrained minimizer P is found, that the func-
tion fj—o(t) need not be considered anymore in the search
for the remaining unconstrained minimizers P;¢(1,... ;. This
will allow us, as we will see in the sections following, to
provide compact and transparent formulations of the various
misclosure partitionings. Finally note, to maximize the sum
S, the minimization in (28) needs to be replaced by a maxi-
mization. With the minimum and maximum, one can bound
the sum S as Smin < S < Smax-

We now apply Lemma 1 so as to find the misclosure space
testing partitioning that minimizes the mean penalty E(x).

Theorem 2a (Minimum mean penalty testing) The misclo-
sure space partitioning Picjo,....;] C R” that minimizes the
mean penalty

! k
Ew =) /P D i) fi(t[Ha)P[H N (30)
i=0""1 a=0
is given by:

,,,,,

€1y}

where Fo (1) = f;(t|Ha)P[He].

Proof From writing the mean penalty as

k
B0 E Y E(Ho)PIHe]

a=0

k
=D /R v (1) (1 Ho)dIPIH, ]
a=0

1
@Z / £ (Hdt (32)
i—0 Y Pi

with f;(t) = Zi:o Tia(t) fi (t|Ho)P[Hy ], the result follows
when applying Lemma 1. O

Note that the minimizer in (31) is invariant to a scaling of
its objective function with an arbitrary nonnegative function
of ¢. At various places in the following use will be made of
this property. For instance, by using a common scaling, the
values of the penalty functions may all be considered to lie
between 0 and 1. Also note, by normalizing the objective
function of (31) with the marginal PDF of the misclosure
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vector ¢, f; (1) = Zﬁ:o fi(t|Ha)P[H,], and recognizing the
result as E(z;|1) = Zf;:o T jo (t)P[H |11, that the optimal
partitioning (31) can be written as

Pieo,..; ={t € R" |i =arg min E(x;[|t)} (33)
Jelo,...1]

thus showing that each decision i, i.e. each subset P;, is
having the smallest possible conditional mean penalty.

Expressing the minimum mean penalty partitioning in
E(x;|?) is also insightful in case one of the penalty functions
is simply equal to a constant.

Corollary 1 (A constant penalty function) Let decision i =1
has the constant penalty functions r;,(t) = p for « =
0, ..., k. Then, the minimum mean penalty partitioning fol-
lows from (31) as

={treR’ E(x;lt
Pr={teR |p< jodhin_ | Bl )}
Pieo,...-1 ={t e R'\P | i =arg min E(x;|1)}
jel0,ml—1]
(34)
|

As an application, one can think of decision i = [ being
the decision to not identify one of the hypotheses, thereby
declaring the parameter solution unavailable, cf. (22). The
solution would then be declared unavailable when the small-
est misclosure-conditioned mean penalty is still considered
too large, i.e. larger than p.

Finally note that we considered the occurrence of hypothe-
ses as a discrete random variable, with its probabilities of
occurrence given by the function P[H,, ] (a stricter, but longer
notation would have been P[H, = Hy]). Specifying these
probabilities may not be easy and may require extensive
experience on the actual frequencies of their occurrence. In
the absence of such experience however, guidance may be
taken from considerations of symmetry or complexity. For
instance, if there is no reason to believe that one alternative
hypothesis is more likely to occur than another, then with
P[Ho] = mo, the probabilities of the alternative hypotheses
are given as P[Hy] = (1 — mp)/k fora = 1,..., k. Also,
with reference to the principle of parsimony, one could con-
sider describing the probabilities of occurrence as decreasing
functions of the bias-vector dimensions, g, . For instance, in
case of multiple outlier testing, it seems reasonable to attach a
lower probability to the simultaneous occurrence of a higher
number of outliers. As an example, having 7 < 1 — 7 as the
probability of a single-outlier occurrence, one could model
the probability of occurrence of an m-observation, g, -outlier
hypothesis as

P[Hy] o w (1 — )" 9 (35)
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Although the assignment of probabilities P[H,, ] may in gen-
eral not be an easy task, some consolation can perhaps be
taken from the following two considerations. First note, as
the PDF (19) can be computed rigorously for any partition-
ing, that the hypothesis-conditioned quality description of
the corresponding DIA-estimator will not suffer from inac-
curacies in specifying P[H,]. Second we note, as P[H,] in
(31) occurs in a product with r j, (t), that any inaccuracies in
the probability assignment may be interpreted as a variation
in the risk penalty assignment.

We now give four simple examples to illustrate the work-
ings of (31). We often make use of the simpler short-hand
notation 7, = P[H,].

Example 2 (Detection-only) Letk =1 =1,r19 = r11 = p,

E(y) Tt N (Ax, Qyy) and Hy # Ho. Then (31) simplifies
toPy = {t € R" | roo Fo(t)+ro1F1(t) < p(Fo()+F1(1))},
from which follows

Po = {t € R" | E(xylt) < p}
P =R"\Py (36)

In this case the null-hypothesis would only be accepted if its
misclosure-conditioned mean penalty is small enough. This
case is referred to as ’detection-only’ as no identification of
particular alternative hypotheses is asked for Zaminpardaz
and Teunissen (2023). Rejection of the null-hypothesis would
thus automatically lead to an unavailability of a parameter
solution for x. o

Example3 (The k = | = 1 case, with varying penalties)
Without the assumption of the same penalty rjg = ry; for
decision i = 1, (31) simplifies, with rog < r19, to

Po = {t e R" | fi(tIHo) > cfi(t|H1)}
P =R"\Py 37

with ¢ = % 1;%. Note that Py increases in size when
7o gets larger at the expense of 71 = 1 — g and/or when the
relative penalty ratio % gets smaller. This is also what
one would like to happen: for a larger occurrence probability
of the null-hypothesis, a larger acceptance region, with in the
limit no rejection at all when 79 — 1. Similarly, also with a
decreasing relative risk of making the wrong decision i = 0
while H; is true, one would like the acceptance region to

increase in size. O

Example4 (k = | = 2 and Py is given) In this case we
have three hypotheses and three decisions. We assume (r1 —
ri1)m = (r1p — ro)mp. Then, with ¢ = (rzl—ﬂﬁ > 0,
the partitioning for the three hypotheses reads

Py = given
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AHD) filtHa)

— Rr P o L
Pr=tre BRI Gy 70> Fag T
Py = R'\(PyUPy) (38)

This shows that if ry( gets larger, i.e. the penalty of choosing
‘H> while H) is true gets larger, then the region P; gets larger
at the expense of P». |

Example5 (k = 1,1 = 2, with undecided and Py is given) In
this case, we have two hypotheses and three decisions. The
partitioning for the three decisions follows then from (31),
with ro1 > ryy, as

Py = given

Pr={t e R'\Po | fi(t|H1) > cfi(tIHo)}

Py =R'\{PoUP1} (39)
with ¢ = Z10=220 70 and P, the undecided region O

3.2 Creating an operational misclosure partitioning

Partitioning (31) is only operational if the PDFs f; (t|Hy)
would be completely known. In our case, however, we also
have to deal with the bias vectors b, of H,, cf. (5), and
therefore, we only have the PDFs

Ji(tlba, Ha), ba € R (40)

available. We can now discriminate between the following
three cases:

(a)by known
(b)b,, random, with known PDF
(¢)by unknown 41

Case (a): When all the bias vectors are known, also the PDFs
fi(t'Hy) = fi(t|by, Hy) are known and partitioning (31)
can be applied directly.

Case (b): When the bias vectors are considered random
with known PDF f}, (by|Hqy), the marginal PDF f; (¢|Hqy)
can be constructed from the joint PDF f; 5 (1, by|He) =
Filba (t1ba Ha) fi, (bal Ha) as

Ji(tHe) = /Rq Jiibo (118, Ha) fo,,(BIHa)d B (42)

where fip, (t|8, Ho) = fi(t|B, Hq). Using (42), partition-
ing (31) can again be applied directly. For example, if it is
believed that the distributional information on the biases can
be captured by f; (b|Ha) = Ny, (0, Qg), then the marginal
PDF (42) becomes f;(t|Hy) = N;(0, Qi + Ci, QuCl),
thus showing that the prior on the biases results under H,

in a variance-inflation of f; (¢|H,) in the hypothesized fault-
direction R(C;,). Would, alternatively, the PDF of b, be
so peaked that it becomes equal to a Dirac delta-function,
Jb, (BI'Ha) = 8(B — by), with by known, then substitution
into (42) gives

Ji(tHe) = fiib, (t1ba, Ha) = fi(t]ba, Ha) (43)

thus recovering (40), but now with b, known.

Case (c): As the above two cases, bias-known or bias-
random, may generally not be applicable, one will have to
work with an alternative approach to cope with the unknown
bias vectors. We present two such approaches. If f; (1| H) in
(30)isreplaced by f;(t|by, Hy), the mean penalty is obtained
as function of the unknown biases, E(x|b1, ..., by). To cope
with the unknown biases we try to capture the characteris-
tics of the function by using its average E(r) or by using an
estimate IAE(E). The first approach is realized if we replace
fi(tlba, Hy) in E(x|by, ..., by) by its average

FiltlMe) = /G fi(t1B. Ha) 8o (B)dP (44)

in which |Gy| = fGa dp. To determine this average, we
still need to choose the function g, (8). As we generally do
not know more about the biases b, € R than that they
can occur freely around the origin, it seems reasonable to
choose the function g, (B) as a flat function, symmetric about
the origin, and having sufficient domain to include all the
practically sized biases. In the unweighted case, this would
be the function g, (8) = |G| over the domain G.

In the second approach, we use the bias-estimates by to
estimate the mean penalty as E(;) = E(gllsl, e, l;k). This
approach is generally simpler than constructing the average
E(;). Furthermore, as the following Lemma shows, it pro-
vides a strict upper bound on the mean penalty function.

Lemma 2 (Maximum mean penalty): Let the mean penalty
be estimated as E(xr) = E(x|b1,...,by), where b, =
arg max f;(t|8, Hy), 0« =1,..., k. Then

BeRIa ~~

IAE(E) = max

E(xlby, ...
b1eRY1,..., bRk

»br) (45)

Proof The proof follows by noting that the bias-dependent
functions f; (t|by, Hy) occur in a decoupled form in the non-
negative linear combinations of E(x|b1, ..., by). Hence, its
joint bias-maximizer is provided by the bias-maximizers of
the individual functions f;(t|by, He). O

The relevance of this result is that by replacing in the
mean penalty function the unknown bias vectors with their
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estimates by, we automatically obtain a strict upperbound on
the mean penalty, i.e. for none of the possible values that the
bias vectors may take will the mean penalty be larger than this
upperbound. Hence, by working with E(g) instead of E(x),
one is assured of a conservative approach. As this property
may be considered attractive in case of safety-critical appli-
cations, we will work in the following, when the biases are
unknown, with E(;). From using the above Lemma, its best
partitioning is obtained as follows.

Theorem 2b (Minimum mean penalty testing) The misclo-
sure space partitioning Picjo,....;;] C R” that minimizes the
mean penalty upperbound

1 k
B =) /P D ria(®) fi(tlha (1), Ha)P[Holdt  (46)
i=0 i

' a=0

where by (t) = arg ﬁmﬁ)} [ (t|1B8, Hy), is given by
eRe ~

k

(47)

where Ey(t) = fL(”Ba(I)» Ha)PIHe ] L

Note that all the results obtained so far in this section do not
require the misclosure vector to be normally distributed. Also
in the sections following we provide results that generally do
not require such assumption. However, in all the examples
following, we will assume the misclosure vector to be nor-
mally distributed as (7) and therefore that the bias-maximizer
of fi(t|ba, He) is given as I;a = (C,a)+t, cf. (6). The results
of (31) and (47) then specialize to the following.

Theorem 2¢ (Minimum mean penalty testing) Let the PDF
of the misclosure vector be given as

Heo
fi(tlby, Ha) & exp{—%It — Cpball, } (48)

Then, the misclosure space partitionings of (31), for known
bias by, and (47), for estimated bias by (1), specialize to

Pico,.. =
k
oy . ) 1
{reR Ji= argjer[rg){g”Zr,a(r) exp{+3Tu(1)}} (49)
a=0
where
1) 2 2 >
=T, (t) — ||bg(t) — b _ +Inm
o | w0 = lba) = ballp, , +M7g

= T, () +1Inm2
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with Ty, (1) = [1Pc,, 11, = 1Bl . Ty=0() = 0,
and oy = P[H,]. [ |
Proof As||t—Ci,bull, = I1P, 115, +1ba()=ballp,

L2 — 12 b 2
and || PE, 111, = lillf, — 1a()llf, . we have

2 _ 2 I 2
It = Coballp, = lItlG, = 1By, ,

r 2
Hiba () = ballp, (51)
and therefore

Fo(t) = g exp{—3 ||t — Cp,bullp,,)
= exp{—3]lt1[3,, } exp{+3Tu (1))} (52)

which upon substitution into (31) proves the result. O

Note, if v (1) = &7 (1) exp{+1 11be (1) — ba||2Q,; at

with rlgl) (1) and rﬁiﬂ () being the penalty functions of (31)
and (47), respectively, that the bias-known case transforms
into the bias-estimated case, thus showing that the switch
from the bias-known to the bias-estimated case, cf. (50), can
also be interpreted as a use of different penalty functions.
We now give two simple examples to show the workings
of (49).
Example 6 (Detection only): Let k = [ = 1, with H; being
the most relaxed alternative hypothesis, E(r) € R"\{0}.

Then Ty, = = || 2 " from which it follows with (49), and
Taa(t) < Tig(t), i # a, that

Po={t eR| [t]lp, <17}
P =R\P, (53)

2
with 72 = In | ZL=X00®) 70 |” Thig shows how the overall-
ro1 (H)—r11 (1) m1

model test statistic T, —, = ||¢] |2Qn is used in the acceptance
or rejection of Hy. O

Example 7 (Undecided included): Let k = 1,1 = 2 and
assume that Py is a-priori given. Thus we have two hypothe-
ses and three decisions. As alternative hypothesis, we take
Hy : E(®) = Ciby # 0. Then T, = ||Pc1t||2Q” =
||l;(t)||2 _, from which it follows with (49), and r;(t) <
ro1(1), ﬂ{)ll;lt

Pr={t e R\Po | 11610l > °)
Py =R\{PoUP1} (54)

21 () —r11(t) 71
tioning is shown in Fig.3 for g; = 1 and r = 2. Note how

the size of the undecided region P, is driven by rpp and r»;.
If both get larger then P gets larger and P, smaller. U

2
with 72 = In [M @] . The misclosure space parti-
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Fig.3 Misclosure space partitioning in R"=2: 7 for detection, P for
identifying 1, and 7, for unavailability decision of Example 7

3.3 Maximizing the probability of correct decisions

The minimum mean penalty partitioning of misclosure space
simplifies if an additional simplifying structure is given to the
set of penalty functions. This is the case for instance when
| = k and all correct decisions are given the same penalty
and the penalties for incorrect decisions are symmetrized.

Corollary 2a (Symmetric penalties) For symmetric and iden-
tical correct-decision penalties, rio(t) = 14i(t) and
ri;(t) = r@), i,a € [0,...,] = k], the minimum mean
penalty misclosure partitionings of (31) and (49) simplify,
respectively, to

Piefo,...) = {t € R'|Fi(t) > Fj(t) + gij (1), V] # i}

(55
and
iel0,...k] = {t € RTT;i(t) > Tj(t) + hjj(t),Vj # i}
(56)
with
k
gij) = Y Wija®F()

a=0,#i,#]j
. (57)

hij@® =I[l+ Y pija(®) expl+ 3 (Ta@)—T; )}
a=0,7i#]

where u;jq (1) = % rij(t) >r@) fori #j. W
This result shows how the g- and h-functions drive the
difference between the individual partitioning subsets. For
instance, if g;;(z) > 0 and h;;(t) > 0, then P; can expected
to be smaller than P; for when their probability of hypothesis

occurrence is equal. This happens when the penalties of deci-
sion i are larger than those of decision j, riq(t) > rjq(1).
A further simplification is reached when all penalties for
incorrect decisions are taken to be equal, since then the g-
and h-functions of (55) and (56) vanish, g;;(t) = h;;(t) =
0. As an example consider the case that ryy(f) = ry and
riy(t) = 1 for i # «. Then the penalty functions become

rig(t) =1—=308iq(1 —ry), i,0=0,...,k (58)

with §;, = 1 fori = « and §;, = 0 otherwise, from which
the mean penalty follows as

k k
E@ =Y ) ria(PlL € Pi, Hyl
i=0 =0
k
=1-) puPlt € Pu. Hal (59)

a=0

with reward p, = 1 — ry. Minimizing the mean penalty is
now the same as maximizing a reward-weighted probability
sum of correct decisions. This simplification also translates
into the solution of the testing partitioning.

Corollary 2b (Maximum correct decision probability) Let
| = k and the penalty functions be given as (58). Then (31)
and (49) simplify respectively to

Piclo,.k) ={t € R" | i =arg max pyFy(t)} (60)
ael0,....k]

,,,,,

and

Picio,.k) = {t e R'|i =arg max (To (1) +1Inp2)}
a€l0,...,k]
(61)

with pg, = 1 — ry. [ |

Note, since Fy(t) = my fi(t|Hy), that through products
PaTle, ¢ = 0,..., k, credence is given to hypotheses. The
larger p, o gets, the more credence is given to H,,. Although
the reward py, = 1 —r and the hypothesis occurrence prob-
ability m, both come together as a product, and therefore,
as such, can create the same effect on P, it is important to
realize that they have a different origin, i.e. the reward p,, is
user-driven, while the probability , is model-driven. Fur-
thermore, the 7,’s have to sum up to 1, while such is not
required for the p,’s.

To provide a clearer description of the detection and identi-
fication steps in the above testing procedure, we may separate
the conditions for Py and Pi¢(1.,... k). For (61) this gives,

,,,,,

Po={teR| aer[rllax a (Ta(t) + In ,02) < In[pomo]*}

,,,,,

@ Springer



43 Page120f 26

P.J. G. Teunissen

Fig. 4 Misclosure space partitioning in R"=2 for single-outlier data
snooping (cf. Example 9)

Pictt...s = lt € RAPpli =arg max (Tut) + 1007 ))
(©2)

This shows, given the misclosure vector 7, that the detection
step consists of computing the maximum of 7, (¢) + In pozt
over all k alternative hypotheses and checking whether this
is smaller than the constant In[pg7ro]?. If it is, then the null-
hypothesis is accepted. If not, then the maximum determines
which of the alternative hypotheses is identified as the reason
for the rejection of the null-hypothesis.

In the following examples, we illustrate how the above
determined testing partitioning compares or specializes to
some of the testing procedures used in practice.

Example 8 (Bias known vs. bias unknown) In this example,
we illustrate the role the bias plays in the transition from (60)
to (61). From the decomposition

It = Ciballl, = 1P¢, 1l +11ba(®) = ballg, . (63)

it follows, with F, () = myfi(t[He) o exp{—%llt —
C,abo,lli)”, that the objective function py F,(t) of (60) is
driven by two different measures of inconsistency: the incon-
sistency of ¢ with the range space of C,, as measured by
||PCLtat||2Qn and the difference between the estimated and

known bias, as measured by ||l;a (1) — by |2QA . This second
by b

o Do
discrepancy measure disappears in case of (61), as then the
unknown bias is replaced by its estimate, thus giving

e = Cibally, = 11PE tlp, =1tllg, — Ty, (64)
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and therefore (61). Note, as alternative to the conservative
approach (cf. Lemma?2), that one may also consider using
the approximation ||t — C, by || o ||Pét t||2Q” + g, since

Ellby — ballp, . [Ha) = ga. o

Example 9 (Datasnooping with Py known) In this example,
we consider the detection subset Py to be given and equal to
the acceptance region of the overall model test,

Po={t R ||lt|lp, <77} (65)
Furthermore, we consider the case that the C-matrices of
all alternative hypotheses are one-dimensional, i.e. g, = 1,
Cy = ¢y for @ = 1,..., k. This is the case, for instance,
when only single blunders in the k = m observations are
considered. As there are no differences in the complexities
of the k alternative hypotheses and no reason for assuming
certain alternative hypotheses to be more likely than others,

the choice 7, = constant, @« = 1, ..., k, seems a reasonable
one. Additionally, we assume that no penalties are assigned
to correct decisions, i.e. vy, =0, = 1,...,k. Then, T, =

Ty, + constant, which, together with T;,, = wg, gives for
(61),

(66)

.....

This is the partitioning corresponding to Baarda’s standard
datasnooping procedure (Baarda 1968b) in case k = m and
the ¢, are equal to the canonical unit vectors.

The above partitioning, cf. (65) and (66), is shown in Fig. 4
for the same B-matrix and same Q;,-matrix as used in Exam-
ple 1. In this case, however, k = 4 with ¢; = [I1,0, 017,
c2=10,1,01",¢3 =[0,0, 11" and ¢4 = [1, 2, 3] Further-
more, so as to view misclosure space in the standard metric,
the misclosure vector was transformed with

e “
—J/6/6 ++/6/6

such that the transformed misclosure vector 7 = Rt has iden-
tity variance matrix, Q7 = I». The detection-region Py
shows therefore as a circle instead of an ellipse, cf. Fig.2.
The cj-vectors are then given as ¢; = RBT¢;,i=1,2,3,4.
O

Example 10 (Datasnooping with Py unknown) In this exam-
ple, the same settings are used as in the previous example,

except that now the detection subset Py is assumed unknown.

Using g = (1 —m0),a = 1,..., k,and || P, 1][3, = w2,

Py follows from the first expression of (61) as

Po={t eR"| i

max w

< aj}
aell,....k]

(68)
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Fig. 5 Misclosure space partitioning in R"=2 for single-outlier data
snooping, showing the detection region Py as a polygon (cf. Exam-
ple 10)

ko

2
l_n()) . The k corresponding subsets P; are

with @ = In (
given by (66).
Expression (68) shows that Py is determined as the inter-

section of k pairs of (k — 1)-dimensional hyperplanes, having

the direction vectors ¢;,, o = 1, ..., k, as their normals. The
distance of the origin to these hyperplanes is governed by
the constants In (1"_—”%)) ,oa = 1,..., k. These distances,

and thereby the volume of Py, get larger when k and/or g
increases. Hence, the acceptance region Py increases in size
when the probability of Hp-occurrence increases and/or the
number of alternative hypotheses increases.

The above partitioning is shown in Fig.5 for the same
model and hypotheses as used in Example 9. Compare this
geometry with that of Fig. 4. O

3.4 Including an undecided region Py 4

We now extend Corollary 2b so as to also include an unde-
cided region.

Corollary 2c (Maximum correct decision probability) Let
| = k + 1, the penalty functions be given as (58) and the
undecided penalties as Y41, (t) = g, « =0, ..., k. Then
(31) and (49) simplify, respectively, to

Piepo,..k] = {t € R'\Pry1 | i =arg max pq Fy (1)}
w€l0,...k]

Prer1={t e R" | max pgFy(t) < G(1)} (69)
el .. k]

,,,,,

and

Pieto..1 = {t € R\Pestli =arg_max (Ta(0) +1np))
a€el0,...,k]

— r 2
Py ={teR" | pamax, (Ta(t) +1npa) < H()}
(70)

where po = 1 = ra, fta = 1 — tta, G(1) = Y h_ Jta Fa(t)
and H(t) = In[Y% _ jtq expl+3 Tu (D)1 ]

Note, when the detection region Py would be a-priori
given, that (69) would change to

Pient,..kp = {t € R'\{Po U Pry1} |
i = argael[qax q Po Fo (1)} 1)

.....

Pry1

.....

with a similar change to (70). Also note, when comparing
Corollary 2¢ with Corollary 2b, that the defining conditions
for Pielo,....x) look the same, cf. (60) vs (69), but are actu-
ally not the same, since they apply, in case of Corollary 2c,
to the restricted space R"\ Py, i.e. misclosure space with
the undecided region excluded. The characteristics of the
undecided region Py C R’ are driven by the undecided

penalties u, one assigns to the hypotheses Hy, o =0, ..., k.
One can expect Pi4 to be empty if one assigns the maxi-
mum penalty to all. And indeed, if u, = 1fora =0, ...k,

then the inequality in (69) will never be satisfied, imply-
ing Pr+1 = . Similarly, if no penalty at all is put on an
undecided decision and thus uy, = O for @ = O,...,k,
then the inequality of (69) is trivially fulfilled, implying that
Pr+1 = R". Hence, in this case no other decision than an
undecided decision will be made.

If all the undecided penalties are equal, u, = u, and all the
rewards equal one, p, = 1, « = 0, ..., k, then division by
@) = Z{;:o 7o f1 (t|Hy) of both sides of (69)’s inequality,
gives for the undecided region the inequality

max P[Hyltl <1 —u (72)
a€l0,....k]

.....

As the probability P[Hy|?] for t € P, tends to decrease
towards the boundaries of P,, one can expect the undecided
region to be located at the boundaries of these regions and
therefore indeed provide an undecided decision if identifia-
bility between two hypotheses becomes problematic.

Example 11 (Twwo hypotheses and three decisions) As an

application of Corollary2c, let k = 1,/ = 2, and assume

e = p for @ = 0, 1. The two hypotheses considered
H H

are 1 ~ N-(0, Q) and ¢ ~ N:(Cy by, Q11). For the

three decisions, we need to determine the partitioning R” =
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Po U P; UP,. For Py and P;, we obtain from (70),

Py = {t e R'\\P | Ty(t) + In pj > Ti(t) + In p?}
P =R\{PyUP,}

which can be rewritten as

2
!730 = {t e R\P2 | || Pc, 1ll, <In [ﬁ(l)_z?] } (73)
P1 = R'\(Py U P2

We now determine the undecided region P,. According to
(70), P, is defined by the two inequalities

{ To(t) +1npj < In[p CXP{%TO(I)} + exp{y T (D)
Ti(t) +1n p} < In[pexpl{yTo()) + pwexply T1 (D)

which can be rewritten as
lPc, 1115, > LB and ||Pc, ]|, < UB (74)

with the bounds given as

2 2
_ L1—pt/po pomo _ K/po_ poTo
LB=In|!Zpmmm |7 UB = in | s mm ] (75)
It follows from (74) that P, is empty if LB > UB, in which
case Py and P; follow from (73) as

Po={t R |||Pc, t]2 <1n[M]2}
0= Cytllg, P17 (76)
PI=R\P

Since LB > UBif u < (% + pl—])_l, it follows that Py is
empty if p is small enough.

The undecided region P, is nonempty if LB < UB. As
both inequalities of (74) need then to be satisfied, its com-
plement R"\P; requires that only one of the following two
inequalities need to be satisfied,

1P, 1115, <LB or [|Pc,t|[p, > UB (77)

2 2
Since LB < In [%] and UB > In [%] if LB < UB,
it follows from (73) and (77) that in case P, is nonempty, the

three subsets are given as
Po={t € R | ||Pc, 1|y, <LB}
P1={t eR" | ||Pc,1llp, > UB} (78)
Py ={t € R"| LB < ||Pc, [}, < UB}

An illustration of this misclosure partitioning is given in

Fig. 6. Compare this with the partitioning of Example 7 and
Fig.3. O
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Fig.6 Misclosure space partitioning of Example 11: Py for detection,
P for identifying H;, and P, for unavailability decision

Example 12 (Datasnooping with Py given and undecided
included) Consider the null- and alternative hypotheses
v " Nou(Ax, 0y) and y % Niy(Ax + by, Qyy), with
Ty = I_k”‘), o =1,..., k, and assume the penalty functions
(58) with r, = 1 — p, together with the undecided penal-
ties uy = 1 — . As the a-priori chosen detection region we
take the acceptance region of the overall model test. Then the
misclosure space partitioning follows from Corollary 2c, cf.
(71), as

Po ={r e R [|t]]3, <%}

_ r 2
Pk-i—l ={teR \P0| aeI[Ill,é.)ik] wa(t) < h()} (79)
Picit,.) = (1 €RN\PoUPesr}li = arg | max w2 (1)}

.....

where

h(t) = In[% exp{za} + £ 34_; exp{3 w2 ()}
R (80)
a = ln[ o ]

1—mo

Compare this partitioning with that of Example 9. Would the
undecided region Px1 be empty, then the above partition-
ing reduces back to that of Example9, cf. (65) and (66).
The undecided region is empty, Py = @, if the undecided
reward is zero, @ = 1 —u = 0. The Py 1-defining inequality
can then never be satisfied. Also note that A (¢) gets larger if
the undecided reward u = 1 — u gets larger, which then,
as expected, also increases the size of the undecided region
Prt1.

With the above partitioning, the testing would proceed
as follows. First one would execute the detection-step by



On the optimality of DIA-estimators: theory and applications

Page150f26 43

Fig. 7 Misclosure space partitioning in R"=2 for single-outlier data
snooping, with an undecided region Ps included (cf. Example 12)

checking whether or not t € Py. If so, then Hy would be
accepted. If not, then one would proceed to check whether or
not t € Piy1. This is done by computing the largest wg[ ®),
a=1,...,k,say wl.2(t), and checking whether it is less than
h(t). If not, then H; is the identified hypothesis. If so, then
t € Px41 and the decision is made that no parameter solution
can be provided.

Note that the ith alternative hypothesis is identified if
w?(t) = w2(t), Ve, while w?(t) > h(t) and w?(t) >
% — ||Pctt||2Qn. The latter two conditions ensure that such
identification only happens if the in absolute value largest
w-statistic is also sufficiently large.

The above partitioning is shown in Fig.7 for the same
model and hypotheses as used in Example 9. Compare this
geometry with that of Fig.5 and note how the undecided
region Ps separates the regions P;¢|,... 4] when the biases are
large enough to be detected, but yet too small to be identified.

O

Example 13 (Datasnooping with Py given and alternative
undecided region included) This example is to illustrate
that the liberal definition of penalty functions in Sect.3.1
allows one to interpret existing testing procedures in terms
of assigned penalties. In Teunissen (2018), p.66, the follow-
ing partitioning was considered,

Po = {r e R'|lt|[5,, < T)
P ={r e R"\Po| lIt]|5 — max wi() > 72
e+l { \Pol litllg, = max wy(®) > %2

yeees

Pielt,.. k] = {t € RN\{PoUPrp1}li =arg max w3 (1)}
aell,....k]
(81)

Fig. 8 Misclosure space partitioning in R” =2 for single-outlier data
snooping, with an alternative undecided region Ps included (cf. Exam-
ple13)

Its geometry is shown in Fig.8 for the same model and
hypotheses as used in Example 9. The idea behind this cho-
sen undecided region Py is that the sample of ¢ should lie
close enough to a fault line ¢; b, for that hypothesis to be
identifiable.

We can now use the results of Corollary 2c, cf. (70), to
show the penalties that result in partitioning (81). If we
assume p, = 0 and take the undecided rewards as

Ha(® = ——expl+} (I1PE, I}, —n2 — 7))

1
k41

(82)
it follows with || P& ]I, = |I1]15, — Ta(t) + In7g, from
(70) that

.....

which indeed reduces to that of (81)if g, = 1, 71y = (1 —
7o) /k and 72 =172_1n 1_kﬂ Hence, to obtain the linearly
structured undecided region of (81), its k41 reward functions
need to be chosen as exponentially increasing functions of
the squared-distances || PcJ,; t] |%2” to the respective fault lines.

O

Example 14 (Datasnooping with undecided included) The
same assumptions are made as in Example 12, with (80),
except that now Py is not assumed to be a-priori given. Then,
the misclosure space partitioning of R" follows from Corol-
lary2c as

Piyr = {t € R"| max wl(t) <h(t) Aa < h(t))
aell,... k]

yeees
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.....

.....

.....

(84)

Note that this partitioning reduces to that of Example 10 in
case the undecided region Px1 would be empty. This hap-
pens when the undecided reward is equal to zero, 4 = 1—u =
0.

With the above ordering of the partitioning, one would
first check whether a parameter solution would be avail-
able by checking whether or not + € Piy;. Only when
t ¢ Pr+1 would one then check on the acceptability of the
null-hypothesis Hy. As in the majority of our applications the
occurrence-probability of the null-hypothesis, P[Ho] = mg,
will be high, as well as the probability of its correct accep-
tance, P[r € Py|Hp], it is more advantageous to seek an
ordering in the partitioning that starts with Py rather than
with Py41. This can be achieved by noting that the comple-
ments of P41 and Py are given as:

.....

.....

Combining this result with that of (84) allows us to write the
partitioning in the following order:

.....

.....

.....
,,,,,

(86)

With this ordering, we can now also compare the partitioning
directly with that of Example 12, cf. (79), thus clearly show-
ing how they differ in their definition of the detection region
Po.

The above partitioning is shown in Fig.9 for the same
model and hypotheses as used in Example9. O

4 Maximum probability estimators

In the previous section, we have shown how the choice of
penalty functions leads to corresponding minimum mean
penalty partitionings of misclosure space. One such choice
leads to a partitioning maximizing the probability of correct
decisions. Although this property is attractive indeed from
the perspective of testing, it may not be sufficient from the
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Fig. 9 Misclosure space partitioning in R"=2 for single-outlier data
snooping, with an undecided region Ps included (cf. Example 14)

viewpoint of estimation. Afterall, having a maximized proba-
bility of correct hypothesis identification does not necessarily
imply good performance of the DIA-estimator. The first is
driven by the misclosure vector ¢, while the second is also
driven by the x;’s. Thus instead of focussing on correct deci-
sions, one would be better off focussing on the consequences
of the decisions made. In this section we will therefore intro-
duce penalty functions that penalize unwanted outcomes of
the DIA-estimator. As a result two new estimators with cor-
responding misclosure space partitionings are identified and
derived. They are the optimal DIA-estimator and the optimal
WSS-estimator.

4.1 The optimal DIA-estimator

To determine an appropriate penalty function for the DIA-
estimator X, we should think of one that penalizes its
unwanted outcomes when a decision i is made under hypoth-
esis He. As decision i corresponds with an outcome of X,
and since such outcome is unwanted when it lies in the com-
plement of the tolerance or safety region, £2¢ = R"\£2,, we
would like the probability of such outcomes happening under
‘H,, to be small. We therefore introduce this probability, for
a given misclosure vector ¢, as our penalty function. Then,
if the probability of such an unwanted outcome is large, the
penalty will be large as well.

Definition (DIA-penalty function): The penalizing function
of the DIA-estimator X, = Zf:o X, pi () is defined as:

Tio(t) =P[R, € 2° | 1, Hyl fori,a €[0,....k] (87
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We will now show how this penalty function can be used to
find the optimal DIA-estimator, i.e. the DIA-estimator that
within its class has the largest probability of lying inside its
safety region, P[xp;5 € £21], orequivalently, has the smallest
integrity risk, P[Xp;5 € $2¢]. We have the following result.

Theorem 3 (Optimal DIA-estimator) Let 751’5[0 ,,,,,
denote the misclosure space partitioning that of all such
partitionings maximizes the DIA-estimator’s probability
Plxpia € $2x1. Then,

Piclo,...k) :=arg _max P[Xpa € £2,] (88)
Picpo,....k1

where

7316[0 ..... k] =

k
t e R"|i=arg min o) fi (t|/He)P[Heg
(teR| gje[o’__qk]gr, (1) (1Mo PL M1}

(89)

]

Proof We first proof that the mean penalty (30) becomes
identical to the integrity risk if the penalty functions are cho-
sen as (87),

E(x) = Plipy € 271 if ria(t) = Tia(t) (90)

We have

k k
E@ = ;)f'pi ;)rm(t)fg(tlHa)P[Ha]dt

k

k
@ 2 fp, 3 Pl € 25 |1 HalPUHalr) (0
i= a=

k

QS fp PIE; € 20| 110
i=0

R k
D Y [ PIE € 20| 1pi () fi ()
=0
@ & , .
- _Zoer PlXpia € $2¢ | t1pi () f,(1)dt

© [ PlEpis € 26 | 11, (0t

f) r=
- Plxpia € £2¢]

Step (a) follows from substituting r;, = Tj4, cf. (87),
and recognizing that f; (t|Hy)P[He] = P[Hlt]f:(2). Step
(b) follows from recognizing that P[X; € £2¢ | t] =
S K _oPIE; € ¢ | 1, HylP[Hylt]. Step (c) introduces the
indicator function p;(t) of P;. Step (d) recognizes, since
Xpia = Zi‘: | X; pi (1), the conditional probability equality
P[x; € £2¢ | t] = Plxpa € $2¢ | t] for t € P;. Step (e)
follows from using Zle pi(t) = 1 and step (f) from the
continuous version of the total probability rule.

Having established (90), the result (88) follows from
applying Theorem 2a, cf. (31). O

In analogy with (33), also the partitioning (89) can be
given an insightful probabilistic interpretation. As P[X; €
QU (1) = Y5 PIE; € 281t Hal £t Ho)PIH, ], we
have

Picpo...k) = {t € R'|i =arg min P[E; € 2|e]} (91)
jelo,....k]

thus showing that each of the defining regions P; of the opti-
mal DIA-estimator is characterized by having the smallest
misclosure-conditioned integrity risk.

If we also include a no-identification or undecided region
for which the DIA-estimator is said to be unavailable, cf.
(22), then we have, for the case of a constant unavailability
penalty T (x+1)« (#) = u, in analogy with Corollary 1, cf. (34),
the following optimal partitioning.

Corollary 3 (Unavailability included) Let the DIA-penalty
function (87) be extended with the unavailability penalty
Tk+1)a(t) = u. Then the minimum mean penalty partition-
ing follows from (31) as

.....

Picto...) = {t € R\Phrr | i = arg_min, PIE; € 2;11])

92)

]

Hence, a no-identification or unavailability decision is made
when the smallest misclosure-conditioned integrity risk is
still considered too large.

4.2 DIA-penalty function and the choice for Q,

The DIA-penalty function r;4 (¢) is defined in (87) as a condi-
tional probability of X; € §2¢ under the alternative hypothesis
He. The following Lemma shows how this probability can
be computed directly from the distribution of X, under Hp.

Lemma 3 (DIA-penalty function): The required probability
for the DIA-penalty function (87) can be computed under Hy
for a general x-centred region 2, C R" as

Tia(t) =Pliy € 27, 40y Hol

N (93)
Axiq(t) = AT[Cibi(t) — Cobq]
and specifically for the ellipsoidal region
2e=eR"||v-xllp, . <7’} (94)
XO/\O
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as

Fig(t) = 1 =PI} 2(n, hig (1) < 7°]

g 95

hia(t) = IATICib; (1) = Cabilll, ©)
XOXO
O

Proof We first prove (93). We have
fiot(t) = P[ii € -Q;f | z, Ha] =
@ 5ra ~
D Pz, — ATCibi(t) € 2° | 1, Hy
B oo " o (96)

= Pliy — ATCibi (1) € 28| Hyl
D P[#, + AH[Cuby — Cibi (1)] € 2¢ | Ho]

from which (93) follows. Step (a) follows from substituting

X =%)—ATC éi (t) and recognizing that the conditioning
on  makes 51’ (t) nonrandom. Step (b) follows by recognizing
that ¢ is independent of X, cf. (4), and for step (c) we made
use of the relation X,|Hy = £o|Ho + AT Coby.

For the special ellipsoidal case, we have r;q () U

PLEg € Luran, Mol = 1 = PllIfg —x — Axialih, . <

72| Ho], from which, with Xo o Na(x, Qz0z,)- (95) follows.
O

Note that the evaluation of the DIA-penalty function requires
knowledge of the biases. Although there are important appli-
cations for which such biases are known (e.g. when the biases
form a set of a-priori known corrections), the case for which
they are unknown is treated further in Sect. 5.

One may wonder whether the above penalty computation
would become simpler if instead of using (87), the mean of
Ty () would be used, thereby eliminating its dependence
on ¢. However, since E(Z;q (t)|Hy) = P[x; € $25|H] and
X; has a variance matrix different from Qj 3/, already the
evaluation with the ellipsoid (94) would fail to reduce to
straightforward Chi-square distributions, but instead would
require the usage of more complicated distributions of gen-
eral quadratic forms in normal random variables (Mathai and
Provost 1992).

Lemma3 shows how the penalty function r;y(f) can be
computed for any arbitrary safety region £2,, as well as for
the special case when this region is ellipsoidal and defined
through the variance matrix of X, cf. (94). With this latter
choice the computations simplify to evaluations of noncen-
tral Chi-square distributions. Although the choice of £2, is
user-driven and may vary from application to application, the
ellipsoidal choice (94) is relevant for applications in which
one wants to judge the DIA-performance relative to the pre-
cision of X |Ho = %, for instance, when the working
hypothesis H has been specifically designed to meet certain
precision requirements on %,.
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Note that the penalty function (95) is an increasing func-
tionin Ao (1) = || Ax;e(2)] |2Q; . »1.e. the penalties get larger
as the noncentrality parameter0 goets larger. With reference to
Anderson’s theorem (Anderson 1955), this property remains
true in general for the penalty function of (93), provided the
£2,’s are chosen as convex sets symmetric about x. Depend-
ing on the decision made and on which hypothesis is valid,
the noncentrality parameter can be further discriminated as:

IAT Cabollpy, . i =0,a #0
n X0*0
hig(1) = ||A+Cibi(t)||2Q£O£0,i #0,a=0 97)
IAT[Caba — Cibi (DI, i # 0.0 #0

This shows how the noncentrality parameter, and thus its
corresponding penalty, is driven by the actual and estimated
biases. When the null-hypothesis H;— is accepted and thus
X;_o is selected, it are the actual bias vectors by of the
hypotheses that drive the penalty ro,(#). However, when
the null-hypothesis Hq—o is true, it are the estimated bias
vectors b; (1) that drive the penalty T;o when %; is selected.
And in case Hj is neither selected nor true (i # 0, o # 0),
the difference of the actual and estimated biases drives the
penalty.

Note that the probability of the Chi-square distribution in
(95) is amonotonous decreasing function in the noncentrality
parameter A;y(t). Hence, in order to avoid the required cal-
culation of the probability, one may also decide to choose the
penalty function equal to the noncentrality parameter itself,
riq(t) = Xiy(t). Although this will of course negate the opti-
mality property of Theorem 3, it will still provide a minimum
mean penalty misclosure space partitioning that is based on
penalizing incorrect parameter solutions.

4.3 The optimal WSS-estimator

As with the optimality in the DIA-class, one may won-
der which estimator would be optimal in the WSS-class.
A natural estimator in this class would be one where one
would choose the weight w; (¢) as the conditional probability
P[H = H;|t] (cf. 26), i.e. the probability of H;-occurrence
given the outcome of the misclosure vector being . Although
perhaps a natural choice, this choice of weighting is not one
that is directly derived from the impact the weighting has on
the probabilistic properties of the WSS-estimator Xygg. In
order to achieve that, we will therefore again, just as in The-
orem 3, aim for an estimator that maximizes the probability
PlXwss € £2x]. This time, however, the maximization is not
done with respect to indicator functions, as was the case with
the optimal DIA-estimator (cf. 88), but instead with respect to
weighting functions satisfying w; (¢) > 0,i = 1, ...,k and
Zf:o w; (t) = 1. To simplify and to make a direct compari-
son with (95) of Lemma 3 possible, we will assume £2, given
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as in (94). Assuming estimable weights, the resulting maxi-
mum probability estimator within the WSS-class is given as
follows.

Theorem 4 (Optimal WSS estimator) Let the weight vector
o(t) = (@), ..., o1)T € R pe the vector of mis-
closure weight functions, that of all such vector functions
maximizes the WSS-estimator’s probability P[Xywsg € $2x]
for 2y = {u € R"| ||lu — x||2Q£0£0 < t2). Then

o(t) := arg max PlXwss € $2x] 98)
e{+lw=1,w€R§+ol
where
k
w(t) = arg max Z I (Mg (2, @) Fy (1) 99)

T k+1
Gpo=loeRy (—o

with TT(A) = P[x*(n,A) < ©2], Fo(t) = f;(t|Ha)P[Ha],
and

k
ha(t, ) = |A[Caby = ) Cibieilllp, (100)

i=1
]

Proof FromP[%yss € 2:t, Hal = PIx2(n, ha(t, @ (1)) <
2] and PlEyss € 2:] = [pr Yno PlEwss € $2xlt, Hal
Fy(t)dt, it follows that

k
PlEwss € 2ol = / > Gt o) Fa(ddr — (101)
R’ a=0

Asthe k+ 1 functions IT (A (¢, w(t))) Fy (¢) are non-negative
for every t € R”, the maximum of (101) is obtained if for
every t € R", a feasible w € RK*1 is chosen such that the
sum Zfi:o IT(Ay(t, w)) Fy(t) is maximized. This proves that
the sought for maximizing vectorial weight function is given
by (99). O

Note that the above estimator can indeed be seen to be a gen-
eralization of the optimal DIA-estimator. If the weights w;
are restricted to be only 1 or 0, the noncentrality parameter
A (t, ) (cf. 100) becomes equal to A, (1) = [|AT[Cyby —
le;j(t)]||2Q; . for some j € [0,..., k], and (99) can be
rewritten as (()809) with (95), thus leading to a recovering of
the optimal DIA-estimator. A complication of this general-
ization is, however, that the optimal WSS-estimator is far
more difficult to compute than the optimal DIA-estimator.
The objective function of (99), which needs to be maximized
over the feasible set of w, is, as a linear combination of log-
concave functions I7(},) in the inhomogeneous quadratic

forms (100), a multimodal function. This implies that gra-
dient ascent algorithms will only converge to the required
maximum if the chosen initial value of the weight vector w
is already close enough to the sought for maximizer. If that
is the case, one can show that a relatively simple fixed-point
algorithm can be devised that converges to the maximum.
However, to achieve convergence independent of the feasi-
ble initialization’s quality, methods of global maximization
need to be employed. As the algorithmic details of how this
can be achieved are not the focus of the current contribution,
we will address the required methodology for the numerical
solution of the above maximization problem in a separate
forthcoming contribution.

5 Operational DIA-estimators

As mentioned earlier, the computation of the DIA-penalty
functions, (93) and (95), requires knowledge of the noncen-
trality parameters and therefore of the biases b,. Under Hy
these are known, but this is generally not the case under
the alternative hypotheses. Does this mean that if this infor-
mation is lacking usage of these penalty functions becomes
obsolete? No, certainly not. First we have to remember
that whatever operational choice is made for the penalty
functions, their corresponding mean penalty, or its sharp
upperbound, will be minimized through the optimal mis-
closure partitionings of (31) and (49), respectively. Thus to
any choice of penalty functions belongs an optimal testing
procedure. Second, somewhat in analogy with the conser-
vative approach of Lemma?2, one may take a 'minmax’
approach by taking the bias-values that minimize the prob-
ability P[xpia € £2,] of the optimal DIA-estimator. Third,
the results of Lemma 3 and the structure of the DIA-penalty
functions, cf. (93) and (95), also provide a guide for helping
to formulate operational penalty functions. For instance, even
if the evaluation of the DIA-estimator would be done with a
nonellipsoidal shaped safety region, the choice of the testing-
defining penalty functions could, instead of (93), fall on the
cheaper-to-compute functions (95). And also with respect
to the handling of the bias dependency, the structure of the
above DIA-penalty functions provides a guide. In the next
subsections, different such proposals will be made.

5.1 Estimated DIA-penalty functions

If the bias vectors by, « = 1, ..., k, are unknown, one may
decide to estimate them so as to obtain an approximation to
the optimal DIA-estimator. When we replace the unknown
biases in (93) and (95) by their estimates I;a(t), we obtain
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the estimated DIA-penalty functions as

fioj([) = P[—%O GA'QE_;_A/\?W(,)JHO] (102)
AXjg(t) = AT[C;bi(1) — Cyby (1)]
Note that AxX;,(¢) is now anti-symmetric in its indices,
AXiq(t) = —AXyi(¢). This implies, when £2, is convex sym-
metric about x, i.e. x € 29 <& —x € £2, that the estimated
penalty function is symmetric in its indices, ¥jy () = T4 (?).
This can be seen as follows:
Tia(t) = P[(§y — x) — Afia (1) € 2]
D p[(x — 2g) + Aia(r) € 2]
) N ~
= P[(x — x() — Axy; (t) € $20]
() A ~
= Pl(&g —x) — Akei (1) € 2]
= fai(t)

(103)

where (a) is due to the symmetry with respect to origin of
£20, (b) due to the anti-symmetry of AX;, = —AXy;, and (¢)
dueto Xy —x 7iox — X

Note that Ax;o(¢) of (102) can also be written as the
difference of the parameter solutions under H, and H;:
AXiq(t) = Xo(t) — X;(t). Thus, in this case it will be the
solution separations of the hypothesized models that drive
the penalty functions. The corresponding estimated noncen-
trality parameters, cf. (97), read then

1£0(1) = £l . i =0, #0
hia() = { 115 = R0 Il .1 #0,0=0
12:(1) = $a D)l . i # 0,0 0

(104)

This shows, for instance, the closer X, (f) is to Xo(), the
smaller the penalty ro, (?) is.

5.2 Influential bias driven DIA-penalty functions

Any observational bias Cyb, can be decomposed into its
influential and testable component (Teunissen 2018),

Coby = PsCyby + PiCyby,

influential testable

(105)

where Py = AAT and Py = I,, — AAT. The component
Pj-Caba is referred to as testable as precisely this compo-
nent propagates into the mean of the misclosure vector under
Hea:E(t|Hy) = BT Cyby = BT (P4 Cyby), since BTA = 0.
The influential component P4 Cyby = A(A1Cyby), on the
other hand, is non-testable as it lies in the range space of
A and propagates directly into the parameter solution X.
This implies that for the performance of the DIA-estimator
it is of importance that one can keep the influences of the
non-testable biases P4Cyb, at bay. It is therefore fitting
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Fig. 10 Ratio of the influential and testable bias: tan¢(b,) =
[|PACaballg,, /|IPiCoballg,,

to recognize that the assigned penalties of the DIA-penalty
functions are indeed driven by the influential biases, cf. (97).

Although the required penalties for the DIA-estimator
to become optimal cannot be computed if the biases are
unknown, it is possible to aim for a protection against influ-
ential biases that may slip testing unnoticed. To determine the
sizes of such influential biases, we can of course not use the
minimum mean penalty testing that we are aiming to design.
But what we can do is to determine the influential biases as
if a global overall model test would be executed. Since

Ho
lEll5, ~ x* 11Px Caballp,) (106)
it follows that P[||£||2Q” < c¢|Hq] = constant for all
« € [1,...,Klif [|P3Cabally, = constant 2 ) for
all @ € [1,...,k]. Hence, by using the same yardstick Aq

for all alternative hypotheses, we can now compute for each
individual alternative hypothesis the bias vector that would
have the largest influence,

2 1 2 —
2% 11 PACabally,, 5.1 11P4 Caballp,, =20 (107)

As this is the maximization of a quadratically constrained
quadratic form, its solution is provided by solving a general-
ized eigenvalue problem:

max  ||PaCubally,, = Aoha.max (108)
1Pt Caballgy, =0 ”
with
1PACaba,maxlyy, |
P — 2 (109)

|1P3 Caba,maxllg,,

in which by max is the eigenvector that corresponds with
the largest eigenvalue of the generalized eigenvalue prob-

lem Mb = ANb, with M = CIQ;!PsCy and N =



On the optimality of DIA-estimators: theory and applications

Page210f26 43

Table 1 Penalty matrices: maximized probability of correct decisions (left); influential bias dominated (middle); influential bias dominated with

undecided penalties u, included (right)

|]i‘01 ro2 ...

|1 1.0 1 1 0
Ul T 11 of o0 -
L{lr... 1 1 0| r 0
[Tial = . . > [Tial =
(ke x (k1) : : (kD x (k1)
I I R 0
111 1 0

[0 |ro1 ro2 ... Tok—1) Tok |
FOGk=1) Ok 0|0 r r r
p p
o r 0 ... r r
r r
. 5 [rig] = :
: (k+2)x (k+1) :
O r r r
0 " O r r r 0
r 0
Luo | Uy uyr ... Ug—1 U _|

CO{ Qy_y1 Pj{Co,. Figure 10 provides a geometric interpreta-
tion of (109). Note, since Q;al];a cr Qy’y1 PiCy and
QTl = CZ Qy_y1 Cy, that (109) can also be expressed

bo()bo(x)
as

||ba.max||2Q£ .
X X
Agmax = | ——— 5 — 1

2
[ba,maxllp. .
Choba

(110)

thus showing how the precision of éa, and the precision of
its x-constrained version, éa (x), contribute to the influential
bias.

Once the generalized eigenvectors by max, @ = 1, ..., k,
are known, they can be used to construct the influential bias
protecting penalty functions by replacing the b, ’s in (93) and
(95).

5.3 Simplified DIA-penalty functions

Instead of using the full structure of the penalty functions,
one can also decide to use a simplified structure, thereby
simplifying the evaluation of the corresponding misclosure
space partitionings. One such simplification we already met
in Sect. 3.3, when discussing the maximization of the proba-
bility of correct decisions. Its corresponding penalty structure
is shown in the form of a penalty matrix in Table 1 (left). This
structure, however, is not really suited for our DIA-estimator
asitpenalizes and rewards decisions irrespective of their con-
sequences. The structure that we propose as simplification is
given as (see Table 1, middle):

(a) under Hp, no penalties

(b) for correct decisions, no penalties

(c) for i =0, influential bias related penalties
(d) r(t) penalty for remaining decisions

(111)

This choice is motivated as follows. Giving zero penalties to
correct decisions is clear. But we also give zero penalties to
incorrect decisions under the null hypothesis. The rationale
for this choice is that in those cases estimation takes place
under larger models than that of Ho, R([A, Cix0]) D R(A).
As a consequence, the DIA-output will be conditionally

distributed as %; o Nau(x, Qg 3). Hence, the solution
will then still be unbiased, albeit with a poorer precision,
Oz.z, > Oz, In contrast to the zero penalties for incorrect
decisions under Hy, we find the incorrect acceptance of the
null-hypothesis a more severe mistake and therefore fully
penalize it with influential-bias related penalties, indicated
by ro1(¢) through rox(¢) (cf. Sects.5.1 and 5.2). Finally the
remaining incorrect decisions are all given the same penalty
function.

The following theorem shows how the above proposal
works out for the optimal misclosure space partitionings.

Theorem 5a (A proposed penalty structure) Let the penalty
function vy (t) be structured as

rio(t) = 0 fori €[0,..., k]
rou(t) = Yo (1) fora €[1,...,k]
rig(t) = (1 = Sjg)r(t) fori,a €[1,...,k]
(112)
Then (31) and (49) simplify, respectively, to
Po ={teR"| max F,(t) <ao(t)}
a€ll,....k]
Pict,... g =t e R"\Py | i =arg max Fu(1)}
aell,... k]
(113)
and
Po ={teR"| max T,(t) < by(t)}
a€ll,....k]
Pictt,.g={t e R"\Py | i =arg max Ty(t)}
aell,..., k]
(114)
with
k rog (1)
ap) = 3 (1= 20 (1)
o=t (115)
bo) =i 3 (1= 24) exp(+3 TP
a=
|
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Proof First we determine Py. Application of (31), using the
penalty structure (112), gives for Py the k inequalities

k
Fat) <Y (1= 2 Fy(r), @ e [1,.... k] (116)
=1

from which the first equation of (113) follows. Similarly,
application of (31), using the penalty structure (112), gives
for Pje(1,....k) the k inequalities

.....

Fi(t) > Fo(t), a e[l,...,kI\{i}

k
Fi() > > (1= 20 Fy(n) (117)
p=1

As the last inequality of this inequality set is automatically
satisfied for t € R"\'Py (cf. 28), we obtain (113). Finally,
(114) is obtained by replacing Fy (¢) in (113) by (52). O

Compare the above results with that of Corollary 2b and note
that the main difference lies in the formation of the detection
region Pp. In (62) the upperbound on the maximum is a
constant, whereas in the above Theorem the upperbounds
vary in dependence of the misclosure vector 7. In case of (113)
and (114) the shape of the detection region Py is driven by
the influential-bias related penalties ro, (#). Would we assign
for the decision to accept the null-hypothesis the maximum
penalty under all alternative hypotheses, i.e. Irﬁ = 1 for all
a € [1,...,k], then ag(t) (cf. 115) is identically zero and
the detection region would be empty, Py = ¥, i.e. one would
then never accept Hy. If on the other hand, rr& = 0 for
all ¢ € [1,..., k], then the inequalities of (113) and (114)
are trivially fulfilled and one would always accept the null-
hypothesis, i.e. Py = R’". For the intermediate cases, we
learn from the expressions of (113) and (114) that the shape
of the detection region would open up in the direction of Pg
if its influential-bias based penalty rog reduces in size. This
is also what one wants to achieve: the less harm there is in
accepting Ho under Hg, the larger the acceptance region of
Hp can be for misclosure vectors originating from Hg. This
behaviour is illustrated in the following example.

Example 15 (Simplified DIA-penalties) Consider the null-

and alternative hypotheses y 719 N (Ax, QOyy) and y 719‘
Nin(Ax + caba, Qyy), With g = 1520 @ = 1,....k,
and assume the penalty functions (112). Application of (114)
gives then

.....

.....
.....

@ Springer

Fig. 11 Misclosure space partitioning (cf. Example 15)

with bjy(1) = In[Y>_ (1 — rr°7—tg”)exp{+%w§(t)}]2. This
partitioning is shown in Fig.11 for the same model and
hypotheses as used in Example 9. The functions roq (f) and
r(t) were chosen to be constant. As ro4 was chosen smaller
than ro; = ro2 = ro3, Po is elongated in the ¢;, direction.

m}

We now generalize the above results by also including the
possibility of deciding that no parameter solution will be
made available. Thus instead of working with the second
penalty matrix of Table 1, we now work with the third.

Theorem 5b (Undecided included) Let the penalty struc-
ture (112) be extended with the undecided penalty function
Th+at) =uqt), @« =0,..., k. Then (31) and (49) sim-
plify, respectively, to

Po ={teR" | max Fy(t) <ao(t) Aap1(t) < aop(t)}
a€ll k]

Pr+1

Picll,..k] =t e RIN{Po U Prp1} i = arg max Fo (1)}
(119)
and
Po ={teR"| I[Illaxk] To(t) < bo(t) A bry1(t) < bo(1)}
aell,...,
Pr+1 ={teR"\Py laer[rfﬁfk] To () < br41(0)} (120)
Picll,..k] = {t e RIN{PoUPry1} | i = arg max To (1)}
with
k
a0 =Y (1= 10) o) — 98 Fo()
a=1
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Fig. 12 Misclosure space partitioning (cf. Example 16)

2

bry1(1) =In |:Z (1 - ”r“(—y))> exp{+3T. (1)} — uor((tt))ﬂo:|

a=1

(121)

Proof From application of (49), using the defined functions
ao(t), cf. (115), and ag1(¢), cf. (121), the set of inequalities
for the three types of misclosure regions follow as:

Py - {Fj<a0(t)fora11je[1,...,k]
0 ap41(t) < ag()

P {Fj(t) < age(r) forall j e[l,... k]
ket ao(t) < ap41(1)

Fi(t) < Fi(t) for all j € [1,... k]\{i}
Piclt,.nk) 2 4 a0(t) < F;
ap+1(t) < F;
(122)

from which (119) follows. Finally, (120) is obtained by
replacing Fy (¢) in (119) by (52). O

One can expect that the decision of unavailability will be
made if no penalties at all are set for such decision. And

indeed, if uy, = 0 forall « € [0, ..., k], then we have for all
t € R" that ap(t) < agq1(¢) and F; < apy1(t) forall j €
[1,..., k], implying that Px+; = R". At the other extreme,

we have that P, = ¥ and the above results reduce to that
of Theorem 5a if one of the following three cases hold true

foralla € [1, ..., k]:

(a) uOl - r7

D) uy = rou, (123)
(¢) uq > roa,up =0

In case (a), we have a;41(t) = —“O—(I)Fo(t) < 0 and there-

fore Pxy1 = @. In case (b), we 1;;(33 ap+1(t) = ao(t) —
”r"é’)) Fo(t) and thus ag4+1(t) < aop(t), which also results in
Pr+1 = . And in case (c), we again have ay4+1(¢) < aop(t),
thus giving Pr+1 = 4. Under either one of the three condi-
tions of (123) we will thus always have a parameter solution

available.

Example 16 (Simplified DIA-penalties with undecided included)

Consider the situation of the previous example, but now
with an additional undecided region included. Application
of (120) gives then

.....

.....

(124)

.....

1-m
This partitioning is shown in Fig. 12 for the same model 0alnd
hypotheses as used in Example 15, whereby the undecided
penalties of the four alternative hypotheses have been cho-
sen equal and constant, u1(t) = ua(t) = u3(t) = ua(t) =
constant. O

with b;€+1(t) = ln[Zlgt (1 — ur‘l(_y))> exp +%w§(t) _ 71’0140/(]2.

Example 17 (An undecided region to combat poor separabil-
ity) In this example, we again work with the two partitionings
(118) and (124), but now for the case in which two hypotheses
are poorly separable. We use the same model and same first
three alternative hypotheses as Example 9, but now with the
c-vector of the fourth alternative hypothesis on purpose given
ascq = [0,1,107317. As ¢, and ¢4 are almost parallel, the
two hypotheses, H> and H4, become poorly separable (Zam-
inpardaz and Teunissen 2019), in particular if their biases are
relatively small. Figure 13 shows how inclusion of an unde-
cided region allows one to avoid decision making between
poorly separable hypotheses. In this case this was realized
by having the two hypotheses H> and H4 be assigned the
smallest undecided penalties. O

Example 18 (Poor GNSS pseudorange outlier separability)
Poor detectability and/or poor separability of pseudorange
outliers also occurs with certain GNSS receiver-satellite
geometries (Teunissen 1991; Almagbile and Wang 2011;
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Amiri-Simkooei et al. 2012; Teunissen 2017). In Fig. 14 (at
right), one such example is shown for a six-satellite Galileo
skyplot configuration (the lines of sight to satellites EO1, E04,
E21 and E31 all nearly lie in a plane, passing through the
receiver, and the lines of sights to E09 and E19 are about per-
pendicular to this plane). In this case, outliers in the EO9 and
E19 pseudoranges are poorly separable, resulting in almost
coinciding faultlines in the misclosure space. To avoid their
misidentification, an example undecided region, following
from Theorem 5b, is shown in Fig. 14(Left).

6 Summary and conclusions

By recognizing that members from the class of DIA-
estimators are unambiguously defined by their misclosure
space partitioning, one can design DIA-estimators with
certain favourable properties through a proper choice of par-
titioning. In this contribution we introduced, in analogy to
penalized integer ambiguity resolution, the concept of penal-
ized testing with the goal of directing the performance of
the DIA-estimator towards its application-dependent toler-
able risk objectives. The presented theory is illustrated by
means of examples, thereby also showing how it compares

7
Po
5 —i
. P,
. . Py
Py

Fig. 14 Example 18: misclosure space partitioning with dashed undecided region P7 (left) and corresponding six-satellite Galileo skyplot (right)
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and/or specializes to existing testing procedures, such as, for
instance, classical data snooping.

In analogy with the aperture pull-in regions of penalized
integer ambiguity resolution, we assigned penalty functions
to each of the partitioning decision regions in misclosure
space. With the use of the distribution of the misclosure
vector, the mean penalty of each chosen misclosure space
partitioning can then be determined and compared. By mini-
mizing the mean penalty, the optimal partitioning for multiple
hypothesis testing was derived, the results of which are given
in Theorem 2. The results are given for different cases: the
biases under the alternative hypotheses may be known or
unknown, and the misclosure distribution may be normal
or not. Although in most of our applications the biases are
unknown, the bias-known case applies when one wants to test
for certain hypothesized biases. We also included results for
constrained minimum mean penalty misclosure partitioning.
This will allow users to work with a-priori chosen decision
regions, such as, for instance, the detection region of the
overall model test.

As each minimum mean penalty partitioning depends on
the given penalty functions, different choices can be made,
in dependence of the application. So will the emphasis be on
testing rather than estimation, if the data processing objective
is solely to identify the correct hypothesis. In that case a
logical objective is to maximize the probability of correct
decisions, the results of which are given in Corollary 2, and of
which classical data snooping is shown to be a special case.
However, maximizing the probability of correct decisions
may not be the proper objective in case the emphasis is on
estimation, rather than testing.

As the quality of the DIA-estimator is not only driven
by the misclosure vector ¢, but also by the hypothesis-
dependent parameter estimators ii, one would be better off,
in case parameter estimation is the objective, to focus on
the consequences of the testing decisions rather than only
on their correctness. For that purpose we introduced a spe-
cial DIA-penalty function that penalizes unwanted outcomes
of the DIA-estimator. It is then shown in Theorem3 how
this penalty function allows one to construct the optimal
DIA-estimator, being the estimator that within its class has
the largest probability of lying inside a user specified toler-
ance or safety region. By extending the analogy with integer
estimation to that of integer-equivariant estimation, we also
introduced and derived in Theorem4, similar to that of the
maximum probability DIA-estimator, the optimal estimator
within the larger WSS-class. We indicated its computational
complexities, showing that its algorithmic realization is quite
more involved than that of the optimal DIA-estimator.

By a further elaboration of the DIA-penalty functions, it
is shown in Lemma3 how they are driven by the influen-
tial biases of the different hypotheses. This important insight
then provided means for defining simplified and operational

penalty functions. Two such sets were introduced. The first is
based on using the BLUES of the biases to obtain an estimate
of the DIA-penalty function. The second set is constructed
on the basis of the idea that the to-be-used influential biases
should reflect the relative strengths of the different hypothe-
ses, i.e. a smaller penalty should be assigned if the model
is better capable to withstand the bias-propagation into the
parameter solution. Using this principle, we used the largest
influential biases of the overall model test when it is con-
strained to have an equal power for all alternative hypotheses.

For both sets of penalty functions, a further practical sim-
plification was suggested by giving prominence to missed
detections and refraining from penalizing false alarms. The
resulting minimum mean penalty partitionings are given in
Theorem 5. We hereby also included the option of having
an additional undecided region to accommodate situations
when it will be hard to discriminate between some of the
hypotheses or when identification is unconvincing. In such
situations, when one lacks confidence in the decision making,
one may rather prefer to state that a solution is unavailable,
than providing an actual, but possibly unreliable, parameter
estimate.

Acknowledgements Sebastian Ciuban and Serge Kaplev contributed to
the figures and the Delft PNT-team provided feedback and corrections
to earlier versions of this contribution.

Data availability All data generated or analysed during this study are
included in this contribution.

Declarations

Conflict of interest The author declares that he has no conflict of inter-
est to this work. We declare that we do not have any commercial or
associative interest that represents a conflict of interest in connection
with the work submitted.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

Almagbile A, Wang J (2011) Analysis of outlier separability in
integrated GPS/INS systems. In: Proceedings of the IGNSS sym-
posium 2011, University of New South Wales, Sydney, NSW,
Australia

@ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

43 Page 26 of 26

P.J. G. Teunissen

Amiri-Simkooei AR, Asgari J, Zangeneh-Nejad F, Zaminpardaz S
(2012) Basic concepts of optimization and design of geodetic net-
works. J Surv Eng 138(4):172-183

Anderson T (1955) The integral of a symmetric unimodal function over
a symmetric convex set and some probability inequalities. Proc
Am Math Soc 6(2):170-176

Arnold SF (1981) The theory of linear models and multivariate analysis.
Wiley, New York

Baarda W (1968a) A testing procedure for use in geodetic networks.
Tech. rep., Netherlands Geodetic Commission, Publ. on Geodesy,
New Series, Vol. 2(5), Delft

Baarda W (1968b) Enkele inleidende beschouwingen tot de B-methode
van toetsen. Tech. rep., Laboratorium voor Geodesie, Delft

DGCC (1982) The Delft approach for the design and computation of
geodetic networks. "Forty Years of Thought" In: Anniversary edi-
tion on the occasion of the 65th birthday of Professor W Baarda By
staff of the Delft Geodetic Computing Centre (DGCC) 1:202-274

Gillissen I, Elema I (1996) Test results of DIA: a real-time adaptive
integrity monitoring procedure, used in an integrated navigation
system. Int Hydrogr Rev 73(1):75-103

Kok JJ (1984) On data snooping and multiple outlier testing. US
Department of Commerce, National Oceanic and Atmospheric
Administration, National Ocean Service, Charting and Geodetic
Services

Kroese DP, Taimre T, Botev ZI (2011) Handbook of Monte Carlo meth-
ods. Wiley Series in Probability and Statistics

Lehmann R, Losler M (2016) Multiple outlier detection: hypothesis
tests versus model selection by information criteria. J Surv Eng
142(4):04016017

Lehmann R, Losler M (2017) Congruence analysis of geodetic
networks-hypothesis tests versus model selection by information
criteria. J Appl Geod 11(4):271-283

Mathai AM, Provost SB (1992) Quadratic forms in random variables,
vol 126. Marcel Dekker, New York

Nowel K (2020) Specification of deformation congruence models using
combinatorial iterative DIA testing procedure. J Geod 94(12):1-23

@ Springer

Perfetti N (2006) Detection of station coordinate discontinuities within
the Italian GPS fiducial network. J Geod 80(7):381-396

Robert CP, Casella G (2004) Monte Carlo statistical methods. Springer,
Berlin

Salzmann M (1991) MDB: a design tool for integrated navigation sys-
tems. Bull Geod 65(2):109-115

Teunissen PJG (1989) Quality control in integrated navigation systems.
IEEE Aerosp Electron Syst Mag 5(7):35-41

Teunissen PJG (1991) Differential GPS: Concepts and quality control.
NIN Workshop Navstar GPS, Amsterdam (Delft Geodetic Com-
puting Centre LGR, Delft 1991) pp 1-49

Teunissen PJG (2000) Testing theory: an introduction. Delft University
Press, Series on Mathematical Geodesy and Positioning

Teunissen PJG (2003) Integer aperture GNSS ambiguity resolution.
Artif Satel 38(3):79-88

Teunissen PJG (2003) Theory of integer equivariant estimation with
application to GNSS. J Geod 77:402-410

Teunissen PJG (2004) Penalized GNSS ambiguity resolution. J Geod
78:235-244

Teunissen PJG (2017) Batch and recursive model validation. Chapter
24 in Springer Handbook of Global Navigation Satellite Systems,
Eds Teunissen and Montenbruck

Teunissen PJG (2018) Distributional theory for the DIA method. J Geod
92:59-80

Yang L, Shen Y, Li B, Rizos C (2021) Simplified algebraic estimation
for the quality control of DIA estimator. J Geod 95:1-15

YuY, Yang L, Shen Y, Sun N (2023) A DIA method based on maximum
a posteriori estimate for multiple outliers. GPS Solut 27:199

Zaminpardaz S, Teunissen PJG (2019) DIA-datasnooping and identifi-
ability. J Geod 93:85-101

Zaminpardaz S, Teunissen PJG (2023) Detection-only versus detection
and identification of model misspecifications. J Geod 97:55

Zaminpardaz S, Teunissen PJG, Tiberius C (2020) A risk evaluation
method for deformation monitoring systems. J Geod 94(3):28



	On the optimality of DIA-estimators: theory and applications
	Abstract
	1 Introduction
	2 A brief DIA review
	2.1 Hypotheses, BLUEs and misclosure vector
	2.2 Testing and misclosure space partitioning
	2.3 The DIA-estimator and its PDF

	3 Penalized testing
	3.1 Minimum mean penalty testing
	3.2 Creating an operational misclosure partitioning
	3.3 Maximizing the probability of correct decisions
	3.4 Including an undecided region mathcalPk+1

	4 Maximum probability estimators
	4.1 The optimal DIA-estimator
	4.2 DIA-penalty function and the choice for Ωx
	4.3 The optimal WSS-estimator

	5 Operational DIA-estimators
	5.1 Estimated DIA-penalty functions
	5.2 Influential bias driven DIA-penalty functions
	5.3 Simplified DIA-penalty functions

	6 Summary and conclusions
	Acknowledgements
	References


