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Summary

Container terminals are vital hubs in global trade, facilitating the seamless transfer of goods between
maritime and inland transportation networks. Truck turnaround time serves as a critical performance
metric for container terminals, provides direct feedback on port congestion and efficiency. This study
focuses on developing a predictive framework for truck turnaround time (TTT) at the Port of Rotterdam
by integrating multi-source data and employing advanced machine learning techniques.

Previous studies on truck turnaround time prediction have largely relied on limited datasets and
methodologies, such as utilizing historical truck arrival flows or terminal operation logs and using
statistical methods. This research employs diverse datasets, including Bluetooth detection records,
container arrival information, and environmental condition. By combining these data sources, a
harmonized dataset was constructed to represent the complexities of port operations. A stacked Long
Short-Term Memory (LSTM) network was employed as the predictive model, utilizing its ability to
capture temporal dependencies and nonlinear interactions between variables. This approach allows for
more comprehensive and accurate TTT predictions compared to conventional methods.

To process the noisy and incomplete Bluetooth data, a robust trip identification pipeline was developed.
The pipeline employed spatial clustering, temporal filtering, and dual verification to accurately identify
container truck trips, achieving an accuracy exceeding 90%. Using this processed data, the stacked
LSTM model demonstrated superior predictive performance, effectively capturing periodic trends and
long-term dependencies. Benchmarking results showed that the stacked LSTM outperformed traditional
methods, including Random Forest and XGBoost. Sensitivity analysis highlighted the critical role of
truck arrival flows and wind conditions in determining truck turnaround time variability.

In summary, this study provides a novel and scalable framework for TTT prediction, integrating
multi-source data and advanced modeling techniques to address key limitations of existing approaches.
The findings offer actionable insights for optimizing terminal operations and reducing congestion.
Future research could focus on expanding data sources, enhancing model interpretability, and validating
the framework across diverse port environments to ensure broader applicability.
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Chapter 1

Introduction

1.1 Background
Maritime transport has long been the backbone of the global transportation network. With containerized
shipping becoming the standard model for exchanging goods in maritime transportation worldwide,
the increased volume of container transportation leads to a surge in container port activities. However,
the growth has not come without its challenges. One of the most pressing issues facing container ports
is the congestion of container trucks, which has become a bottleneck in the logistics chain, impeding the
flow of commerce and affecting the overall efficiency of port operations. The queuing up idle trucks at
terminal gates have caused further congestion upstream and also extra emissions, costs and delays [44, 49].

The issue of gate congestion at container terminals is indeed a significant challenge that has been
extensively documented. Namboothiri and Erera [37] noted the decrease of drayage operation efficiency
caused by gate congestion. When container trucks arrive during peak hours, this generally results in
longer total turnaround times within the port. Du et al. [20] defined the turnaround time of container
trucks in a container terminal from different perspectives. For an external truck itself, the turnaround
time refers to the time between entering the port entrance and departure from the exit gate. Fig 1.1
shows how truck turnaround time in a container terminal is calculated. However, due to the different
interest of stakeholders, there exist various resources of data regarding the operation time of trucks
in container terminals. For example, terminal operators mostly concern the operation time in yard,
and truck operators would start to calculate turnaround time when the truck enters the special road
connecting the container terminal.

Figure 1.1: Truck turnaround time in a container terminal

For ports, unexpected truck congestion and extended truck turnaround times would prevent the yard
from making full use of operational capacity to load and unload containers [52]. For trucks, both
operators and drivers do not expect to be affected by the extended turnaround time which may lead
to increased idle time and decreased fleet utilization. Therefore, predicting and optimizing truck

1
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turnaround time at container terminals has become a focus of academics and industry.

Many papers analyze the factors affecting turnaround time and propose various suggestions to predict
and reduce turnaround time. In terms of turnaround time prediction, several methods such as factor
analysis, system dynamic (SD), machine learning and so on are used to predict truck turnaround time.
Du et al. [21] introduced SD method to build a simulation model of truck operation system in container
terminals, and considered the impact of multiple state variables to predict turnaround time. Van der
Spoel et al. [50] proposed a prediction model using both regression and classification methods, and
established a benchmark to evaluate the prediction results. Sidarta [46] adopted multiple machine
learning methods to predict truck cycle time in earthworks. In reducing turnaround time, research
on truck appointment system (TAS) dominates the mainstream. Torkjazi et al. [48], Namboothiri and
Erera [37] and Zhang et al. [60] employed various methods to build and optimize the TAS to reduce the
turnaround time of external trucks at the gate and yard. In addition, research represented by Chen et al.
[15] considers using time-varying tolls to control arrival traffic at the terminal gate, but there are few
practical applications to prove its effectiveness.

However, few studies have considered in-port operations when predicting and optimizing container
truck turnaround times. Most of the TAS models developed only concern quote assignment of time
intervals for container trucks, assuming that the basic operating time of container trucks within the
terminal is consistent across time periods. In contrast to this, other factors including the arrival of
containers and weather conditions may also affect the turnaround time of trucks within the terminal.
Similarly, in terms of turnaround time prediction, there is few literature that take container arrival
information into account. In terms of data, the studies above basically considered container truck arrival
data from the entry gate, and did not explore other data sources.

1.2 Research objectives
Considering the limitations and research problems proposed above, the main objective and contribution
of this research is to develop a prediction model of truck turnaround time based on historical truck
arrivals and departures identified from the data sets, considering container arrival information and
other factors like weather or traffic condition around the port.

In the meantime, several sub-objectives are proposed to support the main objective as follows:

• To identify the truck tours from Bluetooth detections around the port.
• To identify the influencing factors in truck turnaround time considering data availability.
• To analyze the relationship between environmental variables and truck turnaround time.
• To develop and compare different predictive models and methodologies for truck turnaround

time.
• To create an automated prediction tool that can provide real-time insights for port authorities,

terminal operators, and truck drivers.

For the second sub-objective, the important factors are determined by data availability and sensitivity
analysis, such as traffic information and wind condition. The influencing factors will be investigated
through literature review. The factors will be used to determine data input, variables, assumptions, and
limitations of the model.

1.3 Research questions and scope
This research attempts to find ways to predict a truck’s turnaround time at terminals based on container
information, truck arrival information and external factors, as this will enable both terminal operators
and truck operators to coordinate and enhance their management efficiency. The predicted turnaround



1.4. Research framework 3

time would be a supplement to the truck appointment system and portbase information platform in
Port of Rotterdam, and make truck operators aware of expected container truck operating status. To
achieve above goals, the following research questions are proposed.

How can a holistic model be built to predict truck turnaround time at terminals based on the data available?

The main research question is jointly answered by the following sub-questions:

• How to identify container truck trips from the Bluetooth detection records around the port area?
• Which factors are crucial in predicting truck turnaround time and also available in the research

scope?
• How can container information and Bluetooth data sets be processed into a finalized dataset as

the input to the model?
• What kind of approach can achieve higher prediction accuracy based on a fixed level or comparing

results?
• How can the prediction results be verified and validated?

The project focuses on developing a truck turnaround time prediction model that provides real-time
predictions for both port authorities, terminal operators, and truck drivers. The research scope is limited
due to the availability of datasets. Specifically, this study focuses on the main container terminals of the
Port of Rotterdam in 2017, including the 5 container terminals located in Maasvlakte I and II.

1.4 Research framework
The research framework describes the approach and methodology for developing a predictive model
for the truck turnaround time in container terminals. This section will detail the research design, data
collection methods, model development processes, and validation techniques.

The research is structured to systematically address the key objectives and questions outlined in the
previous sections. The design includes a combination of quantitative data analysis, model development,
and validation stages to ensure robust and reliable outcomes.

Firstly, a literature review is conducted in Chapter 2 to summarize similar research and provide a
comprehensive overview of existing studies related to the topic. The main aspects are defined and investi-
gated within the scope of the research, and research gaps are identified to establish the need for this study.

Then, Chapter 3 establishes the research scope by defining the physical and operational boundaries of
the container terminal and analyzing port productivity indicators to identify factors influencing truck
turnaround time and potential areas for operational improvement.

Chapter 4 outlines the methodology, detailing the techniques used in this study, including data collection
and preprocessing, vehicle trip identification via Bluetooth detection, development of predictive models,
introduction of the LSTM model, formalization of model inputs, and processes for model training,
evaluation, and post-processing.

Chapter 5 data collection and processing for relevant activities are a critical component of this research.
The primary data sources include historical truck arrival and departure data derived from Bluetooth
sensors around the port area, which could be used to calculate the turnaround times and traffic flow
of trucks. Container arrival information and weather conditions are also included, which impact the
operational situation and scheduling at the terminals. Data will be provided by the Port of Rotterdam,
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also collected from publicly available databases from KNMI. The collected data will undergo thorough
preprocessing to ensure accuracy and completeness. Key steps include:

• Data cleaning: Removing duplicates and correcting inconsistencies in the dataset.
• Feature extraction: Determine truck tours and other types of vehicles based on the Macaddress and

behavior of vehicles. Identifying and extracting relevant features that influence truck turnaround
time, such as traffic flow, average speed, congestion index, and weather conditions.

• Time alignment: Handle time series variables by decomposing trends, seasonality, and residual
components and converting them into appropriate time intervals. Ensuring that all data points
are time-aligned to facilitate accurate analysis and model training.

• Data analysis: To explore data features, descriptive and exploratory statistical analysis will be
employed to understand the data distribution, identify patterns, and determine correlations
between different variables.

Chapter 6 involves the design and testing of different LSTM model architectures to obtain better
performance using the same data set input. To ensure the reliability of the predictive models, rigorous
validation and testing will be conducted. After the prediction model is developed, a benchmark
would be implemented to evaluate the prediction accuracy or prediction results of the model, com-
pared with other approaches or a given level. This would be part of the evaluation and validation process.

Finally, chapters 7 and 8 provide a discussion of the work together with the conclusions, recommendations,
limitation and ideas for future research.



Chapter 2

Literature Review

As mentioned previously, the studies on truck turnaround time mainly focus on prediction and opti-
mization. This literature review aims to examine existing research on Bluetooth trip identification and
truck turnaround time prediction and optimization. Then key limitations and challenges are discussed
to delineate the research gaps that this study seeks to address.

2.1 Research on truck turnaround time
Truck appointment system is a two-dimensional decision-making system that relies on both space and
time, which is used to optimize truck turnaround time and operation cost. Murty et al. [36] were the first
research team to explore the arrival time schedule of external trucks, and they developed a TAS system
used by Hong Kong International Terminals. With the development of research in this area, some
studies began to consider the impact of truck operating hours and terminal appointment time windows
on truck operating costs when designing TAS. Research results from Zhao and Goodchild [61] show that
the application of TAS can reduce container truck congestion at the terminal and the arrival information
of trucks can reduce rehandles at the yard. Zhang et al. [59] developed a truck appointment model
using a Baskett–Chandy–Muntz–Palacios (BCMP) queuing network to describe truck activities at the
gate or yard. Numerical results shows that the network could help reduce turnaround time. Phan and
Kim [40] developed a coordinated solution between hauling companies and TAS to avoid the negative
impact of TAS on trucking company operations. They take into account the truck’s work schedule to
reduce the overall truck turnaround time. Schulte et al. [43] developed a graph-based mathematical
model based on the m-TSPTW. Their model optimizes travel costs and emissions for tasks that can be
performed by multiple trucks by collaboratively merging tasks, and also alleviates terminal congestion.
Torkjazi et al. [48] considered truck tour when designing TAS, and formulated and solved the TAS
problem as a mixed integer nonlinear problem (MINLP). However, even when they introduced a hin-
terland network for truck tour, they didn’t take into account possible traffic congestion within the network.

Another approach for managing truck arrivals and reduce truck turnaround time is called vessel-
dependent time windows (VDTWs). Yang et al. [56] found that the distribution of truck arrivals with
outbound containers could be described using a Beta distribution within a time window based on
vessel-calling schedule. Chen and Yang [13] developed a heuristic algorithm to find optimal time
window for external trucks to reduce the total cost of gate congestion. Chen and Jiang [12] proposed an
approach to manage truck arrival time window based on truck-vessel service relationship. This point of
view considers the corresponding relationship between trucks and vessels, and the operating conditions
in the port have been taken into consideration, but the impact of trucks being affected by congestion at
gates and external roads has not been considered.

There are various directions of prediction regarding terminal operation and truck turnaround time

5



2.2. Trip identification based on Bluetooth data 6

with a focus on predicting methods and influencing factors. Traditional turnaround time prediction
systems used in terminals are merely based on the historical truck flows and empirical experience from
employees. However, numerous factors can make such predictions inaccurate: port operations, weather
conditions, political concern, etc.

In the field of port operations, more research focuses on time-related indicators of vessels. Numerous
studies aim to predict estimated vessel arrival time (ETA), vessel turnaround time (VTT) and departure
time. Chu et al. [16], Yu et al. [58] both developed evaluation and prediction methods for estimated
arrival time of vessels. Chu et al. [17], Filom et al. [22] both predict vessel turnaround time and departure
time based on static ship data. Chu et al. [17] developed an XGBoost regression model to enhance
the precision of VTT predictions. Abreu et al. [1] proposed a decision tree model to predict vessel
turnaround time considering cargo and port information. These time-related indicators focus on similar
but different influencing factors than truck turnaround time.

Other studies pay attention to road arrival or turn around time prediction in different scenarios. Sjoerd
van der Spoel and van Hillegersberg [47] investigated factors affecting truck arrival times at distribution
centers. Du et al. [20] used SD method to predict truck operation time in terminals, but only considering
input truck flow and yard capacity. Wang et al. [52] took container information, weather condition
and traffic condition into account and used a combination of data mining methods to predict container
arrival time at terminals. In addition, Table 2.1 discussed possible influencing factors in time prediction
covered in different studies. The listed influencing factors provide possible options to be dealt with as
the input of prediction model.

Although many studies have made progress in truck turnaround time prediction and optimization,
there is a research gap that needs to be addressed. While previous studies have made significant
contributions to understanding and managing truck turnaround time, there is a lack of comprehensive
models that consider the holistic operation of container terminals, including in-port operations and
external factors. Specifically, few studies have incorporated container arrival information, weather
conditions, and traffic conditions into truck turnaround time prediction models. Additionally, existing
TAS models often assume consistent truck operating times within the terminal across different time
periods, neglecting the potential impact of various factors on in-port operations.

2.2 Trip identification based on Bluetooth data
Bluetooth technology has increasingly been adopted in traffic management due to its ability to collect
real-time, cost-effective data that is useful for various traffic analysis tasks. Bluetooth sensors detect
devices by capturing Media Access Control (MAC) addresses, which can provide time-stamped data
as vehicles pass through specific checkpoints. These data points can generate travel time estimates,
congestion metrics, and vehicle flow analyses across monitored areas[5].

However, the data quality obtained through Bluetooth sensors has been widely discussed. A major limi-
tation highlighted across studies is data sparsity and noise, particularly under mixed traffic conditions.
Araghi et al. [5] noted that large detection zones can introduce multiple detection events, leading to
potential ambiguity in vehicle positioning. Margreiter et al. [32] pointed out that not all vehicles carry
Bluetooth-enabled devices. The limited detection rate reduces the availability of Bluetooth data, and
may also introduce a sampling bias where the detected data may not fully represent the entire traffic flow.

To address these challenges, researchers have proposed various methodologies to improve the accuracy
and utility of Bluetooth data for trip identification, path estimation, and vehicle type recognition. Araghi
et al. [5] applied a classification method based on the device type and signal strength to differenciate
travel modes. Araghi et al. [6] employed a classification method to distinguish between motorized
vehicles and bicycles based on estimated mode-specific travel times. Bachmann et al. [7] explored
data fusion between Bluetooth traffic monitoring system and loop detectors to improve freeway speed
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estimation. Garrido-Valenzuela et al. [23] presents a Bayesian inference-based methodology to address
the issue of missed Bluetooth detections in route choice modeling. Sharma et al. [45] designed a
method for clustering based on trip duration time to identify vehicle types, and proposed a bi-objective
optimization model to estimate route choices for truck drivers based on sparse Bluetooth data and
loop-detector data. Crawford et al. [18] captured repeated trip behaviors from Bluetooth data to class
road users and measured spatial similarity using Sequence Alignment.

In summary, these studies collectively highlight the advancements and methodologies developed to
enhance the use of Bluetooth technology in traffic analysis, especially in the context of trip identification
and vehicle type recognition. These studies support the research by providing tools to improve Bluetooth
data quality and identify truck trips, and hence help to predict truck turnaround time more reliably and
realistically.

2.3 Port operation and congestion estimation
Huge port congestion is always affecting the whole global supply chain. In major ports that deal with a
huge volume of vessels, containers, and bulk cargo every day, port congestion can happen in various
places such as terminal gates, container yards and berths. Once port congestion happens, significant
time loss and inconvenience could be observed at terminals, gates and/or the hinterland[34]. Port
congestion estimates can help terminal operators and other stakeholders properly allocate existing
resources and assess the need for infrastructure upgrades in the long term. Therefore, it is crucial to
make precise predictions of port congestion for port operator participants.

Some of the existing studies measuring port congestion rely on the data from industry or port authorities.
Leachman and Jula [29] built a queuing theory model to estimate the container flow times among
loading drays and on-dock rail cars. Yeo et al. [57] explored the port congestion mechanism of Busan Port
using flow estimation and sea port traffic simulation. Chen et al. [14] discovered that port performance
indicators, including berth utilization and container turnaround time, are found to be directly related to
the number of container vessel arrivals and the number of containers handled at each vessel. The studies
above mostly uses exclusive data that is heterogenous across ports, thus it is often only applicable to the
case under study and does not have universal applicability.

Other recent studies begin to employ machine-learning based technologies and publicly available
data sets such as AIS data to forecast port congestion [35]. AbuAlhaol et al. [3] first introduced port
congestion measuring using Automatic Identification System (AIS) data. Based on the versatility of AIS
data, Peng et al. [39] used the LSTM model to evaluate and predict the congestion levels of different ports
around the world. Later, they developed a density-based spatial clustering algorithm to automatically
identify vessels and calculate port turnaround times[8].

Overall, existing studies on port congestion prediction are partly based on localized heterogeneous
datasets, while others assess port congestion using publicly available AIS data to reflect information
on vessel arrivals and vessel density. However, these methods mostly consider congestion related to
quay cranes and yard cranes, primarily using data from the vessel side. In contrast, this study needs to
comprehensively consider container arrival information at the terminal and truck arrival information at
the port gate, evaluating port congestion from both aspects and using this as input for predictions.

2.4 Conclusion
This literature review discussed the existing body of research on truck turnaround time and port
congestion. However, there still remains significant research gaps between the studies and this project,
particularly in the integration of various influencing factors and the holistic consideration of both in-port
and external conditions.
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Firstly, while truck appointment systems have been extensively studied and applied to equalize truck
traffic and reduce turnaround time, most of the studies fail to account for the dynamic nature of port
operation. The data used was also limited to truck arrival data from terminal gates, and failed to
expand new data sources. Secondly, the prediction models for truck and vessel turnaround times
often focus on isolated factors, such as historical traffic flows, or vessel-specific data like ETA and
VTT. Such a narrow focus makes these studies in many cases only able to obtain information from the
changing characteristics of a single data, making it difficult to explore the regularity behind the changes.
Furthermore, the research on port congestion primarily concentrates on vessel-related operations,
utilizing AIS data or other data sources to forecast congestion at the quay and yard levels. Few studies
in this area have considered integrated operations from both vessel and landside. Lastly, regarding
Bluetooth trip identification, although existing research has made progress in road trip and vehicle type
identification, there has been no research on identifying vehicle entry and exit trips based on Bluetooth
data in a certain area, which could propose more challenge in such situations.

To bridge this research gap, the proposed research aims to develop a prediction model for truck
turnaround time that incorporates historical truck arrivals and departures, along with factors such
as container arrival information, weather conditions, and traffic conditions around the port. The
truck arrivals and departures would be determined from the Bluetooth detection records through trip
identification and vehicle type identification methods. By considering a wide range of influencing
factors, the proposed model seeks to provide a more accurate and comprehensive prediction of truck
turnaround time at container terminals. Specifically, the research will leverage data from both the
container side to describe terminal operations and the input volume of trucks, as well as external data
sources such as weather and Bluetooth data to describe traffic conditions around the port.



Chapter 3

Problem identification

In this chapter, the demarcation of the container transport chain will be discussed to identify the research
boundaries and identifying key performance indicators of truck turnaround time within the whole
transport chain. This chapter will also discuss and analyze the relevant information and operational
processes of the specific research scope involved in this project - the Port of Rotterdam.

3.1 Demarcation of the container turnaround process

3.1.1 Terminal structure description
A container terminal operates as an open material flow system where containers are processed through
several stages, each involving specific operations and equipment. The terminal can be divided into three
primary areas: quayside, yard, and landside operation zones. Each of these areas plays a distinct role in
the handling of containers, and their performance directly impacts the overall efficiency of container
movement.

In the inbound flow, containers arrive at the terminal via ships, where they are unloaded using quay
cranes. These cranes transfer containers to Automated Guided Vehicles (AGVs), terminal trucks, or
straddle carriers, which then move the containers to the yard. Efficient quayside operations ensure that
container unloading is synchronized with yard availability, minimizing ship turnaround time (STAT)
and preventing congestion at the quay.

The yard serves as an intermediary zone between quayside and landside operations. Inbound containers
are stacked in the yard based on their priority for retrieval and further movement. Yard cranes manage
the storage and retrieval of containers. The performance of the yard operations is influenced by the
container dwell time (CDT), which measures how long a container stays in the yard, and yard occupancy
rates, which indicate the level of congestion. Truck turnaround times are affected by yard operations and
the resulting container re-handling. Reducing delays in retrieving containers from landside operations
can effectively reduce truck turnaround times.

On the landside, containers are either received from or dispatched to trucks and trains through the
terminal gates. The efficiency of this stage is measured by gate waiting time, which reflects the time
trucks spend waiting for processing at the gate, and truck turnaround time, which measures the time
from when a truck enters the terminal to when it exits after collecting or delivering a container. Effective
landside operations depend on streamlined inspection, processing, and efficient truck scheduling
systems such as Truck Appointment System. Trucks arrive at the terminal’s in-gate where the data of
the containers have to be checked and filed into the computer system or actualized in case of pre-advice.
Trucks then drive to transition points where the containers are loaded or unloaded by internal equipment.
Large container terminals serve some thousand trucks a day. Transition points are located either at

10
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the stack crane or inside the yard in case of straddle carrier operation. The arrival time of the trucks at
the transition points cannot be precisely foreseen, i.e., transport jobs for the internal equipment cannot
be released until the truck arrives at the transition point. Because of the permanently changing traffic
volume, the turnaround time of trucks would fluctuate in various scenarios. The terminal structure is
displayed as figure 3.1.

Figure 3.1: Container Terminal Structure[51]

3.1.2 General factors and KPI’s within the process
The performance of a container terminal and its ability to manage truck turnaround time is influenced
by several key factors. These factors are monitored through specific KPIs that measure operational
efficiency at each stage of the terminal process.

• Quayside Operation KPIs. Ship turnaround time (STAT) reflects the time a vessel spends at the
port, from arrival to departure. STAT is generally considered a crucial factor to characterize port
congestion and port productivity. Gross crane productivity measures the number of containers
moved per hour, which reflects the terminal operation capacity and has a strong relationship with
container dwell time.

• Yard operation KPIs. Container dwell time indicates the average time containers spend in the yard.
Longer container dwell time increases yard congestion and delays container retrieval, negatively
affecting truck turnaround. Yard occupancy also reflects how the yard space utilized. Higher
occupancy rates can slow down container handling operations, increasing both yard rehandling
and truck awaiting times.

• Landside operation KPIs. Truck turnaround time refers to the total time a truck spends within
the terminal from entry to exit. Gate waiting time measures the time trucks spend waiting to
be processed at the terminal gates. Long gate waiting time can indicate inefficiencies in gate
operations or high traffic volumes.

• External factors. Beyond terminal operation indicators, other factors may also influence truck
turnaround time and port operations. Traffic conditions and congestion on roads may cause
delays or synchronized arrivals of trucks, which may pose a challenge to the ability to pick up and
deliver containers. Adverse weather can disrupt both quayside and yard operations, increasing
ship turnaround times and delaying container handling. Severe wind conditions may even cause



3.2. Case study background in the Port of Rotterdam 12

quayside operations to cease or terminal shut down, which will also reflect on ship and truck
turnaround time.

3.2 Case study background in the Port of Rotterdam
The Port of Rotterdam is Europe’s largest seaport and one of the most crucial logistics hubs in the world. It
plays a vital role in facilitating global trade, primarily serving as a gateway for goods entering and exiting
the European continent. In 2023, the port handled approximately 13.4 million TEU (Twenty-foot Equiv-
alent Unit) of container throughput, maintaining its leading position in Europe and around the world[42].

The Maasvlakte, a man-made extension of the Port of Rotterdam, carries the vast majority of container
operations in the Port of Rotterdam today. Its development, divided into two phases-Maasvlakte I and
Maasvlakte II-has played a crucial role in enhancing Rotterdam’s status as Europe’s leading container port.

The Maasvlakte area is home to several container terminals, including ECT Euromax, ECT Delta, APM
Rotterdam, APM Maasvlakte II and Rotterdam World Gateway (RWG). Each terminal has different
handling capacity and level of automation. Figure 3.2 shows the location and the distribution of these
terminals within the Maasvlakte area. All these terminals are connected to the Dutch and European
highway networks through direct access to major motorways such as A15. Additionally, each major
terminal in Maasvlakte has dedicated rail terminals for container transport, but the proportion of
containers transported by rail varies among the terminals. Barges also play a crucial role for container
transport from Maasvlakte to hinterland areas. The development of multimodal transport in ports is
conducive to coping with more complex transportation service requirements and reducing port carbon
emissions, but it also places higher requirements on port operation levels. Maasvlakte’s five container
terminals and three hinterland transport modes reflect the complexity of port operations.

Figure 3.2: Maasvlakte map

As terminals like RWG and APM Maasvlakte II are equiped with advanced automation systems, they
may share shorter turnaround times. The gate operation efficiency also differs in different terminals.
Gate congestion frequently occurs during peak arrival hours, which introduce delays to the subsequent
process. Similarly, the operational efficiency of the inland side of the terminal directly affects the
turnaround time. Therefore, these influencing factors are strongly related to the terminals.

Hinterland connectivity is another critical determinant. The Maasvlakte area’s connection to the
A15 motorway provides essential access for trucks; however, road traffic congestion often disrupts
synchronized arrivals at terminal gates, resulting in uneven demand. Multimodal transport options,
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including rail and barge, also influence turnaround time. Terminals with higher reliance on rail and
barge can reduce pressure on road infrastructure.

Environmental and external factors also introduce additional complexity. Weather conditions, particu-
larly severe wind conditions, frequently disrupt quayside crane operations, thus delaying container
operations. Driven by irregular schedules of deep-sea vessels may create operational peaks and troughs
on sea-side operations. It not only indicates the busyness of port operations, and also displays the peak
load of trucks. Moreover, temporal patterns in daily and weekly truck flow show consistent fluctuations,
with the highest variability observed during the start of the week and business hours.

This section provides a framework for selecting data features for the predictive model, ensuring the
integration of key operational, environmental, and connectivity factors. It bridges theoretical models
with practical realities, offering actionable insights for terminal operators and policymakers to enhance
efficiency. By capturing the interplay between terminal operations, hinterland connectivity, and external
influences, this section underlines the importance of a holistic approach to modeling and optimizing
truck turnaround times in a modern port logistics system.



Chapter 4

Methodology

This chapter aims to define and describe the research trajectory followed in this study, as well as the
potential research methods that may be employed. In order to reduce the complexity of the problem,
the entire prediction problem is divided into several independent but connected tasks.

4.1 Data Collection and Analysis
This section aims at providing a comprehensive overview of the data collection and analysis process.
This process is divided into three main parts: Dataset description, data pre-processing and data analysis.

4.1.1 Dataset Collection and Description
This section provides a detailed description of the datasets utilized in the research for predicting truck
turnaround time at sea terminals. The research collects and employs several datasets to gain more
understanding and contribute to predicting truck turnaround time at sea terminals. The datasets involve
container arrival dataset, vehicle Bluetooth detection dataset, and additional datasets. The datasets are
introduced as below.

• Container arrival dataset. The dataset is provided by Port of Rotterdam and contains all arriving
container records at the five container terminals in the Maasvlakte area in 2017. It reveals several
key data fields of the arrived containers. Table 4.1 shows the key data fields of this data set.

Table 4.1: Container arrival data field description

Key Fields Field meaning
DEEPSEA_ARRIVAL_TIME Container ship arrival time

EQUIPMENT_DISCHARGE_TIME Container unloading time
CONTAINER_TYPE_TYPE_CODE Container type

TERMINAL Container unloading terminal
HINT_EQP_ETA_VISIT Estimated hinterland transit time

VESSEL_NAME Container ship name

• Vehicle Bluetooth detection dataset. Bluetooth stations log the timestamp and identifier of each
vehicle with an active Bluetooth sensor as it passes. This identifier is recorded as a media access
control (MAC) address. Travel time between two Bluetooth stations can be calculated by comparing
these timestamps. In this study, the Bluetooth data are sourced from the Port of Rotterdam’s
Bluetooth service, but it do not provide information about vehicle type. This Bluetooth data set is
measured in days and contains all Bluetooth detection information on the roads surrounding the
Rotterdam port area for 365 days in 2017. The daily data set contains approximately 4 million
detection records. Each sensor records the passage of vehicles, the MAC Address of the vehicle,
along with the time stamp and the latitude and longitude of the sensor. This dataset is instrumental
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in understanding vehicular movement patterns, traffic density, and congestion levels around the
port terminals. Vehicle turnaround time is also calculated based on the timestamp in this dataset.
Table 4.2 shows the key data fields of this data set.

Table 4.2: Vehicle Bluetooth data description

Key Fields Field meaning
LAT Latitude of the sensor

LONG Longitude of the sensor
LOCATION_ID Sensor ID
MACADDRESS Unique ID of vehicles
PASSAGETIME Vehicle passing time

• Wind condition dataset. Provided by the Port of Rotterdam Authority, this data set describes the
wind speed conditions every ten minutes around the Maasvlakte area in 2017. The data fields
include factors such as wind level, maximum wind gust speed and wind direction.

The data spans from January 1, 2017, to December 31, 2017. Since these datasets are collected
independently and are only linked by their time stamps, pre-processing is required to transform them
into a format suitable for model input.

4.1.2 Data Pre-processing
The following steps outline the pre-processing procedure:

1. Identification of Influencing Factors: The first step involves identifying the key factors that will
serve as inputs to the prediction model. These include variables such as traffic flow, terminal
operation intensity, and weather conditions. This step is comprehensively defined by the data sets
available for this study as well as container transport chain demarcation conducted previously.

2. Processing of Bluetooth Data: The next step is to map the sensors in the Bluetooth dataset to
visualize their locations and determine which sensors are relevant to the port and surrounding
areas. Once the relevant sensors are identified, the data is filtered to retain only those records
associated with these sensors. The filtered data is then used to estimate traffic flow in the road
network and calculate the estimated operation time of vehicles within the port area. To remove
noise from the dataset, duplicate and irrelevant data are discarded, and records showing vehicle
operation times outside the typical range of 1 to 4 hours are excluded.

3. Incorporation of Additional Data Sources: Weather data and port operation data are collected
from external sources such as KNMI and the Port of Rotterdam. These datasets are aligned with
the Bluetooth and container arrival data based on time stamps, so as to ensure that all data points
are synchronized.

4. Employ descriptive and exploratory data analysis on all these datasets. Using histograms, bar
or box charts to visualize the distribution and observe basic statistics such as means, medians,
and standard deviations. Based on the trends observed, the relationships within one variable
and between different variables would be explored to identify which factors are most strongly
associated with truck turnaround times.

5. Necessary new features are extracted from the existing data through feature engineering. For
instance, from the container arrival dataset, we might derive features such as the number
of container arrivals per hour or the average loading/unloading time. These new variables
help capture the operational dynamics more accurately and improve the prediction model’s
performance.

4.2 Prediction Model Development
The prediction model development phase is the core component of this research. Given the sequential
nature of the data involved, we elaborate on the choice of employing time series-based prediction
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methods for forecasting truck turnaround times at sea terminals. Additionally, we discuss the reason
behind selecting Long Short-Term Memory (LSTM) networks as the primary modeling technique.

4.2.1 Introduction to LSTM Model
The choice of LSTM is driven by the need to model complex sequential relationships between variables.
As a type of recurrent neural network (RNN), LSTM was firstly introduced by Hochreiter and Schmid-
huber, as a solution to the vanishing gradient problem commonly encountered in traditional RNNs[26].

The primary advantage of LSTMs lies in their unique architecture designed to balance complexity and
performance. The introduced memory cells, input gates, output gates, and forget gates allow LSTMs to
selectively retain or discard information over long sequences[24]. The core of a LSTM model consists of
one or more LSTM layers. Each LSTM layer is configured with a specific number of memory units (cells)
that control the flow of information through the network, enabling the model to maintain a memory of
past events and use it to make accurate predictions. The inner structure of one cell is displayed in figure
4.1. In a typical LSTM neuron, it includes n cells where n equals to the time length of the long-term
memory. The information from the preceding cell will be transmitted to the next cell. With the help of
gate units, the necessary information can be retained for a long time.

As shown in fig 4.1, at time step 𝑡, the cell involves three inputs, three gate units and two outputs. Two
of the inputs comes from the unit of previous time step, namely the cell state 𝐶𝑡−1 and hidden state ℎ𝑡−1.
Another input is the current system variable vector 𝑥𝑡 . The outputs of the cell are the updated cell state
𝐶𝑡 and the hidden state ℎ𝑡 , which are passed to the next time step.

Figure 4.1: Typical repeating module in an LSTM[19]

Three gates are structured within a unit. The forget gate determines which information from the
previous cell state 𝐶𝑡−1 should be discarded. It is represented mathematically as:

𝑓𝑡 = 𝜎 𝑓 (𝑊𝑓 · [ℎ𝑡−1 , 𝑥𝑡] + 𝑏 𝑓 ), (4.1)

where 𝜎 𝑓 is the sigmoid activation function, 𝑊𝑓 is the weight matrix, 𝑏 𝑓 is the bias vector, and [ℎ𝑡−1 , 𝑥𝑡]
represents the concatenation of the hidden state and input vector. The forget gate outputs a value
𝑓𝑡 ∈ [0, 1], where values close to 1 retain information and values close to 0 discard information.

The input gate controls which new information should be added to the cell state. This process involves
two steps:
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1. A candidate cell state �̃�𝑡 is generated using the hyperbolic tangent function:

�̃�𝑡 = tanh(𝑊𝑐 · [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑐). (4.2)

2. The sigmoid activation function determines how much of this candidate state to incorporate:

𝑖𝑡 = 𝜎𝑖(𝑊𝑖 · [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑖). (4.3)

The updated cell state is computed by combining the outputs of the forget and input gates:

𝐶𝑡 = 𝑓𝑡 ⊗ 𝐶𝑡−1 ⊕ 𝑖𝑡 ⊗ 𝑒𝑡 , (4.4)

where ⊗ denotes element-wise multiplication, ⊕ denotes direct sum operation.

The output gate determines what part of the cell state 𝐶𝑡 should be output as the hidden state ℎ𝑡 and
convert to next cell:

𝑜𝑡 = 𝜎𝑜(𝑊𝑜 · [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑜). (4.5)

The hidden state is calculated as:
ℎ𝑡 = 𝑜𝑡 ⊗ tanh(𝐶𝑡). (4.6)

Finally, the weights and biases will be updated through back propagation for minimizing the loss
function. In this study, the loss function is determined by the prediction of the state, which could be
written as:

Loss(�̂�𝑇+1 − 𝑥𝑇+1) = Loss(ℎ𝑇 − 𝑥𝑇+1) (4.7)

According to Cui and so on, a multi-layer architecture can capture inner layers and latent variables,
which can effectively enhance the power of neural networks[19]. In this study, different structures of
LSTM models would be adopted to predict truck turnaround time.

Truck turnaround time prediction inherently involves analyzing sequential data, where past observations
play a crucial role in forecasting future outcomes. Time series analysis provides a framework to capture
temporal dependencies and patterns within the data. Among various time series modeling approaches,
LSTM networks offer distinct advantages that align well with the characteristics of the dataset and the
complexity of the prediction task. Moreover, LSTM networks are well-suited for handling variable-length
input sequences, making them adaptable to the diverse temporal resolutions present in the dataset.
This flexibility is essential for accommodating the irregularities and fluctuations inherent in real-world
transportation data, where the timing and frequency of events may vary widely.

4.2.2 Model Development
In this research, a stacked-LSTM model is developed to predict the turnaround time. Existing studies
have proved that a more complicated LSTM architecture is more probably able to build the representa-
tions of sequential data [30]. The stacked-LSTM model features a multi-layer architecture, allowing it to
process sequential data hierarchically, capture both short-term and long-term dependencies, and build
richer representations. In a stacked multi-layer LSTM architecture, the hidden layer’s output serves
as the input to the next layer in the sequence. This architecture allows for embedding multiple LSTM
components to capture richer hidden features in the data.

The stacked LSTM model in this study employs a multi-layered architecture designed to effectively
process and analyze complex sequential data, as illustrated in fig 4.2. The model integrates multiple
LSTM components to capture both short-term and long-term temporal dependencies while extracting
rich features from two primary data sources: container-related information and road traffic data. These
two data streams are first processed independently through separate LSTM layers, allowing the model
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to focus on the unique characteristics and temporal patterns of each source.

The output from these initial LSTM layers is then combined and passed to a shared LSTM layer, where
the model integrates the extracted features to understand the interdependencies between container
operations and road traffic conditions. This consolidated information is further processed through a
dense layer, which reduces dimensionality and refines the feature representation, before being fed into
the output layer to generate predictions of truck turnaround time. By isolating and then integrating
data from these two sources, the architecture ensures a comprehensive representation of the factors
influencing turnaround time. The hierarchical design of stacked LSTM layers enhances its ability
to capture intricate temporal relationships and dependencies, enabling more accurate and robust
predictions. Furthermore, this design is scalable and can accommodate additional data sources or
layers, offering flexibility for future applications in container terminal operations.

Figure 4.2: Architecture of stacked-LSTM model

The input variables of the model and related data-preprocessing expressions are formulated below.

In this research, the prediction value of truck turnaround time at time step 𝑡 is expressed as �̂�𝑡 ,
𝑡 ∈ {1, . . . , 𝑁}, where N is the number of time series sample size. For the predicted truck turnaround
time at 𝑚 time periods ahead, it is denoted by �̂�𝑡+𝑚 . Additionally, the following notations are defined as
model inputs.

• Truck Arrival Flow (𝜆𝑡): The number of container trucks arriving at the port during time step 𝑡.
This represents the truck arrival flow.

• Lagged Average Turnaround Time (𝑇𝑡−𝑖): The average truck turnaround time at 𝑡 − 𝑖 time steps,
as the model aims at predicting in advance.

• Wind Components (𝑤𝑥 and 𝑤𝑦): The two-dimensional components of wind speed, 𝑤𝑥 and 𝑤𝑦 ,
representing the wind’s horizontal and vertical force directions at time step 𝑡.

• Container Arrival Volumes at Terminals (𝐴𝑖 ,𝑡): The number of containers arriving at terminal 𝑖
during time step 𝑡. For example:

– 𝐴APMII,𝑡 : Container arrivals at APMII terminal.
– 𝐴APMRTM,𝑡 : Container arrivals at APMRTM terminal.
– 𝐴ECTDELTA,𝑡 : Container arrivals at ECT DELTA terminal.

In addition to the above features obtained from the data sets, periodicity parameters are also introduced.
𝑇𝑑,𝑡 is a vector representing the weekday of time step 𝑡, and 𝑇ℎ,𝑡 represents the hour of day of time step 𝑡.
The temporal features are transformed using sine and cosine functions. This transformation generates
periodic variables and avoids discontinuities introduced by the cyclical nature of time.

Day of the Week (𝑇𝑑,𝑡) Assuming a week consists of 7 days (from Monday to Sunday), the day
𝑑 ∈ {0, 1, . . . , 6} at time step 𝑡 is transformed into periodic variables as follows:

𝑇𝑑,𝑡 =


sin

(
2𝜋·𝑑

7

)
cos

(
2𝜋·𝑑

7

) . (4.8)
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Hour of the Day (𝑇ℎ,𝑡) Assuming a day consists of 24 hours (from 0 to 23), the hour ℎ ∈ {0, 1, . . . , 23}
at time step 𝑡 is transformed into periodic variables as follows:

𝑇ℎ,𝑡 =


sin

(
2𝜋·ℎ
24

)
cos

(
2𝜋·ℎ
24

) . (4.9)

Before training the model, some data pre-processing techniques are implemented in order to improve
data quality and prediction accuracy. Specifically, two key steps are performed:

1. Outlier Removal: A significant portion of errors in container truck turnaround time data arises due to
low sample sizes during certain time periods. Outlier predictions are handled through quantile clipping,
where predictions falling outside a certain percentile range are adjusted or removed to improve the
model’s general accuracy. To address this, we first identify and clean these low-sample-size outlier
periods, ensuring that the resulting dataset better represents the actual trends and patterns.

2. Masking Invalid Time Steps: After removing outliers, the cleaned data is combined with the original
missing time steps to create a comprehensive mask. This mask is represented mathematically as follows:

Let X ∈ R𝑇×𝐹 denote the input time series data, where 𝑇 is the total number of time steps and 𝐹 is the
number of features. Define a binary mask M ∈ {0, 1}𝑇×1 such that:

𝑀𝑡 =

{
1, if time step 𝑡 is valid
0, if time step 𝑡 is invalid (missing or removed as an outlier)

(4.10)

During training, the mask M is applied to the input sequence X such that the model only processes
valid time steps. This is achieved using a masking layer in the architecture:

X̃𝑡 = M𝑡 · X𝑡 (4.11)

where X̃𝑡 is the effective input at time step 𝑡, and invalid time steps (𝑀𝑡 = 0) are ignored.

3. Time-series forecasting models like LSTM can produce predictions that may fluctuate due to minor
noise in the data, especially when dealing with complex operational environments like port terminals.
In an LSTM-based prediction problem, the presence of missing or null values in the input time series
poses a significant challenge, as the model cannot process null values during training. Simply imputing
missing values with predefined values, such as zeroes, the mean of historical observations, or the last
observed value, introduces bias into the model inputs. This bias can lead to inaccurate parameter
estimation during the training process, ultimately affecting the model’s predictive performance[11]. To
address this, data quality improving techniques are applied to reduce these fluctuations and produce
more stable predictions.

After resampling the data set into a data form characterized by time steps and preprocessing it, the
finalized data are split into training data and test data. The first 80% of the data are used for model
training and the remaining are used for test and validating. Different sequence lengths are applied to
strike a balance between forecast accuracy, data availability and practical significance.

To standardize the input data, a min-max scaling technique is applied in order to prevent features with
larger magnitudes from dominating the learning process and to accelerate model convergence during
training. For a given feature 𝑥𝑡 at time step 𝑡, the scaling is performed as follows:

𝑥scaled
𝑡 =

𝑥𝑡 − 𝑥min
𝑥max − 𝑥min

(4.12)

where 𝑥min and 𝑥max are the minimum and maximum values of the feature 𝑥𝑡 in the dataset. The same
scale is applied to both train and test set.
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4.2.3 Hyperparameter Selection
The stacked-LSTM model has many hyperparameters that significantly affect its performance. The
parameters can be determined through testing and evaluation to achieve optimal performance on domain-
specific problems. These hyperparameters can be categorized into two groups: model architecture
hyperparameters and train process hyperparameters.

• Model Architecture Hyperparameters

– Number of LSTM layers:Controls the depth of the network. Deeper networks may capture
more complex patterns but also increase the risk of overfitting or vanishing gradients.

– Number of neurons per layer: There are multiple neurons within each layer of LSTM. It
determines the model’s capacity to learn features. Large numbers of neurons can describe
one input unit in more perspectives, allowing for capturing more patterns but require more
computational resources.

– Dropout rate: Dropout randomly selects a subset of neurons to be deactivated under preset
probability conditions. The set of dropout rate encourages the activate neurons to adapt
more independently and less cohesively to the data, reducing the risk of overfitting[25].

– Input time steps: It Defines the historical time steps used for prediction. Longer sequences
capture more long-term dependencies but may introduce noise.

– Activate function: Standard tanh and sigmoid functions are used as default activate functions,
as they are effective in handling non-linear temporal patterns in LSTMs.

– Loss function and optimizer: A loss function measures the difference between the predicted
output of a model and the actual target values, while an optimizer updates the model’s
parameters to minimize the loss function. Different loss functions and optimizers behave
differentially in various scenarios and problems.

• Training Process Hyperparameters

– Batch size: It refers to the number of training samples processed before the model updates
its parameters during one iteration. A small batch size allows the model to update more
frequently, leading to faster but noisier convergence, which can help escape local minima but
may cause instability. A large batch size results in smoother and more stable updates but
requires more memory and may converge more slowly.

– Learning rate: It controls how much the model needs to change in response to the estimated
error for each time when the model’s weights are updated. A high learning rate may cause
the model to diverge, while a learning rate that is too low can result in slow convergence.

– Epochs: An epoch could be described as an entire training cycle of the model. The number of
epochs refers to the number of iterations that updating the model’s parameters. Theoretically,
more epochs can increase the fitting level and improve the model accuracy, but there is
generally an upper limit on accuracy in the actual training process. Hence, early stopping is
applied if the validation loss does not improve within 10 consecutive epochs.

In the model construction of this study, some parameters were selected as the benchmark that are
generally considered to be better solutions by academic circles, while the optimal values of other
parameters were obtained through repeated trials. The test process and results will be explained later.

4.2.4 Model Evaluation and Validation
Model Evaluation

To evaluate the prediction performance of the developed LSTM model, commonly used regression
evaluation metrics are employed. These metrics provide quantitative assessments of the model’s
accuracy and consistency in predicting truck turnaround time. In this study, the primary evaluation
metrics include Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and the Coefficient of
Determination (𝑅2). These metrics are chosen for their effectiveness in capturing different aspects of
model accuracy.
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• Root Mean Square Error (RMSE): RMSE measures the square root of the average squared
differences between predicted and actual values. It is particularly sensitive to large prediction
errors, making it suitable for identifying models with significant outliers.

RMSE =

√√√
1
𝑁

𝑁∑
𝑡=1

(�̂�𝑡 − 𝑦𝑡)2 (4.13)

• Mean Absolute Error (MAE): MAE computes the average absolute differences between predicted
and actual values. It provides an intuitive measure of average error without giving extra weight to
large deviations.

MAE =
1
𝑁

𝑁∑
𝑡=1

| �̂�𝑡 − 𝑦𝑡 | (4.14)

• Coefficient of Determination (𝑅2): 𝑅2 quantifies the proportion of variance in the actual data
explained by the model. It ranges from 0 to 1, with values closer to 1 indicating better model fit.

𝑅2 = 1 −
∑𝑁

𝑡=1 (�̂�𝑡 − 𝑦𝑡)2∑𝑁
𝑡=1 (𝑦𝑡 − �̄�)2

(4.15)

where �̄� is the mean of actual values.

These metrics are applied to evaluate different model architectures, hyperparameter settings, and
comparative baseline methods such as linear regression, random forest, and simple LSTM models. The
evaluation results provide a basis for selecting the best-performing model for prediction.

Model Validation

To ensure the reliability and generalizability of the developed model, a 𝑘-fold cross-validation strategy
is employed [10]. Cross-validation is a robust validation method that divides the dataset into 𝑘 mutually
exclusive subsets (folds) of approximately equal size. The model is trained and tested 𝑘 times, each time
using one fold as the test set and the remaining 𝑘 − 1 folds as the training set.

The process for 𝑘-fold cross-validation can be described as follows:

1. The dataset is randomly partitioned into 𝑘 subsets of equal size.
2. For each iteration, one subset is used as the test set, and the remaining 𝑘 − 1 subsets are combined

to form the training set.
3. The model is trained on the training set and evaluated on the test set using the chosen evaluation

metrics (RMSE, MAE, 𝑅2).
4. This process is repeated 𝑘 times, with each subset serving as the test set exactly once.
5. The final evaluation metrics are computed as the average of the metrics across all 𝑘 iterations.

For this study, a 5-fold cross-validation is applied to balance computational efficiency and statistical
reliability. This method ensures that the model’s performance is not overly dependent on any specific
train-test split and minimizes the risk of overfitting.



Chapter 5

Data Analysis

This chapter aims to explain the sources, characteristics, and data processing methods of the data sets
used in this study, and to conduct statistical descriptive analysis and exploratory data analysis on data
sets such as truck turnaround time.

5.1 Data Pre-processing
The obtained data sets contain a large number of missing and misaligned values, and their original
format is not directly suitable for analyzing parameters related to port truck turnaround time. Therefore,
a lot of preprocessing work is required on these data sets.

5.1.1 Bluetooth-based Road Traffic Data Processing
Since 2010, the Port of Rotterdam has begun to deploy Bluetooth detectors on the port area and
surrounding roads to monitor the road traffic conditions in the port area. Specifically, Bluetooth data
around the port area is used to determine the driving time of vehicles on the road, or to extract movement
data and driving time of specific freight flows from the measurements.

Bluetooth is a communication technique based on electromagnetic waves. It is used to establish
connection between devices in order to send data back and forth. In order to distinguish which device is
being communicated with, each Bluetooth has a unique identity which is called Media Access Control
(MAC) address. By placing Bluetooth detection devices along the road, vehicles with Bluetooth enabled
could be detected. The disadvantage of this technology is that it cannot match Bluetooth devices with
vehicles. Bluetooth devices are not completely popular in vehicles, and the ability to detect vehicles
equipped with on-board Bluetooth devices depends on the combination of on-board devices and
detection antennas[54]. When dealing with Bluetooth devices in road traffic, a critical issue is the
detection rate, or penetration. This indicator represents the ratio of vehicles that can be detected by
Bluetooth detectors to the total traffic amount, and should be as high as possible so that the collected
data can be considered reliable. Margreiter et al. [33] studied the Bluetooth detection rates from 2010 to
2016 and found that the detection rate was of about 25%.

According to a 2011 pilot study by the Port of Rotterdam and MAPtm, Bluetooth technology is generally
effective for traffic monitoring. Research shows that travel time measured using Bluetooth technology
has similar trends compared to traditional license plate recognition (LPR) systems, and shows higher
accuracy on road sections with heavy traffic volumes. However, since the penetration rate of Bluetooth
signals is approximately between 40% and 50%, especially when traffic density is low, the coverage and
reliability of Bluetooth data will decrease [54].
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In addition, the study found that at specific locations, such as truck terminal entrances, the Bluetooth
system had a significantly higher detection rate for heavy vehicles than light vehicles, reaching
approximately 75 percent. This high penetration rate shows that Bluetooth technology has high
applicability in areas with large freight vehicle traffic, especially in areas around container terminals.

5.1.2 Identification of Vehicle Trips and Categories
In our data, some Bluetooth sensors, mapped to specific locations, provide insights into vehicle routes,
travel times, and the turnaround times associated with entering and exiting port terminals. A pair
of Bluetooth sensors along the A15 route to Port of Rotterdam area are found to cluster travel time
observations and thus identify the corresponding vehicle category. Other sensors, deployed within the
Maasvlakte area, can track the sequence of vehicle passes.

Figure 5.1: Utilized sensor locations and truck routes

Fig 5.1 displays the distribution of selected sensors and corresponding vehicle routes. Before identifying
truck tours from the Bluetooth data, we need to extract vehicle categories from the dataset. The flow
chart presented in fig 5.2 illustrates the steps for extracting truck-specific data.

For a given time period and specific Bluetooth sensors, we eliminate outliers from Bluetooth observations
based on the driving behavior of different types of vehicles. Then, the filtered Bluetooth observations
are clustered into two representative groups to analyze the driving behavior of these vehicles. The
selected A15 route is about 10 km long. Therefore, after calculating the travel time, we delineated a
reasonable travel time range based on the speed limit of Dutch highways. Observations exceeding this
travel time range are excluded to avoid the impact of missing observations or longer travel times caused
by congestion.
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Figure 5.2: Identifying trucks from Bluetooth observations

After clustering vehicle observations, we categorized the driving behaviors based on the speed limit for
trucks on Dutch highways. Vehicles meeting these conditions were then labeled as "likely to be trucks".
Selecting January 2017 as the time period, with the timestamp of entry into the route as the horizontal
axis and the travel time as the vertical axis, the observed distribution of data points is shown in Fig 5.3.

Figure 5.3: Trip duration time observations

The majority of the observations appear to cluster around a narrow range of trip durations between
about 7 to 8 minutes. For the chosen route, the presence of a clear boundary between the clusters
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centered around 6 and 7 minutes suggests distinct driving behaviors or vehicle types. Fig 5.4 presents
the clustered results of Bluetooth observations after excluding outliers from the data. The slower group
of vehicles is marked red. As the regulatory speed limit for trucks and some other types of vehicles in
the Netherlands is 80 km/h, these observations generally meet the speed limit requirements. This can
also explain the cause of the cluster boundary.

Figure 5.4: Clustered trip duration time observations

The identified clusters of slower vehicles account for approximately 75% of all vehicles. Considering the
speed limits of different types of vehicles, the penetration rate of Bluetooth devices, and other factors,
these vehicles cannot be completely labeled as trucks, pending subsequent verification. Therefore, these
data points are labeled "likely to be trucks". For each MAC address, if more than 90% of its trips are
marked as such, it is initially classified as a truck.

5.1.3 Identification of Truck Trips within Port Area
As the Maasvlakte area hosts five major container terminals, understanding the movement of container
trucks within this area is essential and crucial. This section describes the methodology for identifying
truck trips and extracting travel routes, destinations, and turnaround times of truck trips. As displayed
in fig 5.1, the Maasvlakte area’s sensors are positioned at entry points, terminal access roads, and within
key road segments, which provides opportunities to track container trucks’ movement across the five
terminals.

A vehicle trip within the Maasvlakte area can be defined as the journey a truck undertakes from
its entry into the area, through terminals, and until its exit. Each terminal, within its unique entry
route, represents a potential destination within a tour. By investigating the traffic network within the
Maasvlakte area through Google Maps and geographic information, specific routes to each container
terminal are delineated with corresponding Bluetooth sensors placed along the routes. Sensor ID
1580329 is located at the entry to the Maasvlakte area. As a result, a pair of records of a vehicle being
detected twice within a specific time period by sensor 1580329 is considered as the entry and exit
time stamp. Other sensors reveal the routes taken by vehicles after entering the port area. Based on
Google Maps and satellite images, the locations of these sensors can be identified along key paths to
various terminals. Table 5.1 displays the correspondence between each sensor and the respective terminal.

Building upon the historical analysis of vehicle trip times and the identification of valid trips, the



5.1. Data Pre-processing 26

Table 5.1: Sensor and Terminal Mapping

Sensor Terminal
298 APMII
299 RWG

110001 ECT_EUROMAX
1580336 APMRTM

If only 1580329 but no other sensors ECTDELTA

process for defining vehicle tours within the Maasvlakte area relies on detecting consistent entry and
exit behavior for each vehicle.Considering the possibility of missing Bluetooth detection records and
their impact on subsequent data, an effective trip detection step needs to be added. A single trip is
considered valid only if it lasts more than 20 minutes and occurs within the same day, or if it spans
multiple days but is within four hours. Among the identified trips, based on information provided by
sources such as the Port of Rotterdam, the turnaround time for truck trips is generally less than four
hours. Therefore, trips lasting less than four hours are labeled as "likely to be a truck".

Figure 5.5: Weighted Frequency Distribution of Truck Trip Proportion by Vehicle

After the trip detection and classification process described earlier, each vehicle’s trips are divided into
two categories: a certain proportion is labeled as "truck" trips, while the remaining trips are labeled
as "others." This plot shows the weighted frequency distribution of the proportion of trips labeled as
"truck" for each vehicle. Each vehicle’s weight in the distribution is determined by its total number of
trips, giving more weight to vehicles with a higher trip count. Fig 5.5 shows the weighted frequency
distribution of truck trip proportion. As the frequency of truck trips gradually increases after the 70%
quantile value, we initially label vehicles with over 70% truck trips as "trucks".

According to Wĳbenga et al. [54], the penetration rate of Bluetooth vehicles in port areas is no more
than 75%. Since there are other facilities in the port area besides container terminals, and the same road
speed limits apply to other types of vehicles other than container trucks, we are not able to capture
precise road traffic flows, container truck flows and turnaround times. As a result, in order to improve
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the authenticity of the turnaround time prediction input, we use double verification methods. Only
vehicles that are identified as trucks in both identification methods will be labeled as trucks in the final
processed data set. Finally, based on the vehicles identified to be trucks according to their trip duration
time on the A15 route, 85% of the vehicles were further confirmed to be trucks. These identified trucks
carries 64% of the trips within the port area.

5.1.4 Container Arrival Flow Processing
The process of container arrival flow analysis act as the main step for capturing and analyzing port
operation conditions. This section describes the procedure to prepare and process the container arrival
data to ensure the consistency, accuracy, and temporal alignment across datasets.

To begin, the raw container arrival data is filtered to address any inconsistencies in format and alignment.
Due to the nature of data collection at multiple points across the port, initial observations show a variety
of time zones, formats, and missing entries. We first convert all timestamps to a standard time zone
(CET) and ensure that each record includes consistent date and time formats. Entries with missing
values on key fields are also removed for data integrity in subsequent analysis. Among all 1,299,859
container unloading records, only a few dozen contain missing values on key fields, so removing them
would have minimal impact on final results.

Following the cleaning and filtering process, the left container arrivals are resampled into fixed time
intervals of each hour in order to generate a normalized time series. The time series is measured in
hours and is divided according to the terminal where the container arrives and the corresponding
hinterland transportation mode.

Fig 5.6 presents the results of aggregated container flow and visualizes the arrival of vessels at various
terminals over a one-month period, with each data point representing a vessel arrival. The horizontal
axis denotes the time of arrival, while the vertical axis specifies the terminal where each vessel arrived.
The size of each scatter point corresponds to the container count associated with the respective vessel,
with larger circles indicating vessels carrying more containers. By visualizing the aggregated container
flow, we can observe the obvious operational differences of different terminals and pave the way for
model input.

Figure 5.6: Vessel Arrivals by Terminal and Container Volume
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5.1.5 Wind Data Processing
To utilize this dataset effectively in analyzing the impact of environmental conditions on port operations,
it is necessary to inspect the dataset for misalignments and missing values. Due to the sensor downtime
which is common in high-frequency environmental data, there are many missing values in the three key
fields of wind speed, instantaneous gust and wind direction, and the absence of these fields will also
lead to misalignment of the data set.

For the 10 minutes time interval in the time series, a moving average imputation technique is applied.
Specifically, the mean wind speed and direction over a 60-minute window centered on each missing
entry is calculated. For larger data gaps, where a moving average may not provide reliable estimates, we
use forward-filling based on the last available valid value. This method is only applied to gaps that do
not exceed one hour, as extending beyond this time frame would risk introducing unrealistic continuity
in dynamic weather conditions.

While the wind speed along with wind direction (in degree) is not an ideal model input, convert wind
conditions to wind vectors would helps to explain the model. In the wind direction, 360° and 0° should
approach each other and wrap smoothly. If the wind isn’t blowing, the direction doesn’t matter. As a
result, Wind speed and direction are converted into 𝑢 (east-west) and 𝑣 (north-south) vector components
using the following formulas:

𝑢 = −wind speed × sin(wind direction)
𝑣 = −wind speed × cos(wind direction)

In these equations, wind direction is represented in degrees, with 0° indicating wind blowing from the
north, 90° from the east, and so forth in a clockwise direction. By converting wind conditions into 𝑢
and 𝑣 components, we enable straightforward integration into models that require vector inputs and
facilitate the calculation of resultant wind effects in specific directions relevant to port activities.
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Figure 5.7: Comparison of Wind format

Fig 5.7 shows the results before and after wind vectorization processing. The wind vectors are primarily
concentrated near the center of the plot, while points farther from the center represents higher wind
speeds. This vectorization approach provides a more intuitive view of wind distribution across different
directions, helping to reveal potential impacts of wind from various orientations. After vectorization,
wind data shows a clearer directional distribution, and the format is better suited for integration into
further modeling. This enables models to more effectively capture changes in wind speed and directions,
and their potential impacts on port operations.

5.2 Truck Behavior Analysis
In this section, we conduct an in-depth analysis of the processed data to uncover patterns and insights
relevant to port operations and truck turnaround times. Identifying and analyzing the distribution
characteristics of the data can help us make more targeted adjustments to the model input. In addition,
the data periodicity revealed by distribution characteristics can help us better capture underlying
temporal patterns, especially when dealing with indicators with obvious periodic fluctuations (such as
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turnaround time or traffic fluctuations). This type of periodic information helps the model perform
better in Effectively capture cyclical changes in data when forecasting.

Fig 5.8 illustrate the distribution of turnaround times, one representing all vehicles and the other
specifically focusing on identified trucks. The x-axis stands for turnaround time length, while the
y-axis coordinate is the frequency of occurrence. The distribution of turnaround times for all vehicles
in the first figure displays a bimodal pattern. The first peak occurs between 1 and 2 hours, and the
turnaround time for most vehicle trips are distributed around this peak. The secondary peak, around
8-10 hours, likely represents non-container vehicles involved in different types of operations within the
port, especially vehicles that regularly enter and exit the port area during working hours. In contrast, the
distribution of turnaround time for identified trucks (second figure) shows a unimodal and positively
skewed distribution. Similar to the first peak in the first figure but with a lower frequency, the majority
of turnaround times are clustering between 1 and 2 hours. This concentration suggests that, under
normal operating conditions, most container trucks can complete their tasks within this time period.
The observed distribution features and differences demonstrate the effectiveness of the proposed truck
identification method.

Figure 5.8: Comparison of Turnaround Time Distributions
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Fig 5.10 displays the monthly distribution of truck flow into various terminals. Fig 5.9 shows the
hourly truck flow difference in a day. The results indicate that different terminals exhibit distinct traffic
patterns over time. Among the five terminals, ECT DELTA has the highest traffic volume, with the most
noticeable fluctuations. Truck flow at each terminal shows clear daily periodicity, while remaining
generally stable throughout the year. Only ECT DELTA and APMRTM experience significant demand
changes in October, which may reflect infrastructure maintenance at the port.

Figure 5.9: Input Truck Flow into Different Terminals by Hour

Figure 5.10: Input Truck Flow into Different Terminals Each Month
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Figure 5.11: Daily Truck Flow to Each Terminal

Fig 5.11 displays daily truck traffic to each terminal over a month. There is a clear recurring weekly
pattern, where traffic peaks at the beginning of each week (around Monday or Tuesday) and then
gradually declines towards the weekend, reaching a minimum typically on Sundays. Evidence from the
figures displayed above proves the apparent periodicity in port operations and truck traffic. Therefore,
we also perform a periodic analysis of truck turnaround times.

Figure 5.12: Frequency Domain of Truck Turnaround Time in Terminal ECTDELTA

To further investigate the periodicity in truck turnaround times, a frequency domain analysis was
conducted using the Fourier Transform. The Fourier Transform is a mathematical technique that decom-
poses a time series into its constituent frequencies, allowing us to observe periodic components within the
data. By converting time-domain data (turnaround times over time) into the frequency domain, we can
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identify dominant cycles that may reflect operational rhythms or systematic delays in the port’s workflow.

In this frequency domain analysis, shown in Fig 5.12, the x-axis represents the period in hours, while the
y-axis shows the amplitude of each periodic component. Peaks in amplitude indicate strong periodic
components in the turnaround time data. The two peaks appear at 23.97 and 166.76 hours, indicating
that truck turnaround time has strong periodic characteristics on daily and weekly basis. This periodic
analysis not only confirms the presence of the previous figures, but also revealed that time signals can
be transformed into "periods of a day" or "periods of a week" for interpretation to improve prediction
accuracy.



Chapter 6

Model Training and Results

Building on the processed and analyzed datasets from previous sections, we aim to utilize the temporal
features and operational patterns identified to develop a holistic forecasting model. Based on the
methodology and model architecture defined in the previous sections, this chapter elaborates on
the training process of the proposed LSTM model and presents the prediction results. To evaluate
the performance of the model’s predictions, results obtained from different forecasting methods are
compared. On this basis, a sensitivity analysis of the input factors is discussed.

6.1 Model Preparation and Training
The developed LSTM model has many variables and model parameters. The training performance
of the neural network model is influenced by both the input data and the network structure. In this
section, we describe the methods used to improve the quality of input data and determine the optimal
parameters of the LSTM network through experiments.

6.1.1 Data Cleaning and Imputation
The selection of valid input data plays a crucial role in enhancing model performance, particularly in the
context of time-series forecasting using LSTM. In this study, outliers in the truck turnaround time data
were identified and removed based on domain-specific knowledge obtained through expert interviews
with professionals from the Port of Rotterdam.

Given the limitations of Bluetooth-based trip identification methods and data quality constraints, certain
low-frequency periods with turnaround times outside the predefined range were considered invalid.
The acceptable range for truck turnaround time was determined to be between 1 and 2.5 hours. Statistical
analysis revealed that more than 95% of the time intervals with average turnaround times outside
this range contained only a single recorded truck trip. According to expert insights, such occurrences
are considered operationally implausible due to the nature of port operations. Consequently, these
low-frequency intervals were labeled as invalid and excluded from the dataset.

The original dataset spanned from January 2, 2017, to December 15, 2017, comprising a total of 8,338
time intervals. Each time period is one hour apart. Among these, 627 intervals had no recorded truck
trips, resulting in undefined turnaround times. Additionally, 428 intervals were identified as invalid
based on the above-mentioned criteria, leaving 7,283 valid intervals for further analysis.

Given the sequential nature of LSTM-based models and the dependencies inherent in time-series
data, removing invalid intervals directly would disrupt the temporal continuity of the input features.
Therefore, after filtering out invalid intervals, the remaining missing values are filled using interpolation
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techniques. This step is essential to maintain data integrity and ensure that the model received a
consistent input sequence, which is crucial for improving prediction performance.

To address missing values after outlier removal, various interpolation methods were evaluated to deter-
mine their impact on model performance. The effects of these interpolation methods were compared
based on the most basic LSTM neural network. The methods considered include mean imputation,
linear interpolation, K-Nearest Neighbors (KNN) interpolation, and Multiple Imputation by Chained
Equations (MICE).

• Mean Imputation: Replaces missing values with the mean or a specific quantile value of the
observed data.

• Linear Interpolation: Estimates missing values by linearly connecting the preceding and succeeding
observations.

• K-Nearest Neighbors (KNN) Interpolation: Predicts missing values by averaging or weighting the
values of the nearest neighbors based on a distance metric, capturing patterns from similar data
points.

• Multiple Imputation by Chained Equations (MICE): Generates multiple imputations for missing
data using iterative regressions, accounting for variability and potential relationships among
variables.

For fixed value imputation, two scenarios were tested: filling missing values with 0 values and the
5th percentile of the truck turnaround time distribution. The evaluation was conducted using three
performance metrics: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and the coefficient
of determination (𝑅2-score). Table 6.1 summarizes the interpolation experiment results, highlighting
the performance differences among the tested methods.

Table 6.1: Performance Comparison of Interpolation Methods

Interpolation Method RMSE MAE 𝑅2-score
Fixed Value (0 value) 0.50 0.33 0.24
5 percentile imputation 0.30 0.21 0.17
Linear Interpolation 0.36 0.25 0.08
KNN Imputer 0.35 0.24 0.05
MICE 0.37 0.22 0.11

Considering the performance of different interpolation methods, mean imputation is selected as the
final imputation approach to enhance the quality of the dataset. Additionally, as illustrated in Section
4.2.2, the masking technique is employed in the subsequent prediction process to further mitigate the
influence of missing and anomalous values on the prediction results.

6.1.2 Hyperparameter tuning
After completing the dataset imputation, the proposed stacked-LSTM model was developed. The model
implementation in this study was carried out in the following development environment: in terms of
hardware and operating system, an Intel Ultra 7 155H processor, Nvidia RTX 4060 Laptop GPU, and 32
GB RAM running on Windows 11 were utilized. For software implementation, the model was built
using the TensorFlow machine learning engine and the Keras deep learning library.

Before constructing the model, it is essential to determine the model parameters. Some of the general
parameters in the model are set based on recommended optimal parameter configurations, as shown in
Table 6.2. All the RNN-based models are trained by minimizing the mean square error using the Adam
optimization method. The early stopping mechanism is used to avoid over-fitting.
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Table 6.2: Common settings of each layer.

Layers Common settings
LSTM layer Activation = Sigmoid
Dense layer Activation = Linear
Training process Optimizer = ’Adam’

Learning rate = 0.001
Loss = MSE

Dropout layer Dropout rate = 0.2

In this study, hyperparameter tuning was performed to determine the optimal configuration for the
proposed stacked-LSTM model. The hyperparameters considered for experimentation included time
steps, neuron units in each layer, number of epochs, and batch size. The candidate values for each
hyperparameter are as follows:

• time_steps: 24, 72, 168
• units: 32, 64, 128
• epochs: 25, 50, 100
• batch_size: 16, 32, 64, 128

For the epochs parameter, while longer training typically improves model performance, it comes with
a significant increase in training time. However, due to the implementation of the early stopping
mechanism, most experiments exhibited convergence within 50 epochs. As a result, 50 epochs were
chosen as the default value for the training process.

The other three hyperparameters (time_steps, neuron units, and batch size) were evaluated using a
grid search approach. Specifically, experiments were conducted by varying the combination of these
parameters, and their effects on the model’s performance were assessed. The mean absolute error
(MAE) was selected as the evaluation metric for hyperparameter optimization. Figure 6.1 presents the
3D grid search results, highlighting the best hyperparameter set results.

Figure 6.1: Hyperparameter tuning results for time_steps, neuron units, and batch size, evaluated using MAE.
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Through hyperparameter experiments, this study can evaluate the performance of the LSTM model
and find the optimal parameter combination. For the hyperparameters of the LSTM model, it is
necessary to find a balance between its running time and performance. For instance, increasing the
number of neuron units generally improves the model’s capacity to capture complex patterns in the
data. However, an excessive number of units significantly increases training time and may lead to
overfitting. Similarly, the choice of batch size affects both training dynamics and prediction accuracy.
A smaller batch size allows for finer gradient updates, often resulting in lower prediction errors but
at the cost of longer training times and greater gradient oscillations. Conversely, larger batch sizes
stabilize gradient updates and reduce training time but are more prone to getting trapped in local minima.

As shown in Fig 6.1, through experimental evaluation, it was observed that a time step of 72 hours,
representing a prediction window of 3 days, achieved a favorable balance between predictive accuracy
and computational requirements. Regarding batch size, smaller batch sizes consistently yielded better
MAE values, suggesting that finer gradient updates were advantageous for this dataset despite the
associated increase in training time. From the figure, it can be observed that the combination of
time_steps = 72, neuron units = 128, and batch size = 16 achieves the best performance with the lowest
MAE. Based on the numerical experimental results and empirical insights, further adjustments to the
model’s hyperparameters were made. Under the finalized model architecture, the following settings
were selected for subsequent training: the number of hidden layer units was set to 128, the number of
epochs to 50, the activation function to Sigmoid, the dropout rate to 0.2, the time step to 72 hours, and
the batch size to 16.

6.1.3 Imputation method validation
To validate the effectiveness of the proposed data cleaning pipeline, we conducted a controlled
experiment comparing model performance on raw unprocessed data versus the cleaned dataset. The
same Stacked LSTM architecture and hyperparameters were applied to isolate data quality impacts.

Table 6.3: Performance Comparison Between Raw and Cleaned Datasets

Dataset R2 RMSE MAE
Raw Data 0.209 0.338 0.234
Improved Data 0.418 0.249 0.173

The results indicate a significant enhancement in model performance after applying the data cleaning
and imputation methods. The 𝑅2-score, which measures the proportion of variance explained by the
model, increased from 0.209 to 0.418, signifying a considerable improvement in predictive accuracy.
Additionally, both RMSE and MAE, which quantify prediction errors, saw notable reductions, with
RMSE decreasing from 0.338 to 0.249 and MAE from 0.234 to 0.173. These findings confirm that the
removal of implausible data points, coupled with appropriate imputation strategies, leads to a more
robust and reliable model.

Further analysis of the residual distribution of model predictions on both datasets revealed that
predictions on the cleaned dataset exhibited a tighter error distribution with fewer extreme deviations.
This suggests that the imputed dataset not only improves accuracy but also enhances the model’s
generalizability.

In sum, the data cleaning and imputation approach significantly contributes to the model’s performance.
By filtering out operationally implausible records and applying suitable imputation techniques, the
model is better equipped to learn meaningful patterns, ultimately leading to more accurate and reliable
truck turnaround time predictions.
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6.2 Prediction Results and Performance Analysis

6.2.1 Model Performance
Under the selected hyperparameter combination, the prediction results of the model are shown in the
figure 6.2.

Figure 6.2: Prediction Results of the proposed stacked-LSTM model

The blue line in the figure represents the actual truck turnaround time, and the orange line represents
the predicted turnaround time. The predicted values generally follow the fluctuation trend of the real
values well. A clear pattern of fluctuations can be observed from the prediction results. Generally, the
proposed LSTM model well captured the cyclical changes, and in most cases the predicted values align
well with the true values at the peaks and troughs in the time series.

Specifically, some local peaks, such as those around time steps 600 and 1400 in the validation set, were
not accurately predicted. Abnormal fluctuations in peaks are often caused by short-term external
events such as sudden terminal congestion, equipment failure, which may not be fully reflected in
the obtained data and selected input features. The LSTM model captures long-term dependencies
through memory units, which has a certain smoothing effect on noise and short-term extreme changes
in the input sequence. When faced with severe fluctuations, models tend to predict values close to
the overall trend rather than capturing these changes according to the set of the loss function. Ad-
ditionally, the model fails to capture the deviation between some of the predicted troughs and true values.

Although the prediction errors at some time steps are large, the overall error distribution is relatively
uniform, and there is no significant systematic overestimation or underestimation of the model’s
predicted values. This shows that the model has good generalization ability in the overall range and
does not cause obvious bias problems.

6.2.2 Benchmarking
To evaluate the performance of the proposed model, several kinds of models for truck turnaround
time prediction are compared with the prediction results. This study selected linear regression models,
XGBoost models, random forest (RF) models, single-layer LSTM models, and multi-layer LSTM models
based only on turnaround time for comparison. The rationale and selected parameters of these models
are presented below.
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• Linear Regression: Linear regression is a simple and interpretable baseline model that assumes a
linear relationship between input features and the target variable. This model was included to
establish a reference point for performance comparison. The parameters of the linear regression
model were left at their default settings, as the simplicity of the model requires minimal tuning.
The model is implemented using the Sklearn package in python[38], with the kernel function RBF
(Radial Basis Function) selected.

• XGBoost Algorithm: XGBoost is a highly efficient gradient boosting algorithm that can handle
non-linear relationships between input features and the target variable. It is widely used for
predictive tasks due to its flexibility and robustness. In this study, key hyperparameters such as
the number of trees, learning rate, and maximum depth were optimized using grid search. The
final model settings included a learning rate of 0.1, a maximum depth of 6, and 100 estimators.

• Random Forest: Random forest is an ensemble learning method that builds multiple decision
trees and aggregates their outputs to improve prediction accuracy and reduce overfitting. Its
capability to model complex interactions between features makes it a strong benchmark. In this
study, the number of trees was set to 100, and the maximum depth was adjusted to 10 to balance
accuracy and computational efficiency. The model is implemented using the Sklearn package, and
the amount of estimators is set at 100, max depth at 10.

• Single-layer LSTM: A basic LSTM structure is implemented to compare the results. The network
contains one LSTM layer with 64 hidden units. The configuration settings are the same as the
stacked model. The model is implemented using the TensorFlow and Keras libraries in python.

• Multi-layer LSTM: Multi-layer long short-term memory network (Multi-layer LSTM) can capture
patterns at different time scales by stacking multiple LSTM layers. The network consists of 3 LSTM
layers with no pre-designed structure. The configuration settings are the same as the single-layer
model.

Under the same dataset and sample division, we compared the performance of the proposed stacked
LSTM model with other models to evaluate their advantages and disadvantages in predicting truck
turnaround time within the context of this study. The performance of the models was measured using
RMSE, MAE, and R-square metrics. The prediction comparison results are shown in the figure 6.3 and
figure 6.4.

Compared to the basic LSTM models and the linear regression model, the proposed Stacked LSTM
model demonstrates superior performance on the test dataset in terms of RMSE, MAE, and R-square.
When compared with XGBoost and Random Forest, the overall prediction accuracy is similar. As shown
in Figure 6.3, the Linear Regression model has the shortest training time, while the three LSTM models
require relatively longer training times.

Analyzing the prediction curves of each model in more detail, it can be observed from Figure 6.4
that due to the introduction of the mask mechanism in the dataset, where masked data were filled
with fixed values, the tree-based models (Random Forest and XGBoost) performed particularly well
in predicting the invalid data periods. This is likely because tree-based methods excel at identifying
patterns in such fixed-value inputs. RF has the advantages of fast training speed, good generalization
performance, and strong resistance to over-fitting. During the training process, RF will randomly
select a part of the features to build each decision tree to ensure the randomness of the features and
thereby reduce the variance of the model. XGBoost utilizes an additive model that sequentially builds
decision trees, where each new tree is trained to correct the residual errors of the previous ones. In this
case, both decision tree models have similar performance, with Random Forest performing slightly better.

However, in terms of overall prediction accuracy, these models show a slight disadvantage in predicting
valid data compared to the Stacked LSTM model, which is better at capturing temporal dependencies
and generating smoother predictions. This indicates a trade-off: while tree-based models are robust
in handling invalid data segments due to the mask, their performance in predicting valid data points
is slightly weaker, making the Stacked LSTM model more suitable for datasets with strong temporal
patterns and a focus on valid data predictions.
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Figure 6.3: Result comparison of different models

(a) Linear Regression (b) Random Forest

(c) XGBoost (d) Single-layer LSTM

(e) Multi-layer LSTM (f) Stacked LSTM

Figure 6.4: Comparison of results for different models

Based on the Table 6.4, the proposed Stacked LSTM model demonstrates significant advantages in the
given prediction scenario. It achieves an RMSE of 0.249 and an MAE of 0.173, which are comparable
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Table 6.4: Comparison of Model Performance Metrics

Model RMSE MAE R-square (RMSE) GAP%
Stacked LSTM 0.249 0.173 0.418 -
Linear Regression 0.273 0.191 0.367 9.64%
Random Forest 0.247 0.168 0.420 -0.80%
XGBoost 0.250 0.172 0.414 0.40%
Single LSTM 0.290 0.213 0.290 16.47%
Multilayer LSTM 0.280 0.202 0.320 12.45%

to the best-performing Random Forest model (RMSE = 0.247, MAE = 0.168) and slightly better than
XGBoost (RMSE = 0.250, MAE = 0.172). Furthermore, the Stacked LSTM model shows a notable
improvement in R-square (0.418), indicating its superior ability to explain the variance in the data
compared to other LSTM-based models and Linear Regression.

While Random Forest slightly outperforms the Stacked LSTM in RMSE (-0.8% GAP), it is important to
note that Random Forest’s superior handling of masked data might have contributed disproportionately
to its performance. In contrast, the Stacked LSTM model excels in capturing temporal dependencies,
making it better suited for valid data predictions in this context. Additionally, the Stacked LSTM
surpasses both Single-layer LSTM and Multilayer LSTM models by a significant margin in all metrics,
highlighting the effectiveness of stacking layers in leveraging sequential patterns.

6.2.3 Prediction Results by Terminal
In this section, we analyze the prediction results for individual terminals, where the same input features
were used across all terminals. However, due to the sparsity of the dataset for certain time periods at
specific terminals, a significant proportion of the data corresponds to invalid periods, during which the
truck count is zero. These invalid periods were represented as fixed turnaround time in the dataset
due to the interpolation method implemented during preprocessing. To mitigate the influence of such
invalid periods on prediction accuracy, a masking mechanism was implemented.

The masking method is implemented through the prediction procedure and the invalid periods were
excluded during the computation of evaluation metrics. The results presented below in Table 6.5 include
key metrics such as RMSE, MAE, and R2, which were computed after removing the masked invalid
periods. Furthermore, the true vs. predicted turnaround time plots for each terminal provide a visual
comparison, highlighting the model’s performance in predicting the valid periods.

Table 6.5: Prediction Performance Metrics by Terminal

Terminal RMSE MAE R-square
APMII 0.323 0.238 0.369
APMRTM 0.252 0.184 0.451
ECTDELTA 0.254 0.196 0.375
ECT_EUROMAX 0.320 0.232 0.410
RWG 0.269 0.203 0.466

The prediction results differ among terminals, reflecting the varying data quality and different charac-
teristics. From the evaluation metrics, it is evident that APMRTM and RWG exhibit the best predictive
performance among the terminals. APMRTM achieves an RMSE of 0.252 and an R-suqare of 0.451,
while RWG records an RMSE of 0.269 and the highest R-square value of 0.466. In contrast, EUROMAX
shows moderate results, with an RMSE of 0.320 and an R-square of 0.410, while APMII and ECTDELTA
demonstrate relatively poorer performance, with RMSE values of 0.323 and 0.254 and R-square values
of 0.369 and 0.375, respectively.
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(a) APMII (b) APMRTM

(c) ECTDELTA (d) ECT_EUROMAX

(e) RWG

Figure 6.5: True vs Predicted Turnaround Time for Different Terminals

From a visual perspective, the comparison plots further substantiate these findings. Among the
terminals, RWG demonstrates the best fit, with the predicted curve closely following the true values
throughout most valid data periods. The prediction results also benefit from having the most extensive
valid data periods, enabling the model to learn consistent temporal patterns effectively.

Apart from the strong metrics APMRTM has reached, a prolonged period of data missing creates a
gap in the data where no predictions are required. In the valid periods, the predictions in APMRTM
captures the overall trend, except for occasional sharp peaks.

For ECTDELTA and APMII, both terminals show clear signs of overfitting to the periodicity of the data.
This is evident from the predicted curves, where the model replicates periodic patterns excessively,
even when they deviate from the true values. The evaluation metrics reflect this limitation, with lower
R-square values and relatively higher RMSE and MAE scores compared to better-performing terminals.
The overfitting to cyclical trends indicates that the model struggles to generalize well for terminals with
more sparse or irregular data distributions.

From an overall perspective, the developed prediction model behaves varingly among different terminals
due to their unique operational characteristics and data quality. While the masking mechanism
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successfully eliminates the impact of invalid periods, the model’s performance is still contingent on
the quality and quantity of valid data. Additionally, the limited ability of the selected input features
may not be able to fully describe the operational characteristics of the terminals. Due to constraints
in data availability, the input features may not capture critical aspects of terminal operations. This
limitation likely affects the model’s ability to identify and predict sudden peaks in turnaround times.
Therefore, when applying prediction models to different terminals, it is still necessary to adjust the
model according to the characteristics of the terminal itself to achieve better prediction results.

6.3 Factor Sensitivity Analysis
In order to explore the impact of different input features on the average turnaround time prediction
accuracy, this section decomposes the input factors of the model. These input factors include historical
average turnaround time, wind speed, container arrivals at each terminal, and truck arrivals. To
systematically evaluate the contribution of each feature, the experiments were designed to start with
a baseline model containing all input features and gradually eliminate individual features or specific
combinations to observe the resulting changes in prediction performance. This elimination method
enables the identification of critical features whose removal significantly impacts the model’s accuracy.

The experiments were conducted using the Stacked LSTM model with consistent architecture, training
and testing datasets, and training parameters across all experiments. The design includes tests where
each individual feature is removed (e.g., historical average turnaround time, wind speed, container
arrivals, or truck arrivals) to analyze its standalone impact on the predictions. In addition, specific feature
combinations were excluded to evaluate the influence of the combined effect of internal and external
factors, also to observe the inner connection of certain features. For example, historical turnaround
time and truck arrivals were removed together to assess the effect of excluding traffic-related dynamics,
while wind conditions and container arrivals were excluded to test the significance of terminal-side
operational factors. The experimental design for this sensitivity analysis is shown in Table 6.6.

Table 6.6: Experimental Design for Sensitivity Analysis Based on Input Features

Experiment Number TTT Wind Container Count Truck Arrival Periodicity
1 ✓ ✓ ✓ ✓ ✓
2 - ✓ ✓ ✓ ✓
3 ✓ - ✓ ✓ ✓
4 ✓ ✓ - ✓ ✓
5 ✓ ✓ ✓ - ✓
6 ✓ ✓ ✓ ✓ -
7 ✓ - - ✓ ✓
8 ✓ ✓ - - ✓
9 - ✓ ✓ - ✓

The experimental results of sensitivity analysis are shown in the figure 6.6. In the single-feature analysis,
removing any feature negatively impacted prediction accuracy. Among them, current wind speed
(environmental factor) and truck arrivals had the most significant influence, with their removal causing
a noticeable increase in RMSE. From an operational perspective, adverse wind conditions can render
terminal operations infeasible or significantly inefficient, leading to simultaneous shutdowns on the
landside and quayside. The absence of wind condition information makes it difficult for the model
to capture unexpected shutdowns. This parameter is crucial for all terminals in the Maasvlakte area.
Similarly, truck arrivals have a clear real-world correlation with average truck turnaround times. A
higher queue of trucks inside the port directly impacts the turnaround time of subsequent trucks.

In contrast, container arrival information and periodicity did not significantly affect prediction accuracy.
While previous analyses have shown that port turnaround times exhibit notable daily or weekly
periodicity, the model appears capable of capturing these temporal patterns from the time-series data
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Figure 6.6: Result of Sensitivity Experiments

itself. In the double-feature combination experiments, the removal of any of the three designed feature
combinations also led to a significant increase in RMSE. The results of Experiments 2 and 9 highlight
the substantial contribution of truck arrivals to improving prediction accuracy. Meanwhile, Experiment
7 performed slightly worse than Experiment 3, suggesting that container arrival counts, as a workload
indicator, can complement other features to enhance the model’s performance. The experimental results
demonstrate that removing any single feature or feature combination results in predictions that are less
accurate than those obtained by using all features together.

6.4 Model Validation
To evaluate the robustness and generalizability of the proposed Stacked LSTM model, a 5-fold cross-
validation approach was adopted. This method divides the dataset into five equal-sized subsets, or
"folds." For each iteration, one fold is used as the validation set while the remaining four folds are
used for training. The process is repeated five times, with each fold serving as the validation set once.
The final performance metrics are computed as the average across all folds, providing a more reliable
estimate of the model’s predictive capabilities compared to a single train-test split.

The results of the cross-validation experiments are summarized below. Each fold was trained and
evaluated independently, with key metrics such as Root Mean Square Error (RMSE) and R-square
recorded for every fold. The aggregated results from the 5-fold cross-validation are as follows:

Table 6.7: Cross-Validation Results for Each Fold

Fold RMSE R2
Fold 1 0.256 0.395
Fold 2 0.249 0.405
Fold 3 0.259 0.388
Fold 4 0.247 0.412
Fold 5 0.252 0.384

The aggregated results from the 5-fold cross-validation are as follows:

• Mean RMSE: 0.254
• Mean R2: 0.397
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The cross-validation results indicate that the proposed Stacked LSTM model achieves a mean RMSE
of 0.254 and a mean R2 of 0.397, demonstrating reliable performance in predicting truck turnaround
times. The low RMSE reflects the model’s accuracy in minimizing prediction errors, while the R2 value
shows that the model captures a significant portion of the variance in the data. These results confirm
the model’s robustness and generalizability across different data splits, providing a strong basis for its
application in real-world scenarios.

6.5 Reflection from the Prediction Results
This chapter focuses on the training of the proposed model architecture and compares the results
obtained using different numerical imputation strategies and parameter combinations. Based on the
optimal numerical imputation strategy and parameter configuration, the model was trained to obtain
prediction results and conduct performance analysis. Furthermore, a factor sensitivity analysis was
performed on the input features of the model, providing insights into parameter importance. Finally,
k-fold cross-validation was applied to the training results, demonstrating the model’s relatively reliable
performance in predicting truck turnaround times.

Several findings emerged from this chapter.

• All tested models struggled to accurately predict the sharp peaks in the dataset. This limitation is
largely due to the quality and scope of the original dataset, which may lack the detailed information
needed to explain these extreme variations. Improving data quality and adding more informative
features could help address this issue in the future.

• In terms of the prediction results of each terminal, the model shows different performance,
showing the different operational characteristics and operational differences of the terminal. It
also shows that in actual operations and practical application of the model, it is necessary to adjust
accordingly and make decisions based on the particularity of each case.

• Sensitivity analysis and k-fold cross-validation confirmed the model’s effectiveness and reliability.
The sensitivity analysis provided helpful insights into the relationship between input features and
truck turnaround times. However, due to the limitations of neural networks, the model’s ability to
explain these relationships in detail is somewhat restricted.



Chapter 7

Discussion and Insights

This chapter first provides a systematic answer to the research questions of this article, and then discusses
the problems in the research process and the insights found on the basis of answering the research
questions.

7.1 Answers to the research questions
The research questions and sub-questions defined in this article are as follows:

How can a holistic model be built to predict truck turnaround time at terminals based on the data
available?

• How to identify container truck trips from the Bluetooth detection records around the port area?
• Which factors are crucial in predicting truck turnaround time and also available in the research

scope?
• How can container information and Bluetooth data sets be processed into a finalized dataset as

the input to the model?
• What kind of approach can achieve higher prediction accuracy based on a fixed level or comparing

results?
• How can the prediction results be verified and validated?

The sub-questions are answered as follows.

How to identify container truck trips from the Bluetooth detection records around the port area?

To address this question, the Bluetooth detection records around the port area are collected to identify
vehicle trajectories. The original Bluetooth data set obtained is not for the special purpose of this
project, so it contains a large amount of invalid and noisy data and is in the format of m file. In
order to convert the detections to vehicle trips, a data preprocessing pipeline was developed, including
filtering for unique MAC addresses, spatial clustering to associate detections with entry and exit points,
and temporal analysis to calculate trip durations. Rules were established based on trajectory patterns
typical of container trucks. The obtained vehicle trips are combined with GIS information to reveal the
behavioral characteristics of different types of vehicles. Therefore, vehicle categories are double verified
in terms of travel time and turnaround time.

The method successfully identifies a significant proportion of container truck tours. More than 90% of
the vehicles identified as container trucks passed the dual verification of travel time and turnaround
time, demonstrating the accuracy of the identification method.

46
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Which factors are crucial in predicting truck turnaround time and also available in the research
scope?

To address this question, an analysis of the demarcation of the container turnaround process is con-
ducted. Starting from the problem identification, the study scopes influencing factors into operational,
container-specific, and environmental categories. Operational factors include truck arrival flow, terminal
congestion levels, and handling type. Container-specific information involves arriving vessels and
container handling requirements. Environmental factors include weather conditions influencing the
operation of the terminals.

Based on the data we can obtain, preliminary descriptive analysis reveals the data features and their
correlation with truck turnaround time. Then, factor refinement aims to implement feature engineering
and create refined factors that are more representative of the raw data. Features selected as having a
strong correlation with truck turnaround time include truck arrivals, container arrivals, wind speed,
and time periodicity.

How can container information and Bluetooth datasets be processed into a finalized dataset as the
input to the model?

The processing included time alignment of records, handling missing data using interpolation techniques,
and feature engineering to derive relevant metrics (e.g. waiting times, entry-to-exit durations). After
integrating data from all sources into one dataset, the resampling results at different scales are tested.
Considering the practical significance and the large number of missing values in smaller time windows,
one hour is selected as the final time step for prediction. Normalization and one-hot encoding were
applied for numerical and categorical variables, respectively.

What kind of approach can achieve higher prediction accuracy based on a fixed level or comparing
results?

This study selected stacked LSTM as the model for expected development and compared it with other
traditional or machine learning prediction methods during the model training process. All the models
have been parameter-tuned to achieve the best prediction results. During the training process, some
other mechanisms are also tested to improve the quality of training and the accuracy of prediction results,
some of which are adopted and some are not. The mechanisms that have not been adopted include the
attention mechanism, while the methods that have been adopted include the masking mechanism, etc.
Hyperparameter sensitivity experiments are performed to obtain the optimal parameter set.

The developed stacked-LSTM model demonstrated the best prediction effects, displaying its ability to
capture temporal dependencies in the data. Random Forests and XGBoost also perform well, but they
are less effective when considering the artificially introduced fixed value interpolation. This undermines
their credibility in accurately capturing true changes in turnaround times over changing time domains.

How can the prediction results be verified and validated?

K-cross validation test is implemented on the developed model, and metrics such as root mean square
error (RMSE) and R-squared value are used to evaluate prediction accuracy. The internal validation
on the data set proves the model’s performance. In the context of this study, there is no condition to
implement external validation by comparing predictions with actual terminal operations.

7.2 Challenges and Discussions
After addressing all these sub-questions, the framework and results of this research are clearly listed.
However, it is essential to discuss the challenges faced during the study.

7.2.1 Bluetooth Data Quality and Availability
One major challenge is the inconsistency and noise in the Bluetooth detection data. The original
data source was used to investigate the traffic flow information around the port area, and the data
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quality occasionally limited the precision of truck trip identification. Due to the nature of the Bluetooth
detection technique, that detectors communicate with all Bluetooth-enabled devices within their range,
the dataset contains numerous duplicate detection records within small time intervals. Some of these
intervals may be as long as 50 to 100 seconds or more. These duplicates are difficult to filter out entirely,
as the fine-grained distinctions required to confirm their redundancy could inadvertently lead to the
removal of valid data.

Furthermore, Bluetooth detection has its inherent limitations. A non-negligible proportion of vehicles
are either not equipped with Bluetooth devices, or might not be detected by the detectors sometimes
due to signal occlusions or technical issues. This could lead to incomplete trip records, or erroneous
representations of traffic flow. A significant number of detected vehicle passages could not be paired to
form complete trips due to missing corresponding entry or exit records. Also, in some scenarios, the
detected trips failed to accurately represent the actual flow of vehicles into and out of the port. The
resulting non-systematic errors are unpredictable and will also lead to insufficient information fed back
to the model, which may affect the prediction accuracy.

In related research, the above-mentioned Bluetooth data set disadvantages are difficult to be effectively
avoided. Especially in terms of trip identification, since this study identifies the turnaround time of
container trucks entering and leaving the port area, it is difficult to identify trips simply through travel
time. These issues underline the need for additional data validation mechanisms and complementary
data sources. Data collected from GPS-based fleet management system or automated license plate
recognition (ALPR) could help mitigate the limitation of Bluetooth detection. Bluetooth data may be
useful in mapping traffic around the port, but it falls short in terms of data quality.

7.2.2 Data Comprehensiveness and Feature Representativeness
The comprehensiveness of information and the representativeness of extracted features contribute to
the predictive model for truck turnaround time. Multi-source data integration enhances the ability to
capture the complexity of port operations, theoretically enabling better predictions compared to models
relying solely on historical traffic flow or TTT data. However, the extent of information available and
the model’s ability to extract meaningful features from these data sources determine the achievable
accuracy and applicability of the predictions.

In this study, multi-sourced data is integrated to build a holistic dataset. This approach enables the
extraction of representative features which significantly contribute to improving the model’s prediction
accuracy. However, there is more information that cannot be reflected in the limited data we have. For
example:

• Driver behavior and decision logic in port area: The operational processes of container truck
drivers within the port are more complex than simply entering, picking up cargo, and exiting.
Some drivers may spend extended periods, from tens of minutes to several hours, in rest areas,
while others might deliver a container at one terminal and then pick up another at a different
terminal. In this study, the available data does not capture such route selection choices or waiting
strategies, which constrains the model’s ability to represent the nuanced micro-level operational
dynamics accurately.

• Equipment capacity and container handling dynamics: Terminal operation dynamics are difficult
to obtain, while standard operating procedures for container handling within the port and their
influence on container turnaround times are absent from the dataset. It would be better to have
data linking container arrivals with hinterland transport documents available for this study.

The findings of this study underscore the potential of multi-source data integration in enhancing
predictive capabilities for TTT. By leveraging diverse data sources, the study demonstrated the feasibility
of extracting representative features that capture the temporal and operational dynamics of port logistics.
The limitations also point to opportunities for further advancements. Future research could focus on
the directions listed below:
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• Expanding data sources to enhance the granularity of information
• Advanced feature engineering techniques to improve the representativeness of extracted features
• Addressing missing data through imputation frameworks or supplementary systems
• Expanding the research scope to include interactions between container operations and hinterland

logistics

7.3 Prediction Results and Model Validation
While the model shows potential in predicting TTT, the achieved prediction accuracy did not fully
meet initial expectations. Some of the reasons are discussed above, and this section talks about
the model. Although advanced machine learning techniques such as stacked LSTM captured tempo-
ral patterns effectively, inherent variability in TTT due to unmeasured factors limited overall performance.

Compared with other methods, the stacked LSTM model demonstrates better prediction accuracy, but
the characteristics of the neural network model pose challenges in terms of interpretability. The model’s
black-box nature made it difficult to quantify the influence of individual features. While techniques such
as feature importance rankings and sensitivity analyses were explored, the dynamic interactions between
features and the temporal dependencies modeled by the LSTM limited the precision of these assessments.

The validation process faced significant constraints due to the absence of external validation opportu-
nities using real-world operational data. The lack of live testing under actual port conditions limited
confidence in its practical applicability.

The developed model presents both strengths and limitations in terms of its practical application
and generalizability. A key advantage is the creation of a generalizable framework for integrating
multi-source data to predict TTT. However, the model’s adaptability comes with the need for significant
customization at each port to ensure optimal performance. Variability in operational practices, data
availability, and infrastructure across terminals poses hurdles to broader adoption. Future enhancements
could focus on reducing the customization effort required for deployment while maintaining the model’s
robustness and flexibility.

7.4 Further Development Directions
The proposed truck turnaround time prediction model offers possible insights for optimizing port
operations. By expanding the model’s scope to address systemic challenges and leveraging real-time
data integration, the Port of Rotterdam can achieve higher efficiency, sustainability, and stakeholder
satisfaction.

• the currently PortAlert app used by truck drivers and terminal operators is an ideal platform for
deploying truck turnaround time predictions. By embedding the model’s outputs into PortAlert,
drivers could receive real-time forecasts with a certain confidence intervals (e.g. 1.9 to 2.3 hours
at 10:00 AM to 11:00 AM. Terminal operators, meanwhile, could use a backend dashboard to
monitor predicted congestion and adjust operations preemptively such as opening overflow lanes
in terminals. Over time, user feedback from PortAlert could refine the model’s accuracy, creating
a closed-loop system where predictions and operations co-evolve. The proposed model is more
accurate and responds to changes faster than existing experience-based inferences in the APP,
which could benefit truck drivers, fleet managers and port operators to better allocate their time
and resources.

• A system dynamic approach can transform the prediction model from a tool to a component
of a broader decision-support system. SD models capture interdependencies between port
subsystems—truck arrivals, terminal operations, and hinterland logistics—enabling the evaluation
of long-term policy impacts. Embedding TTT predictions in an SD framework would help quantify
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how dynamic truck appointment pricing influences congestion, emissions, and equipment
utilization. Incorporating environmental and external factors, such as wind conditions affecting
quay operations or vessel schedule disruptions, allows the model to forecast ripple effects across the
logistics chain, supporting proactive mitigation strategies. Additionally, The current model predicts
TTT at individual terminals, but congestion often stems from imbalanced truck distribution across
terminals. A cross-terminal collaboration framework, powered by real-time TTT predictions, could
dynamically allocate trucks to underutilized terminals, smoothing workload distribution. This
strategy requires integrating terminal-specific data—such as yard occupancy, crane availability,
and hinterland connectivity—into the prediction model. Additionally, collaboration could extend
to shared resource pools, such as mobilizing straddle carriers or personnel between terminals
during peak periods.



Chapter 8

Conclusions and Recommendations

Container terminals serve as crucial hubs in international maritime logistics, acting as transshipment
points for goods transported globally. Container trucks are vital for connecting terminals with inland
logistics, and accurately predicting truck turnaround time can significantly enhance terminal operations.
This study proposes a machine learning-based framework for turnaround time prediction, utilizing
multi-source data integration and advanced neural network models. By improving turnaround time
prediction accuracy, this research contributes to optimizing terminal operations, reducing congestion,
and supporting better decision-making for logistics companies, terminal operators, and port authorities.

The research of this article mainly focuses on Bluetooth trip identification, prediction model construction
and performance comparison. First, by filtering and integrating Bluetooth detection data, an efficient
itinerary identification method was developed, achieving an identification accuracy of more than
90% under double verification. In the construction of the prediction model, this article designed
and implemented a stacked long short-term memory (stacked LSTM) network. This model uses
multi-source data to capture the temporal dependencies in port operations and improves the prediction
accuracy through the optimization of hyperparameters. In the sensitivity analysis, this paper found
that container truck arrival volume and wind speed are the variables that have the greatest impact on
turnaround time, further verifying the advantages of multi-source data integration. In the sensitivity
analysis, this paper found that container truck arrival volume and wind speed are the variables that have
the greatest impact on turnaround time, further verifying the advantages of multi-source data integration.

Compared with traditional forecasting research, this paper not only relies on historical traffic flow
and terminal operation data, but also introduces environmental variables and container dynamic
information, thereby comprehensively capturing the complexity of terminal operations. At the same
time, the use of stacked LSTM models breaks through the limitations of traditional regression models
and can more effectively model nonlinear characteristics and time series patterns of data. In addition,
this article innovatively introduces a masking mechanism to deal with the problem of missing data,
which significantly improves the robustness of the model in scenarios with incomplete data quality.

The research in this article has important implications for managers. The prediction results can not only
guide logistics companies to adjust the arrival time of container trucks to avoid congestion during peak
periods, but also provide a decision-making basis for terminal managers to optimize resource allocation.
Compared with the previous method of forcibly allocating container truck arrival times through quotas,
this paper’s method is more flexible. It guides container truck companies to spontaneously adjust
scheduling strategies by publishing forecast information, effectively balancing terminal operation
efficiency and flexibility. In addition, the results of the sensitivity analysis emphasize the importance of
traffic and environmental variables in prediction, and managers should make full use of these data to
improve port operation efficiency.

51



52

Future research directions include expanding the dataset to introduce more turnaround time-related
features, such as equipment operating status and intermodal connection information; further optimizing
the model to improve prediction accuracy and enhance interpretability; and studying logistics companies
through behavioral logic, and deeply exploring the impact of predictive information on decision-making.
At the same time, verifying and promoting the model in this article in other ports and exploring its
universality and scalability will provide new ideas and methods for smart logistics management in
global ports.
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Abstract
Container terminals play a critical role in global
trade, with truck turnaround time (TTT) serv-
ing as a key performance indicator for port effi-
ciency. This study develops a predictive frame-
work for TTT at the Port of Rotterdam by inte-
grating multi-source data, including Bluetooth
sensor records, container arrivals, and environ-
mental conditions. A stacked Long Short-Term
Memory (LSTM) model is proposed, leverag-
ing its ability to capture temporal dependencies
and complex nonlinear interactions. To address
noisy data, a robust trip identification pipeline
was implemented, achieving over 90% accuracy
in identifying container truck trips. The stacked
LSTM model outperformed traditional methods,
such as Random Forest and XGBoost, in predic-
tive accuracy. Sensitivity analysis revealed the
critical influence of truck arrivals and wind con-
ditions on TTT variability. This framework pro-
vides actionable insights for terminal operators,
truck drivers, and policymakers to optimize ter-
minal operations and reduce congestion.

Keywords
Truck Turnaround Time; Port Operations; Blue-
tooth Data; Machine Learning; LSTM

1 Introduction
Maritime transport has long been the backbone
of the global transportation network. With
containerized shipping becoming the standard
model for exchanging goods in maritime trans-
portation worldwide, the increased volume of
container transportation leads to a surge in con-
tainer port activities. However, the growth has
not come without its challenges. One of the most

pressing issues facing container ports is the con-
gestion of container trucks, which has become a
bottleneck in the logistics chain, impeding the
flow of commerce and affecting the overall effi-
ciency of port operations. The queuing up idle
trucks at terminal gates have caused further con-
gestion upstream and also extra emissions, costs
and delays [1], [2].

The issue of gate congestion at container ter-
minals is indeed a significant challenge that has
been extensively documented. Rajeev and Alan
[3] noted the decrease of drayage operation ef-
ficiency caused by gate congestion. When con-
tainer trucks arrive during peak hours, this gen-
erally results in longer total turnaround times
within the port. Du, Zhao and Gao [4] defined
the turnaround time of container trucks in a
container terminal from different perspectives.
For an external truck itself, the turnaround time
refers to the time between entering the port en-
trance and departure from the exit gate. The
total truck turnaround time in a container termi-
nal comprises four sequential components: queu-
ing time at the entrance gate, waiting time in
the buffer area, operation time in the yard, and
exiting time at the exit gate. However, due to
the different interest of stakeholders, there ex-
ist various resources of data regarding the op-
eration time of trucks in container terminals.
For example, terminal operators mostly concern
the operation time in yard, and truck operators
would start to calculate turnaround time when
the truck enters the special road connecting the
container terminal.

For ports, unexpected truck congestion and
extended truck turnaround times would prevent
the yard from making full use of operational ca-
pacity to load and unload containers [5]. For
trucks, both operators and drivers do not expect
to be affected by the extended turnaround time
which may lead to increased idle time and de-
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creased fleet utilization. Therefore, predicting
and optimizing truck turnaround time at con-
tainer terminals has become a focus of academics
and industry.

Many papers analyze the factors affecting
turnaround time and propose various sugges-
tions to predict and reduce turnaround time.
In terms of turnaround time prediction, several
methods such as factor analysis, system dynamic
(SD), machine learning and so on are used to
predict truck turnaround time. Du, Zhao and
Gao [4] introduced SD method to build a simu-
lation model of truck operation system in con-
tainer terminals, and considered the impact of
multiple state variables to predict turnaround
time. Sjoerd, Amrit and Hillegersberg [6] pro-
posed a prediction model using both regression
and classification methods, and established a
benchmark to evaluate the prediction results.
Sidarta [7] adopted multiple machine learning
methods to predict truck cycle time in earth-
works. In reducing turnaround time, research
on truck appointment system (TAS) dominates
the mainstream. Literature [8], [3] and [9] em-
ployed various methods to build and optimize
the TAS to reduce the turnaround time of ex-
ternal trucks at the gate and yard. In addition,
research represented by literature [10] considers
using time-varying tolls to control arrival traffic
at the terminal gate, but there are few practical
applications to prove its effectiveness.

However, few studies have considered in-port
operations when predicting and optimizing con-
tainer truck turnaround times. Most of the
TAS models developed only concern quote as-
signment of time intervals for container trucks,
assuming that the basic operating time of con-
tainer trucks within the terminal is consis-
tent across time periods. In contrast to this,
other factors including the arrival of contain-
ers and weather conditions may also affect the
turnaround time of trucks within the terminal.
Similarly, in terms of turnaround time predic-
tion, there is few literature that take container
arrival information into account. In terms of
data, the studies above basically considered con-
tainer truck arrival data from the entry gate, and
did not explore other data sources.

This study introduces a novel approach to pre-
dicting truck turnaround time at container ter-
minals by integrating multi-source datasets and
advanced machine learning techniques. Specifi-
cally, the research utilizes historical truck arrival
and departure data identified from Bluetooth
sensor records, container arrival information,
and environmental factors such as weather and
traffic conditions. A Long Short-Term Memory
(LSTM) model is employed as the core predic-

tive tool, leveraging its capacity to capture tem-
poral dependencies and nonlinear relationships
in sequential data. The model development in-
cludes preprocessing steps such as data cleaning,
feature extraction, and time-series alignment to
ensure high data quality and robustness. By in-
corporating these diverse data sources, the pro-
posed model addresses the limitations of exist-
ing studies, which often focus on isolated factors
or static terminal operations, providing a more
comprehensive and accurate prediction frame-
work.

This research contributes to the existing lit-
erature by bridging key gaps. Unlike prior
work that primarily emphasizes truck appoint-
ment systems (TAS) or uses limited datasets,
this study accounts for in-terminal operations
and external factors like weather and road con-
gestion. Additionally, the integration of data
from container operations and Bluetooth detec-
tions introduces a holistic perspective that en-
hances data integration and operational insights.
The automated prediction tool developed in this
study has significant practical implications, of-
fering real-time support for terminal operators,
truck drivers, and port authorities to optimize
operations, reduce congestion, and improve effi-
ciency.

The rest of this study is structured as follows.
Chapter 2 provides a comprehensive literature
review, summarizing existing research on truck
turnaround time prediction and identifying key
gaps that this study addresses. Chapter 3 out-
lines the methodology, detailing the research de-
sign, data collection strategies, and the frame-
work for predictive model development. Chap-
ter 4 focuses on data processing and analysis,
describing the preprocessing steps, feature en-
gineering, and exploratory analysis conducted
to prepare the multi-source datasets for mod-
eling. Chapter 5 presents the model design,
training, and evaluation, including the develop-
ment of the Long Short-Term Memory (LSTM)
model, benchmarking against alternative meth-
ods, and analyzing the results to validate its
predictive performance. Finally, Chapter 6 con-
cludes the study, summarizing the key findings,
discussing the practical implications of the de-
veloped model, and proposing directions for fu-
ture research.

2 Literature Review

This literature review aims to examine exist-
ing research on Bluetooth trip identification and
truck turnaround time prediction and optimiza-
tion. Then key limitations and challenges are
discussed to delineate the research gaps that this
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study seeks to address.

2.1 Research on truck turnaround
time

Truck appointment system is a two-dimensional
decision-making system that relies on both space
and time, which is used to optimize truck
turnaround time and operation cost. Murty et
al. [11] were the first research team to explore
the arrival time schedule of external trucks, and
they developed a TAS system used by Hong
Kong International Terminals. With the devel-
opment of research in this area, some studies
began to consider the impact of truck operat-
ing hours and terminal appointment time win-
dows on truck operating costs when designing
TAS. Research results from Zhao and Goodchild
[12] show that the application of TAS can re-
duce container truck congestion at the termi-
nal and the arrival information of trucks can
reduce rehandles at the yard. Zhang, Zeng
and Chen [13] developed a truck appointment
model using a Baskett–Chandy–Muntz–Palacios
(BCMP) queuing network to describe truck ac-
tivities at the gate or yard. Numerical re-
sults shows that the network could help reduce
turnaround time. Phan and Kim [14] developed
a coordinated solution between hauling compa-
nies and TAS to avoid the negative impact of
TAS on trucking company operations. They
take into account the truck’s work schedule to re-
duce the overall truck turnaround time. Schulte
et al. [15] developed a graph-based mathemati-
cal model based on the m-TSPTW. Their model
optimizes travel costs and emissions for tasks
that can be performed by multiple trucks by col-
laboratively merging tasks, and also alleviates
terminal congestion. Torkjazi, Huynh and Shiri
[8] considered truck tour when designing TAS,
and formulated and solved the TAS problem as
a mixed integer nonlinear problem (MINLP).
However, even when they introduced a hinter-
land network for truck tour, they didn’t take
into account possible traffic congestion within
the network.

Another approach for managing truck arrivals
and reduce truck turnaround time is called
vessel-dependent time windows (VDTWs).
Yang, Chen and Moodie [16] found that the
distribution of truck arrivals with outbound
containers could be described using a Beta
distribution within a time window based on
vessel-calling schedule. Chen and Yang [17]
developed a heuristic algorithm to find optimal
time window for external trucks to reduce the
total cost of gate congestion. Chen and Jiang
[18] proposed an approach to manage truck

arrival time window based on truck-vessel ser-
vice relationship. This point of view considers
the corresponding relationship between trucks
and vessels, and the operating conditions in
the port have been taken into consideration,
but the impact of trucks being affected by
congestion at gates and external roads has not
been considered.

There are various directions of predic-
tion regarding terminal operation and truck
turnaround time with a focus on predicting
methods and influencing factors. Traditional
turnaround time prediction systems used in ter-
minals are merely based on the historical truck
flows and empirical experience from employees.
However, numerous factors can make such pre-
dictions inaccurate: port operations, weather
conditions, political concern, etc.

In the field of port operations, more research
focuses on time-related indicators of vessels. Nu-
merous studies aim to predict estimated ves-
sel arrival time (ETA), vessel turnaround time
(VTT) and departure time. Some ttudies [19],
[20] developed evaluation and prediction meth-
ods for estimated arrival time of vessels, while
others [21], [22] both predict vessel turnaround
time and departure time based on static ship
data. Chu, Yan and Wang [22] developed an
XGBoost regression model to enhance the pre-
cision of VTT predictions. Abreu et al. [23]
proposed a decision tree model to predict vessel
turnaround time considering cargo and port in-
formation. These time-related indicators focus
on similar but different influencing factors than
truck turnaround time.

Other studies pay attention to road arrival
or turn around time prediction in different sce-
narios. Sjoerd [24] investigated factors affect-
ing truck arrival times at distribution centers.
Du, Zhao and Gao [4] used SD method to pre-
dict truck operation time in terminals, but only
considering input truck flow and yard capacity.
Wang, Li and Bai [5] took container information,
weather condition and traffic condition into ac-
count and used a combination of data mining
methods to predict container arrival time at ter-
minals. In addition, Table 5 discussed possible
influencing factors in time prediction covered in
different studies. The listed influencing factors
provide possible options to be dealt with as the
input of prediction model.

2.2 Trip identification based on
Bluetooth data

Bluetooth technology has increasingly been
adopted in traffic management due to its abil-
ity to collect real-time, cost-effective data that
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is useful for various traffic analysis tasks. Blue-
tooth sensors detect devices by capturing Media
Access Control (MAC) addresses, which can pro-
vide time-stamped data as vehicles pass through
specific checkpoints. These data points can gen-
erate travel time estimates, congestion metrics,
and vehicle flow analyses across monitored areas
[25].

However, the data quality obtained through
Bluetooth sensors has been widely discussed.
A major limitation highlighted across studies
is data sparsity and noise, particularly under
mixed traffic conditions. Araghi et al. [25]
noted that large detection zones can introduce
multiple detection events, leading to potential
ambiguity in vehicle positioning. Margreiter et
al. [26] pointed out that not all vehicles carry
Bluetooth-enabled devices. The limited detec-
tion rate reduces the availability of Bluetooth
data, and may also introduce a sampling bias
where the detected data may not fully represent
the entire traffic flow.

To address these challenges, researchers have
proposed various methodologies to improve the
accuracy and utility of Bluetooth data for trip
identification, path estimation, and vehicle type
recognition. Araghi et al. [25] applied a classi-
fication method based on the device type and
signal strength to differenciate travel modes.
Araghi et al. [27] employed a classification
method to distinguish between motorized ve-
hicles and bicycles based on estimated mode-
specific travel times. Bachmann et al. [28]
explored data fusion between Bluetooth traffic
monitoring system and loop detectors to im-
prove freeway speed estimation. Garrido et
al. [29] presents a Bayesian inference-based
methodology to address the issue of missed
Bluetooth detections in route choice modeling.
Sharma et al. [30] designed a method for cluster-
ing based on trip duration time to identify vehi-
cle types, and proposed a bi-objective optimiza-
tion model to estimate route choices for truck
drivers based on sparse Bluetooth data and loop-
detector data. Crawford et al. [31] captured
repeated trip behaviors from Bluetooth data to
class road users and measured spatial similarity
using Sequence Alignment. These studies sup-
port the research by providing tools to improve
Bluetooth data quality and identify truck trips,
and hence help to predict truck turnaround time
more reliably and realistically.

This literature review highlights signifi-
cant gaps in the existing research on truck
turnaround time prediction, particularly in the
integration of diverse influencing factors and the
holistic consideration of both in-port and exter-
nal conditions. While truck appointment sys-

tems (TAS) have been extensively studied to op-
timize traffic flow and reduce turnaround times,
most studies fail to capture the dynamic nature
of port operations and rely heavily on limited
datasets, such as truck arrival data from termi-
nal gates. Prediction models often focus on iso-
lated factors, such as historical traffic flows or
vessel-specific metrics like ETA and VTT, which
restrict their ability to identify patterns across
multiple variables. Moreover, although Blue-
tooth data has been widely used for road trip
and vehicle type identification, there is a lack of
research leveraging this data to identify vehicle
entry and exit trips within a specific area, fur-
ther limiting its application in truck turnaround
time modeling. To address these gaps, this
study aims to develop a prediction model for
truck turnaround time that integrates histori-
cal truck arrival and departure data, container
arrival information, and external factors such as
weather and traffic conditions. By incorporat-
ing diverse datasets and leveraging Bluetooth
trip identification methods, the proposed model
seeks to provide a more comprehensive and accu-
rate framework for predicting truck turnaround
times at container terminals.

3 Bluetooth Trip Identifica-
tion and Empirical Data
Analysis

This chapter focuses on the empirical analysis of
the datasets utilized in this study and the iden-
tification of Bluetooth-based vehicle trips to de-
rive meaningful inputs for the prediction model.

3.1 Data Description
To develop an accurate and robust prediction
model for truck turnaround time at container
terminals, this study utilizes multiple datasets
sourced from the Port of Rotterdam and other
reliable sources. The datasets span the entire
year of 2017, covering a wide range of tempo-
ral and operational variations. The primary
datasets are described as follows:

• Container arrival dataset: This dataset con-
tains all arriving container records at the
five container terminals in the Maasvlakte
area in 2017. It reveals several key data
fields including container ship arrival time,
container unloading time, container unload-
ing terminal, estimated hinterland transit
time and container ship name.

• Vehicle Bluetooth detection dataset. This
Bluetooth data set is measured in days and
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contains all Bluetooth detection informa-
tion on the roads surrounding the Rotter-
dam port area for 365 days in 2017. The
daily data set contains approximately 4 mil-
lion detection records. Each sensor records
the passage of vehicles, the MAC Address of
the vehicle, along with the time stamp and
the latitude and longitude of the sensor.

• Environmental dataset. This data set
mainly describes the wind speed conditions
every ten minutes around the research area
in 2017. The data fields include factors such
as wind level, maximum wind gust speed
and wind direction.

3.2 Bluetooth-based Trip Identifi-
cation

In our data, some Bluetooth sensors, mapped to
specific locations, provide insights into vehicle
routes, travel times, and the turnaround times
associated with entering and exiting port ter-
minals. A pair of Bluetooth sensors along the
route to the research area are found to cluster
travel time observations and thus identify the
corresponding vehicle category. Other sensors,
deployed within the research area, can track the
sequence of vehicle passes. Before identifying
truck tours from the Bluetooth data, we need to
extract vehicle categories from the dataset. The
flow chart presented in fig 1 illustrates the steps
for extracting truck-specific data.

For a given time period and specific Bluetooth
sensors, outliers are eliminated from Bluetooth
observations based on the driving behavior of
different types of vehicles. Then, the filtered
Bluetooth observations are clustered into two
representative groups to analyze the driving be-
havior of these vehicles. The selected route is
about 10 km long. Therefore, after calculating
the travel time, we delineated a reasonable travel
time range based on the speed limit of Dutch
highways. Observations exceeding this travel
time range are excluded to avoid the impact
of missing observations or longer travel times
caused by congestion.

After clustering vehicle observations, we cate-
gorized the driving behaviors based on the speed
limit for trucks on Dutch highways. Vehicles
meeting these conditions were then labeled as
"likely to be trucks". Selecting January 2017
as the time period, with the timestamp of en-
try into the route as the horizontal axis and the
travel time as the vertical axis, the observed dis-
tribution of data points is shown in Fig 2.

Figure 1: Identifying trucks from Bluetooth ob-
servations

Figure 2: Trip duration time observations

The majority of the observations appear to
cluster around a narrow range of trip durations
between about 7 to 8 minutes. For the cho-
sen route, the presence of a clear boundary be-
tween the clusters centered around 6 and 7 min-
utes suggests distinct driving behaviors or vehi-
cle types. Fig 3 presents the clustered results of
Bluetooth observations after excluding outliers
from the data. The slower group of vehicles is
marked red. As the regulatory speed limit for
trucks and some other types of vehicles in the
Netherlands is 80 km/h, these observations gen-
erally meet the speed limit requirements. This
can also explain the cause of the cluster bound-
ary.
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Figure 3: Clustered trip duration time observa-
tions

The identified clusters of slower vehicles ac-
count for approximately 75% of all vehicles.
Considering the speed limits of different types of
vehicles, the penetration rate of Bluetooth de-
vices, and other factors, these vehicles cannot
be completely labeled as trucks, pending subse-
quent verification. Therefore, these data points
are labeled "likely to be trucks". For each MAC
address, if more than 90% of its trips are marked
as such, it is initially classified as a truck.

After identifying the vehicle type, it is also
necessary to identify the truck trip and extract
the driving route, destination and turnaround
time of the truck trip. The research area’s sen-
sors are positioned at entry points, terminal ac-
cess roads, and within key road segments, which
provides opportunities to track container trucks’
movement across the five terminals. A vehi-
cle trip within the research area can be defined
as the journey a truck undertakes from its en-
try into the area, through terminals, and until
its exit. Each terminal, within its unique entry
route, represents a potential destination within
a tour. By investigating the traffic network
within the research area through Google Maps
and geographic information, specific routes to
each container terminal are delineated with cor-
responding Bluetooth sensors placed along the
routes. Table 1 displays the correspondence be-
tween each sensor and the respective terminal.
Building upon the historical analysis of vehicle

Table 1: Sensor and Terminal Mapping

Sensor Terminal
298 A
299 B

110001 C
1580336 D

If only 1580329 E

trip times and the identification of valid trips,
the process for defining vehicle tours within the
research area relies on detecting consistent entry

and exit behavior for each vehicle.Considering
the possibility of missing Bluetooth detection
records and their impact on subsequent data, an
effective trip detection step needs to be added.
A single trip is considered valid only if it lasts
more than 20 minutes and occurs within the
same day, or if it spans multiple days but is
within four hours. Among the identified trips,
based on information provided by sources such
as the Port of Rotterdam, the turnaround time
for truck trips is generally less than four hours.
Therefore, trips lasting less than four hours are
labeled as "likely to be a truck".

Figure 4: Weighted Frequency Distribution of
Truck Trip Proportion by Vehicle

After the trip detection and classification pro-
cess described earlier, each vehicle’s trips are di-
vided into two categories: a certain proportion
is labeled as "truck" trips, while the remaining
trips are labeled as "others." This plot shows the
weighted frequency distribution of the propor-
tion of trips labeled as "truck" for each vehicle.
Each vehicle’s weight in the distribution is deter-
mined by its total number of trips, giving more
weight to vehicles with a higher trip count. Fig
4 shows the weighted frequency distribution of
truck trip proportion. As the frequency of truck
trips gradually increases after the 70% quantile
value, we initially label vehicles with over 70%
truck trips as "trucks".

According to research [32], the penetration
rate of Bluetooth vehicles in port areas is no
more than 75%. Since there are other facilities
in the port area besides container terminals, and
the same road speed limits apply to other types
of vehicles other than container trucks, we are
not able to capture precise road traffic flows,
container truck flows and turnaround times. As
a result, in order to improve the authenticity
of the turnaround time prediction input, we use
double verification methods. Only vehicles that
are identified as trucks in both identification
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methods will be labeled as trucks in the final
processed data set. Finally, based on the ve-
hicles identified to be trucks according to their
trip duration time on the selected route, 85% of
the vehicles were further confirmed to be trucks.
These identified trucks carries 64% of the trips
within the port area.

3.3 Descriptive Analysis of Input
Parameters

In this section, we conduct an in-depth analysis
of the processed data to uncover patterns and
insights relevant to port operations and truck
turnaround times. Identifying and analyzing the
distribution characteristics of the data can help
us make more targeted adjustments to the model
input. In addition, the data periodicity revealed
by distribution characteristics can help us bet-
ter capture underlying temporal patterns, espe-
cially when dealing with indicators with obvious
periodic fluctuations.

Figure 5: Comparison of Wind format

In terms of environmental wind conditions,
while the wind speed along with wind direc-
tion (in degree) is not an ideal model input,
convert wind conditions to wind vectors would
helps to explain the model. In the wind direc-
tion, 360° and 0° should approach each other
and wrap smoothly. If the wind isn’t blowing,
the direction doesn’t matter. As a result, Wind

speed and direction are converted into u (east-
west) and v (north-south) vector components.
Fig 5 shows the results before and after wind
vectorization processing. The wind vectors are
primarily concentrated near the center of the
plot, while points farther from the center rep-
resents higher wind speeds. After vectorization,
wind data shows a clearer directional distribu-
tion, and the format is better suited for integra-
tion into further modeling.

Figure 6: Comparison of Turnaround Time Dis-
tributions

Fig 6 illustrate the distribution of turnaround
times, one representing all vehicles and the other
specifically focusing on identified trucks. The x-
axis stands for turnaround time length, while
the y-axis coordinate is the frequency of occur-
rence. The distribution of turnaround times for
all vehicles in the first figure displays a bimodal
pattern. The first peak occurs between 1 and 2
hours, and the turnaround time for most vehi-
cle trips are distributed around this peak. The
secondary peak, around 8-10 hours, likely repre-
sents non-container vehicles involved in different
types of operations within the port, especially
vehicles that regularly enter and exit the port
area during working hours. In contrast, the dis-
tribution of turnaround time for identified trucks
(second figure) shows a unimodal and positively
skewed distribution. Similar to the first peak
in the first figure but with a lower frequency,
the majority of turnaround times are clustering
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between 1 and 2 hours. This concentration sug-
gests that, under normal operating conditions,
most container trucks can complete their tasks
within this time period. The observed distri-
bution features and differences demonstrate the
effectiveness of the proposed truck identification
method.

Figure 7: Daily Truck Flow to Each Terminal

Fig 7 displays daily truck traffic to each ter-
minal over a month. There is a clear recurring
weekly pattern, where traffic peaks at the begin-
ning of each week (around Monday or Tuesday)
and then gradually declines towards the week-
end, reaching a minimum typically on Sundays.
Evidence from the figures displayed above proves
the apparent periodicity in port operations and
truck traffic. Therefore, we also perform a peri-
odic analysis of truck turnaround times.

Figure 8: Frequency Domain of Truck
Turnaround Time in Terminal ECTDELTA

To further investigate the periodicity in truck
turnaround times, a frequency domain analy-
sis was conducted using the Fourier Transform.
The Fourier Transform is a mathematical tech-
nique that decomposes a time series into its con-
stituent frequencies, allowing us to observe peri-
odic components within the data. By converting
time-domain data (turnaround times over time)
into the frequency domain, we can identify domi-
nant cycles that may reflect operational rhythms
or systematic delays in the port’s workflow.

In this frequency domain analysis, shown in
Fig 8, the x-axis represents the period in hours,
while the y-axis shows the amplitude of each pe-

riodic component. Peaks in amplitude indicate
strong periodic components in the turnaround
time data. The two peaks appear at 23.97 and
166.76 hours, indicating that truck turnaround
time has strong periodic characteristics on daily
and weekly basis. This periodic analysis not
only confirms the presence of the previous fig-
ures, but also revealed that time signals can be
transformed into "periods of a day" or "periods
of a week" for interpretation to improve predic-
tion accuracy.

4 Methodology

4.1 Mechanism of LSTM
The prediction model development phase is the
core component of this research. Given the se-
quential nature of the data involved, we elab-
orate on the choice of employing time series-
based prediction methods for forecasting truck
turnaround times at sea terminals. Addition-
ally, we discuss the reason behind selecting Long
Short-Term Memory (LSTM) networks as the
primary modeling technique.

The choice of LSTM is driven by the need to
model complex sequential relationships between
variables. As a type of recurrent neural network
(RNN), LSTM was firstly introduced by Hochre-
iter and Schmidhuber, as a solution to the van-
ishing gradient problem commonly encountered
in traditional RNNs[33].

As shown in fig 9, at time step t, the cell in-
volves three inputs, three gate units and two out-
puts. Two of the inputs comes from the unit of
previous time step, namely the cell state Ct−1

and hidden state ht−1. Another input is the cur-
rent system variable vector xt. The outputs of
the cell are the updated cell state Ct and the
hidden state ht, which are passed to the next
time step.

Figure 9: Typical repeating module in an
LSTM[34]

Three gates are structured within a unit. The
forget gate determines which information from
the previous cell state Ct−1 should be discarded.
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where σf is the sigmoid activation function, Wf

is the weight matrix, bf is the bias vector, and
[ht−1, xt] represents the concatenation of the
hidden state and input vector. The forget gate
outputs a value ft ∈ [0, 1], where values close to
1 retain information and values close to 0 discard
information.

The input gate controls which new informa-
tion should be added to the cell state. The out-
put gate determines what part of the cell state
Ct should be output as the hidden state ht and
convert to next cell. Finally, the weights and bi-
ases will be updated through back propagation
for minimizing the loss function. In this study,
the loss function is determined by the prediction
of the state.

4.2 Model development

In this research, a stacked-LSTM model is de-
veloped to predict the turnaround time. Ex-
isting studies have proved that a more compli-
cated LSTM architecture is more probably able
to build the representations of sequential data
[35]. The stacked-LSTM model features a multi-
layer architecture, allowing it to process sequen-
tial data hierarchically, capture both short-term
and long-term dependencies, and build richer
representations. In a stacked multi-layer LSTM
architecture, the hidden layer’s output serves
as the input to the next layer in the sequence.
This architecture allows for embedding multiple
LSTM components to capture richer hidden fea-
tures in the data.

The stacked LSTM model in this study em-
ploys a multi-layered architecture designed to
effectively process and analyze complex sequen-
tial data, as illustrated in fig 10. The model
integrates multiple LSTM components to cap-
ture both short-term and long-term temporal
dependencies while extracting rich features from
two primary data sources: container-related in-
formation and road traffic data. These two
data streams are first processed independently
through separate LSTM layers, allowing the
model to focus on the unique characteristics and
temporal patterns of each source.

The output from these initial LSTM layers is
then combined and passed to a shared LSTM
layer, where the model integrates the extracted
features to understand the interdependencies be-
tween container operations and road traffic con-
ditions. This consolidated information is fur-
ther processed through a dense layer, which re-
duces dimensionality and refines the feature rep-
resentation, before being fed into the output
layer to generate predictions of truck turnaround
time. By isolating and then integrating data

from these two sources, the architecture ensures
a comprehensive representation of the factors in-
fluencing turnaround time. The hierarchical de-
sign of stacked LSTM layers enhances its ability
to capture intricate temporal relationships and
dependencies, enabling more accurate and ro-
bust predictions.

Figure 10: Architecture of stacked-LSTM model

The selected input parameters for the model
encompass a range of operational and envi-
ronmental factors essential for predicting truck
turnaround time. These include truck arrival
flow, container arrival volumes at terminals,
lagged average turnaround times, and wind com-
ponents such as speed and direction. To account
for temporal patterns inherent in port opera-
tions, periodic features such as the day of the
week and hour of the day are incorporated into
the model. These features are transformed into
continuous variables using sine and cosine func-
tions, which preserve the cyclical nature of time
and eliminate discontinuities in the data.

Before training the model, several data pre-
processing techniques are implemented in order
to improve data quality and prediction accuracy.
Specifically, three key steps are performed:

1. Outlier Removal: A significant portion
of errors in container truck turnaround time
data arises due to low sample sizes during cer-
tain time periods. Outlier predictions are han-
dled through quantile clipping, where predic-
tions falling outside a certain percentile range
are adjusted or removed to improve the model’s
general accuracy. To address this, we first iden-
tify and clean these low-sample-size outlier pe-
riods, ensuring that the resulting dataset better
represents the actual trends and patterns.

2. Masking Invalid Time Steps: After remov-
ing outliers, the cleaned data is combined with
the original missing time steps to create a com-
prehensive mask.

3. Time-series forecasting models like LSTM
can produce predictions that may fluctuate due
to minor noise in the data, especially when deal-
ing with complex operational environments like
port terminals. In an LSTM-based prediction
problem, the presence of missing or null values
in the input time series poses a significant chal-
lenge, as the model cannot process null values
during training. Simply imputing missing val-
ues with predefined values, such as zeroes, the
mean of historical observations, or the last ob-
served value, introduces bias into the model in-
puts. This bias can lead to inaccurate param-
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eter estimation during the training process, ul-
timately affecting the model’s predictive perfor-
mance[36]. To address this, data quality improv-
ing techniques are applied to reduce these fluc-
tuations and produce more stable predictions.

4.3 Hyperparameter selection

After resampling the data set into a data form
characterized by time steps and preprocessing
it, the finalized data are split into training data
and test data. The first 80% of the data are
used for model training and the remaining are
used for test and validating. Different sequence
lengths are applied to strike a balance between
forecast accuracy, data availability and practical
significance.

To standardize the input data, a min-max
scaling technique is applied in order to prevent
features with larger magnitudes from dominat-
ing the learning process and to accelerate model
convergence during training. For a given feature
xt at time step t, the scaling is performed as
follows:

xscaled
t =

xt − xmin

xmax − xmin
(1)

where xmin and xmax are the minimum and max-
imum values of the feature xt in the dataset.
The same scale is applied to both train and test
set.

The performance of the stacked-LSTM model
is significantly influenced by its hyperparam-
eters, which are categorized into two groups:
model architecture hyperparameters and train-
ing process hyperparameters.

Key model architecture hyperparameters in-
clude the number of LSTM layers, the number of
neurons per layer, and the dropout rate. These
parameters control the network’s depth, capac-
ity to capture patterns, and regularization to
prevent overfitting. Input time steps are also
critical, as they define the historical sequence
length used for prediction, balancing the capture
of long-term dependencies with potential noise.
The tanh and sigmoid functions are employed
as activation functions to handle non-linear tem-
poral patterns, while the loss function and op-
timizer ensure efficient learning by minimizing
prediction errors.

Training process hyperparameters include the
batch size, learning rate, and number of epochs.
The batch size determines the number of sam-
ples processed per iteration, affecting conver-
gence speed and stability. The learning rate con-
trols the step size of weight updates, requiring
careful tuning to avoid divergence or slow con-
vergence. Early stopping is implemented dur-
ing training to prevent overfitting by halting the

process if validation loss does not improve over
several epochs.

Before constructing the model, it is essen-
tial to determine the model parameters. Some
of the general parameters in the model are set
based on recommended optimal parameter con-
figurations, as shown in Table 2. All the RNN-
based models are trained by minimizing the
mean square error using the Adam optimization
method. The early stopping mechanism is used
to avoid over-fitting.

Table 2: Common settings of each layer.

Layers Common settings

LSTM layer Activation = Sigmoid
Dense layer Activation = Linear
Training process Optimizer = ’Adam’

Learning rate = 0.001
Loss = MSE

Dropout layer Dropout rate = 0.2

In this study, hyperparameter tuning was per-
formed to determine the optimal configuration
for the proposed stacked-LSTM model. The
hyperparameters considered for experimentation
included time steps, neuron units in each layer,
number of epochs, and batch size. The candi-
date values for each hyperparameter are as fol-
lows:

• time_steps: 24, 72, 168

• units: 32, 64, 128

• epochs: 25, 50, 100

• batch_size : 16, 32, 64, 128

For the epochs parameter, while longer training
typically improves model performance, it comes
with a significant increase in training time. How-
ever, due to the implementation of the early
stopping mechanism, most experiments exhib-
ited convergence within 50 epochs. As a result,
50 epochs were chosen as the default value for
the training process.

The other three hyperparameters
(time_steps, neuron units, and batch size)
were evaluated using a grid search approach.
Specifically, experiments were conducted by
varying the combination of these parameters,
and their effects on the model’s performance
were assessed. The mean absolute error (MAE)
was selected as the evaluation metric for hy-
perparameter optimization. Figure 11 presents
the 3D grid search results, highlighting the best
hyperparameter set results. As shown in Fig
11, through experimental evaluation, it was
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Figure 11: Hyperparameter tuning results for
time_steps, neuron units, and batch size, eval-
uated using MAE.

observed that a time step of 72 hours, repre-
senting a prediction window of 3 days, achieved
a favorable balance between predictive accuracy
and computational requirements. Regarding
batch size, smaller batch sizes consistently
yielded better MAE values, suggesting that
finer gradient updates were advantageous for
this dataset despite the associated increase
in training time. From the figure, it can be
observed that the combination of time_steps =
72, neuron units = 128, and batch size = 16
achieves the best performance with the lowest
MAE. Based on the numerical experimental re-
sults and empirical insights, further adjustments
to the model’s hyperparameters were made.
Under the finalized model architecture, the
following settings were selected for subsequent
training: the number of hidden layer units was
set to 128, the number of epochs to 50, the
activation function to Sigmoid, the dropout
rate to 0.2, the time step to 72 hours, and the
batch size to 16.

5 Model Results

5.1 Model Performance

Under the selected hyperparameter combina-
tion, the prediction results of the model are
shown in the figure 12. The blue line in the
figure represents the actual truck turnaround
time, and the orange line represents the pre-
dicted turnaround time. The predicted values
generally follow the fluctuation trend of the real
values well. A clear pattern of fluctuations can
be observed from the prediction results. Gen-
erally, the proposed LSTM model well captured
the cyclical changes, and in most cases the pre-
dicted values align well with the true values at

Figure 12: Prediction Results of the proposed
stacked-LSTM model

the peaks and troughs in the time series.
Specifically, some local peaks, such as those

around time steps 600 and 1400 in the valida-
tion set, were not accurately predicted. Abnor-
mal fluctuations in peaks are often caused by
short-term external events such as sudden ter-
minal congestion, equipment failure, which may
not be fully reflected in the obtained data and
selected input features. The LSTM model cap-
tures long-term dependencies through memory
units, which has a certain smoothing effect on
noise and short-term extreme changes in the in-
put sequence. When faced with severe fluctu-
ations, models tend to predict values close to
the overall trend rather than capturing these
changes according to the set of the loss function.
Additionally, the model fails to capture the de-
viation between some of the predicted troughs
and true values.

Although the prediction errors at some time
steps are large, the overall error distribution is
relatively uniform, and there is no significant
systematic overestimation or underestimation of
the model’s predicted values. This shows that
the model has good generalization ability in the
overall range and does not cause obvious bias
problems.

5.2 Benchmarking

To evaluate the performance of the proposed
model, several kinds of models for truck
turnaround time prediction are compared with
the prediction results. This study selected lin-
ear regression models, XGBoost models, random
forest (RF) models, single-layer LSTM models,
and multi-layer LSTM models based only on
turnaround time for comparison.

Under the same dataset and sample division,
we compared the performance of the proposed
stacked LSTM model with other models to eval-
uate their advantages and disadvantages in pre-
dicting truck turnaround time within the con-
text of this study. The performance of the mod-
els was measured using RMSE, MAE, and R-

11



square metrics. The prediction comparison re-
sults are shown in the figure 13 and figure 15 in
Appendix.

Figure 13: Result comparison of different models

Model RMSE MAE R-square (RMSE) GAP%

Stacked LSTM 0.249 0.173 0.418 -
Linear Regression 0.273 0.191 0.367 9.64%
Random Forest 0.247 0.168 0.420 -0.80%
XGBoost 0.250 0.172 0.414 0.40%
Single LSTM 0.290 0.213 0.290 16.47%
Multilayer LSTM 0.280 0.202 0.320 12.45%

Table 3: Comparison of Model Performance
Metrics

Based on the Table 3, the proposed Stacked
LSTM model demonstrates significant advan-
tages in the given prediction scenario. It
achieves an RMSE of 0.249 and an MAE
of 0.173, which are comparable to the best-
performing Random Forest model (RMSE =
0.247, MAE = 0.168) and slightly better than
XGBoost (RMSE = 0.250, MAE = 0.172). Fur-
thermore, the Stacked LSTM model shows a no-
table improvement in R-square (0.418), indicat-
ing its superior ability to explain the variance in
the data compared to other LSTM-based models
and Linear Regression.

While Random Forest slightly outperforms
the Stacked LSTM in RMSE (-0.8% GAP), it
is important to note that Random Forest’s su-
perior handling of masked data might have con-
tributed disproportionately to its performance.
In contrast, the Stacked LSTM model excels in
capturing temporal dependencies, making it bet-
ter suited for valid data predictions in this con-
text. Additionally, the Stacked LSTM surpasses
both Single-layer LSTM and Multilayer LSTM
models by a significant margin in all metrics,
highlighting the effectiveness of stacking layers
in leveraging sequential patterns.

5.3 Factor Sensitivity Analysis
In order to explore the impact of different input
features on the average turnaround time predic-
tion accuracy, this section decomposes the input
factors of the model. These input factors include
historical average turnaround time, wind speed,

container arrivals at each terminal, and truck
arrivals. To systematically evaluate the contri-
bution of each feature, the experiments were de-
signed to start with a baseline model contain-
ing all input features and gradually eliminate
individual features or specific combinations to
observe the resulting changes in prediction per-
formance. This elimination method enables the
identification of critical features whose removal
significantly impacts the model’s accuracy.

The experiments were conducted using the
Stacked LSTM model with consistent architec-
ture, training and testing datasets, and train-
ing parameters across all experiments. The de-
sign includes tests where each individual feature
is removed (e.g., historical average turnaround
time, wind speed, container arrivals, or truck ar-
rivals) to analyze its standalone impact on the
predictions. In addition, specific feature com-
binations were excluded to evaluate the influ-
ence of the combined effect of internal and ex-
ternal factors, also to observe the inner connec-
tion of certain features. For example, histori-
cal turnaround time and truck arrivals were re-
moved together to assess the effect of excluding
traffic-related dynamics, while wind conditions
and container arrivals were excluded to test the
significance of terminal-side operational factors.
The experimental design for this sensitivity anal-
ysis is shown in Table 4.

Table 4: Experimental Design for Sensitivity
Analysis Based on Input Features

Experiment Number TTT Wind Container Count Truck Arrival Periodicity

1 ✓ ✓ ✓ ✓ ✓
2 - ✓ ✓ ✓ ✓
3 ✓ - ✓ ✓ ✓
4 ✓ ✓ - ✓ ✓
5 ✓ ✓ ✓ - ✓
6 ✓ ✓ ✓ ✓ -
7 ✓ - - ✓ ✓
8 ✓ ✓ - - ✓
9 - ✓ ✓ - ✓

Figure 14: Result of Sensitivity Experiments

The experimental results of sensitivity anal-
ysis are shown in the figure 14. In the single-
feature analysis, removing any feature nega-
tively impacted prediction accuracy. Among
them, current wind speed (environmental fac-
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tor) and truck arrivals had the most significant
influence, with their removal causing a notice-
able increase in RMSE. From an operational
perspective, adverse wind conditions can render
terminal operations infeasible or significantly in-
efficient, leading to simultaneous shutdowns on
the landside and quayside. The absence of wind
condition information makes it difficult for the
model to capture unexpected shutdowns. This
parameter is crucial for all terminals in the
Maasvlakte area. Similarly, truck arrivals have
a clear real-world correlation with average truck
turnaround times. A higher queue of trucks in-
side the port directly impacts the turnaround
time of subsequent trucks.

In contrast, container arrival information and
periodicity did not significantly affect prediction
accuracy. While previous analyses have shown
that port turnaround times exhibit notable daily
or weekly periodicity, the model appears capa-
ble of capturing these temporal patterns from
the time-series data itself. In the double-feature
combination experiments, the removal of any of
the three designed feature combinations also led
to a significant increase in RMSE. The results
of Experiments 2 and 9 highlight the substantial
contribution of truck arrivals to improving pre-
diction accuracy. Meanwhile, Experiment 7 per-
formed slightly worse than Experiment 3, sug-
gesting that container arrival counts, as a work-
load indicator, can complement other features to
enhance the model’s performance. The experi-
mental results demonstrate that removing any
single feature or feature combination results in
predictions that are less accurate than those ob-
tained by using all features together.

5.4 Implications

This chapter focuses on the training of the pro-
posed model architecture and compares the re-
sults obtained using different numerical impu-
tation strategies and parameter combinations.
Based on the optimal numerical imputation
strategy and parameter configuration, the model
was trained to obtain prediction results and con-
duct performance analysis. Furthermore, a fac-
tor sensitivity analysis was performed on the
input features of the model, providing insights
into parameter importance. Finally, k-fold
cross-validation was applied to the training re-
sults, demonstrating the model’s relatively reli-
able performance in predicting truck turnaround
times.

Several findings emerged from this chapter.

• All tested models struggled to accurately
predict the sharp peaks in the dataset. This
limitation is largely due to the quality and

scope of the original dataset, which may
lack the detailed information needed to ex-
plain these extreme variations. Improving
data quality and adding more informative
features could help address this issue in the
future.

• In terms of the prediction results of each
terminal, the model shows different perfor-
mance, showing the different operational
characteristics and operational differences
of the terminal. It also shows that in actual
operations and practical application of the
model, it is necessary to adjust accordingly
and make decisions based on the particular-
ity of each case.

• Sensitivity analysis and k-fold cross-
validation confirmed the model’s effective-
ness and reliability. The sensitivity analysis
provided helpful insights into the relation-
ship between input features and truck
turnaround times. However, due to the
limitations of neural networks, the model’s
ability to explain these relationships in
detail is somewhat restricted.

6 Conclusions
Container terminals serve as crucial hubs in in-
ternational maritime logistics, acting as trans-
shipment points for goods transported glob-
ally. Container trucks are vital for connecting
terminals with inland logistics, and accurately
predicting truck turnaround time can signifi-
cantly enhance terminal operations. This study
proposes a machine learning-based framework
for turnaround time prediction, utilizing multi-
source data integration and advanced neural
network models. By improving turnaround time
prediction accuracy, this research contributes to
optimizing terminal operations, reducing con-
gestion, and supporting better decision-making
for logistics companies, terminal operators, and
port authorities.

The research of this article mainly focuses
on Bluetooth trip identification, prediction
model construction and performance compari-
son. First, by filtering and integrating Blue-
tooth detection data, an efficient itinerary iden-
tification method was developed, achieving an
identification accuracy of more than 90% un-
der double verification. In the construction of
the prediction model, this article designed and
implemented a stacked long short-term mem-
ory (stacked LSTM) network. This model uses
multi-source data to capture the temporal de-
pendencies in port operations and improves the
prediction accuracy through the optimization of
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hyperparameters. In the sensitivity analysis,
this paper found that container truck arrival vol-
ume and wind speed are the variables that have
the greatest impact on turnaround time, further
verifying the advantages of multi-source data in-
tegration. In the sensitivity analysis, this paper
found that container truck arrival volume and
wind speed are the variables that have the great-
est impact on turnaround time, further verifying
the advantages of multi-source data integration.

Compared with traditional forecasting re-
search, this paper not only relies on historical
traffic flow and terminal operation data, but
also introduces environmental variables and con-
tainer dynamic information, thereby compre-
hensively capturing the complexity of terminal
operations. At the same time, the use of stacked
LSTM models breaks through the limitations of
traditional regression models and can more effec-
tively model nonlinear characteristics and time
series patterns of data. In addition, this article
innovatively introduces a masking mechanism to
deal with the problem of missing data, which sig-
nificantly improves the robustness of the model
in scenarios with incomplete data quality.

The research in this article has important im-
plications for managers. The prediction results
can not only guide logistics companies to ad-
just the arrival time of container trucks to avoid
congestion during peak periods, but also provide
a decision-making basis for terminal managers
to optimize resource allocation. Compared with
the previous method of forcibly allocating con-
tainer truck arrival times through quotas, this
paper’s method is more flexible. It guides con-
tainer truck companies to spontaneously adjust
scheduling strategies by publishing forecast in-
formation, effectively balancing terminal opera-
tion efficiency and flexibility. In addition, the
results of the sensitivity analysis emphasize the
importance of traffic and environmental vari-
ables in prediction, and managers should make
full use of these data to improve port operation
efficiency.

Future research directions include expanding
the dataset to introduce more turnaround time-
related features, such as equipment operating
status and intermodal connection information;
further optimizing the model to improve predic-
tion accuracy and enhance interpretability; and
studying logistics companies through behavioral
logic, and deeply exploring the impact of pre-
dictive information on decision-making. At the
same time, verifying and promoting the model in
this article in other ports and exploring its uni-
versality and scalability will provide new ideas
and methods for smart logistics management in
global ports.
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B Appendix B: Model Comparisons

(a) Linear Regression (b) Random Forest

(c) XGBoost (d) Single-layer LSTM

(e) Multi-layer LSTM (f) Stacked LSTM

Figure 15: Comparison of results for different models
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