
 
 

Delft University of Technology

Programmed to do good
The categorical imperative as a key to moral behavior of social robots
Fink, Matthias; Maresch, Daniela; Gartner, Johannes

DOI
10.1016/j.techfore.2023.122793
Publication date
2023
Document Version
Final published version
Published in
Technological Forecasting and Social Change

Citation (APA)
Fink, M., Maresch, D., & Gartner, J. (2023). Programmed to do good: The categorical imperative as a key to
moral behavior of social robots. Technological Forecasting and Social Change, 196, Article 122793.
https://doi.org/10.1016/j.techfore.2023.122793

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.techfore.2023.122793
https://doi.org/10.1016/j.techfore.2023.122793


Technological Forecasting & Social Change 196 (2023) 122793

Available online 31 August 2023
0040-1625/© 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Programmed to do good: The categorical imperative as a key to moral 
behavior of social robots 

Matthias Fink a,b,*, Daniela Maresch b, Johannes Gartner c 

a Johannes Kepler University Linz, Austria 
b Grenoble Ecole de Management, France 
c Delft University of Technology, the Netherlands   

A R T I C L E  I N F O   

Keywords: 
Social robots 
Ethical dilemmas 
Categorical imperative 
Algorithms 
Societal impact 

A B S T R A C T   

Social robots—such as autonomous vehicles, service robots, or healthcare robots—are designed to support tasks 
in a broad range of human activities. However, these robots face moral dilemmas because they must make de
cisions that may do good for one human but potentially inflict harm on another. We argue that Kant's categorical 
imperative provides a framework for algorithm-based moral decision-making. By systematically addressing 
ethical concerns from the outset in the development of the algorithms that steer social robots, their designers can 
help ensure that such robots promote the well-being of individuals, communities, and society. We conclude that 
those involved in the development of social robots need to embed ethics into their design and functioning. The 
solutions to the ethical dilemmas we advance in this paper can help improve the adoption and impact of social 
robots. The presented insights contribute to research, practice, and policy.   

1. Introduction 

Social robots include autonomous vehicles (De Moura et al., 2020; 
Tan et al., 2021), service robots (Van Wynsberghe, 2016; Pollmann 
et al., 2023), or healthcare robots (Na et al., 2023; Søraa et al., 2021). 
During their interactions with humans, social robots make decisions that 
may do good for one human but potentially inflict harm on another 
(Duffy, 2006; Frennert and Östlund, 2014; Sharkey, 2008; Schneiders 
et al., 2022; Pirni et al., 2021). This so-called “double-effect setup” 
(Bentzen, 2016) raises major moral dilemmas, because the social robot 
must decide who to help, who to harm, or how to distribute harm be
tween humans (Hurtado et al., 2021). Oftentimes, the robot might 
simply stop and take no action at all (Tolmeijer et al., 2023), or it might 
take a sequence of actions over a longer period (Rosado et al., 2016) to 
avoid the dilemma. In other cases, however, the decision must be tak
en—potentially under immense time pressure and with severe conse
quences. The question of how the algorithms that steer social robots can 
account for these dilemmas has attracted vivid attention in public and 
scientific discourse (Boada et al., 2021; Deng, 2015). 

In public discourse, the ethical quandary surrounding the actions of 
social robots has often been resolved by implementing Asimov's Laws, a 
set of three hierarchical principles that guide the behavior of social 

robots to prioritize human safety and human interests (Asimov, 1942). 
These principles state that (i) a robot must not injure a human or allow a 
human to come to harm through inaction, (ii) a robot must obey orders 
given by humans unless the order would injure a human or allow a 
human to come to harm, and (iii) a robot must protect its own existence 
as long as this is not in conflict with (i) or (ii). Asimov's Laws are 
“presented as a simple, comprehensive, and logically organized struc
ture of inference for moral judgement of robots with their users” (Van 
Dang et al., 2018). However, when we attempt to apply these principles 
to today's social robots, their limitations soon become apparent. Asi
mov's simple laws reflect a context where a robot must choose between 
preset options; they cannot account for the complexity and dynamics of 
relationships between humans and social robots as well as how those 
relationships are expressed. Thus, in many cases these laws do not 
provide definite behavioral guidance (Murphy and Woods, 2009). 
Moreover, the question of how social robots should distribute harm 
between humans cannot be solved based on these principles (Awad 
et al., 2018). In a road accident, for example, autonomous vehicles will 
sometimes have to decide between running over pedestrians to prevent 
harm to their passengers or sacrificing themselves and their passengers 
to save the pedestrians (Bonnefon et al., 2016). Interestingly, when 
exploring how to address this ethical dilemma, earlier empirical findings 
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suggest a paradoxical situation. While participants would like others to 
buy utilitarian autonomous vehicles that would sacrifice their passen
gers for the greater good, they themselves would prefer to travel in 
autonomous vehicles that prioritize their own safety (Bonnefon et al., 
2016). 

Nor do Asimov's principles account for the human need for human 
attention. In the health industry, social robots may face the ethical 
dilemma of balancing a patient's independence and freedom against the 
need for medication adherence (Becker et al., 2013) and of systematic 
erroneous algorithmic decision-making that could lead to misdiagnoses 
or incorrect medication and treatment (Zarsky, 2016; Mittelstadt et al., 
2016; Asaro, 2019). Exacerbating these challenges, moral preferences 
may vary globally and among different demographics (Awad et al., 
2018). 

Drawing on moral philosophy, we argue that the categorical 
imperative (Kant, 2003; Kant, 1981; Paton, 1971) in combination with 
the life world concept (Schuetz and Luckmann, 1973) and the idea of a 
public discourse (Habermaas, 1973) can provide a key to solving moral 
dilemmas related to social robots. Similar ideas have been developed in 
practical philosophy in recent decades (Powers and Faden, 2006). We 
develop our argument along the following lines. The factual constraint 
(German: Sachzwang) argument that has underpinned much of the 
discourse so far (Apel, 1988; Awad et al., 2018) has been shown to be a 
naturalistic fallacy (Hume, 1739-40; Moore, 1903). If we accept that 
actors—be they human or machines—facing social dilemmas are not 
constrained by natural laws, we realize that they always have a choice. 
For actors, such choices come with the burden of justification, which 
makes human-social robot interactions a subject of practical ethics (Riek 
and Howard, 2014; Arif et al., 2017; Bolander, 2019). We therefore 
discuss the functions of rules, maxims, and laws—and thus the basis of 
moral behavior—using the life world concept (Schuetz and Luckmann, 
1973) and the categorical imperative (Kant, 2003). We deduce that 
specific actions on an individual level cannot be morally legitimized 
through either factual constraints or considerations of utility. Public 
discourse (Habermaas, 1973) then provides the backdrop for developing 
a brief sketch of the discourse of determining aims, which discusses the 
communal utility of a maxim and establishes laws as the basis for the 
moral legitimation of autonomous actions. The paper concludes with the 
insight that individual utility considerations cannot provide the basis for 
morally legitimizing the specific actions of social robots. However, on 
the collective level of public discourse, considerations of utility can 
become part of formulating laws that provide a basis for legitimizing 
maxims, which, in turn, indirectly justify the decisions and resulting 
actions taken by social robots. 

Our contribution has important implications for research, practice, 
and policy. Our paper shows that algorithms steering social robots 
cannot be developed based on optimization models that maximize utility 
by balancing the beneficial and adverse human impacts of social robots' 
actions. It becomes apparent that the outcome of such calculations can 
never be justified from a moral point of view. Rather, these algorithms 
need to assess each possible action of the social robot they steer using a 
simulation that tests whether one would want this action to become a 
generally valid law. We explain why the action may be performed only if 
the result of the simulation is in line with the consensus derived from the 
public discourse. 

From a research perspective, the approach we suggest provides a 
theoretical basis for exploring ethical issues associated with social robots 
that interact with humans, and for developing empirical studies that 
investigate the impact of social robots on society. The multi-level 
framework that summarizes the results of our theoretical consider
ations can provide a starting point for attractive follow-up research. 

From a practical perspective, our framework offers guidance for the 
developers and manufacturers of social robots, helping them to ensure 
that their products are designed and deployed in an ethically responsible 
manner. The solution we suggest also implies that programmers need to 
be aware of their moral responsibility. Finally, from a policy perspective, 

our framework provides a starting point for developing regulations and 
guidelines for the use of social robots, with a focus on ensuring that they 
are aligned with the moral values and principles of society as a whole. 

2. Why social robots “can” and “ought to” act morally 

The key to social robots' ethical dilemmas is maxims, because they 
can be translated into algorithms that steer the robots' actions in human- 
machine interactions. In the remainder of this chapter, we explain why. 

2.1. Unmasking a naturalistic fallacy 

The starting point for our argument is the observation that utility 
considerations on the individual level cannot provide a basis to justify 
moral decisions. This paradox can easily be explained following Lutz- 
Bachmann (2018). The aim of designing (practical) laws for social ro
bots' interactions with humans is to establish certain actions as desirable 
and others as forbidden. As the maxims derived from these laws pre
scribe specific actions in specific situations, they restrict a robot's scope 
for action (McNair, 2000; Lukow, 2003). In this regard, the laws are 
prescriptive statements; they only make sense if there are incentives for 
one to adhere to them when developing the algorithms (maxims) for the 
actions of a social robot (Herman, 1990). If we justify the legitimacy of a 
law based on its long-term utility, it is difficult to comprehend why we 
need such a law in the first place. If it is in the long-term interest of the 
completely rational social robot to act according to maxims, neither 
maxims that restrict the robot's behavior nor the respective governing 
laws are needed. Social robots that do not adhere to a maxim that is in 
line with the long-term utility for the user violate their own interest and 
thus act irrationally. Because social robots act rationally, any behavior 
that breaks the law cannot exist. 

As long as the theoretical framework assumes actors such as social 
robots to be fully rational, we cannot use utility considerations on the 
individual level to legitimize maxims that restrict behavior. Nor can 
value systems such as religion serve as a basis for legitimizing maxims. 
So, how can we legitimize maxims for social robots? 

Applied sciences such as informatics and economics traditionally 
claim to be value-free: involving no normative judgments at all (Rob
bins, 1932; Nordgren, 2012; Ulrich, 2008). The normative postulates of 
engineers and economists seem to require no justification as long as we 
claim that factual constraints bind the actors to these postulates. If we 
accept that social robots make decisions in social dilemmas based on 
factual constraints and comparative utility considerations, we do not 
need a moral benchmark to evaluate their actions. This would result in 
social robots having ethics without morals (Ulrich, 2008). The right 
actions result directly from the conditions and, thus, individual utility 
considerations. In this way, a “must” that almost resembles a natural law 
replaces an “ought” that is open to discussion and has to be justified. 
Economists and engineers hence escape their responsibility to justify the 
social robots' actions by pointing to the factual constraints that can 
purportedly be found in the social context in which the interaction is 
embedded (Shleifer, 2004). 

However, the “is-ought” problem, or Hume's Law (Hume, 1739-40), 
is the thesis that we cannot infer the right action (that which ought to be) 
from past, current, and future conditions (that which is). Hence, we 
cannot infer what social robots ought to do from factual constraints or 
past data. Rather, the actions of social robots depend on their pro
grammers' will (Kant: Willkür). In fact, the ostensibly factual constraints 
are cognitive constraints in the thinking of the programmers (Ulrich, 
2002), as factual constraints only prevail where natural law determines 
a cause-and-effect relation. Kant (2003) distinguishes between cognitive 
constraints (“causality of freedom”; Kant: Gründe) and factual con
straints (“causality of nature”; Kant: Ursachen). Factual constraints can 
never determine the interactions between humans and social robots: 
even if every human in the interaction behaved in a strictly rational 
manner and only ever aimed at maximizing personal utility, the actions 
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would still be taken by humans and therefore depend on their will. In 
such a scenario, the ultimate aim of humans' will would be maximum 
utility. Even if the process of determining aims is based on reason, the 
result is an act of will (decision) and therefore has to be justified. Thus, 
Ulrich (2008) concludes that economic determinism makes no sense as 
an empirical hypothesis. The constraints experienced in the utility 
maximization model used for algorithms cannot serve as a justification 
for the social robots' inability to act morally. Otherwise, economic the
ories would be mistaken for reality (Ulrich, 2008). 

The programmers of social robots cannot derive the right actions 
from the conditions to be experienced because the ostensibly factual 
constraints of the interaction between humans and social robots are not 
natural laws but rather cognitive constraints. A social robot's actions are 
the result of a reason-based algorithm designed by a programmer with a 
free will (McNair, 2000). Thus, we need principles for these actions that 
can guide the programmers who design the algorithms. Laws are such 
principles for action that are generally valid within a community. This 
brings us to the question of how laws are rooted in maxims and how they 
develop normative power for the individual social robot via the 
programmer. 

2.2. Heteronomy, autonomy, and duty 

Social robots' moral behavior is determined by the programmers who 
create the algorithms that steer them (Pirni et al., 2021). Thus, it is 
important to focus on the programmers who design these algorithms 
(Allen et al., 2005). According to Kant, individuals are “citizens of two 
worlds”: the world of appearances and the world of reason (Kant, 2003). 
In the world of appearances, individuals are embedded in a web of 
causal connections. Within the framework of social relationships, ac
tions, and experience, knowledge elements are categorized and stored in 
their individual knowledge pool before being partly transferred, in a 
socialized form, into the community's collective knowledge pool 
(Schuetz and Luckmann, 1973). At this level, individuals use their 
experience as the starting point for establishing their will and the actions 
arising from it. Individuals' behavior is thus steered by appearances and 
the mutual dependencies they underlie. It does not originate from the 
individual but is externally determined; heteronomous. 

However, the world of appearances cannot provide a universal 
benchmark for evaluating actions as “good” or “bad,” as individual 
opinions and experiences can differ (Schwarz, 2006). Laws as a moral 
benchmark must therefore have a different foundation. Kant finds this 
foundation in human reason—specifically, practical reason, which is 
directed towards actions that are the expression of will. It is important to 
see that in Kant's thinking the will is free from external influence and 
only originates from pure reason. Kant calls this form of will-formation 
autonomy. This autonomy establishes an individual's freedom, which is 
not the freedom to do whatever one wants but rather the freedom to act 
in accordance with duty. Duty is not imposed from outside, but arises 
from reason itself (O'Neill, 1989a, 1989b). If the individual is reason
able, i.e., if they follow reason, which Kant assumes, they have no other 
choice but to do their duty. But how does this duty come about? And 
how can the social robot's programmer discover which maxims they are 
bound by? 

2.3. Hypothetical versus categorical imperative and the normative force of 
maxims 

The first question—how this duty comes about—leads us to the 
construct of the categorical imperative. Imperatives express an ought 
(Kant, 2003). What distinguishes the categorical imperative from its 
hypothetical counterpart is the way in which it develops normative force 
(Schwarz, 2006). In the case of hypothetical imperatives, the means can 
be logically derived from the end. For example, if we wish to get from 
Rome to London quickly, we should take a plane. Hence, the imperative 
is tied to the desired end, i.e., getting to London quickly. The normative 

force depends on this end, and thus on the subject following this end 
(Korsgaard, 1996). Hypothetical imperatives are therefore not generally 
valid and cannot become the foundation of a moral system (Mackie, 
1977). The categorical imperative, however, only refers to the form of 
the action. It is anchored in the principle of morality. What counts is the 
good intention and not the desired end (Korsgaard, 2002). Thus, the 
internal alignment of the will with moral laws is crucial (Schneewind, 
1992). 

Only a principle for action that is based on reason can claim to be 
generally valid. This principle must be abstracted from both subject and 
object (Galvin, 1999; Fink et al., 2023). Therefore, only a formal prin
ciple for action can be generally valid (Arntzen, 1991). Kant suggests a 
thought experiment for individuals to check the moral quality of their 
subjective principles for action, which he calls maxims (Fig. 1). If the 
maxim governing one's actions is of such a nature that one would want it 
to become a universal law, the action derived from this maxim is moral 
(Schneewind, 1992). This thought experiment has to be conducted for 
every maxim. The normative force that arises from this thought exper
iment does not contradict free will. Individuals are free from the con
straints of the world of appearances (level 1) if they act autonomously, 
but, because they are reasonable, they must act in line with their duty, as 
imposed by the thought experiment of the categorical imperative (level 
2). Implementing the categorical imperative leads to autonomous action 
that is in accordance with maxims. This is only possible because the free 
will is committed to the material reason that it has autonomously given 
itself (Korsgaard, 2002). Autonomous action is then oriented towards 
duty, formulated as maxims that are derived from moral reasoning based 
on the categorical imperative (level 3). As a result, what an actor wants 
is identical to what they ought to do. The individual programmer needs 
to design the algorithms that steer the social robots in a way that it 
performs the thought experiment for any decision that arises in its 
interaction with humans. But how do maxims link to the aims of com
munities who are affected by social robots? 

2.4. Establishing maxims in the discourse of determining aims for 
communities 

By adopting a maxim, the actor commits themselves to the under
lying law, but no maxim is valid beyond the individual level. In the 
thought experiment of the categorical imperative, however, the indi
vidual takes the whole community into account through the claim of a 
fictitious general validity, by including other people's ends in their de
liberations (Paton, 1971). Here, the interface between the individual 
and collective levels can be identified: individual-level maxims are 
linked to community-level laws. 

On the level of the community, the only possible criterion for morally 
evaluating actions is whether the claims made for a law's validity can be 
argued to be universal. In order to formulate, through public discourse, a 
law that is generally valid for the community, perspectives must be 
intersubjectively exchangeable between all the actors and people 

Fig. 1. Multi-level model of moral reasoning of social robots.  

M. Fink et al.                                                                                                                                                                                                                                    



Technological Forecasting & Social Change 196 (2023) 122793

4

involved (Ulrich, 2008). Individuals debate the results of their individ
ual thought experiments through public discourse; if they can reach 
consensus, appropriate laws emerge on the collective level. In turn, each 
individual then uses these laws as the basis for legitimizing their maxims 
(Fink et al., 2023). Hence, the maxim first formulated in the thought 
experiment (which is therefore subjective) is made explicit through 
community-level public discourse. In this way, laws are developed and 
established in the community as the benchmark of morality. 

3. Multi-level framework of ethics for social robots 

We summarize the results of the above discussion in a multi-level 
framework (see Fig. 1). At the center of our argument is the maxim. 
Maxims emerge from the thought experiment (categorial imperative) if 
it is desirable for an individual rule to be generally valid. The thought 
experiment takes the appraisal out of the context of the actor's own 
lifeworld and preferences. Actions rooted in maxims are autonomous 
because they are not motivated by individuals' utility considerations. At 
the same time, the discourse on the collective level of communities 
frames the maxims of their members because the principles accepted 
throughout the community impact on the rational considerations of the 
individual during the thought experiment. As a result, maxims derive 
duty from reason, but still incorporate the intersubjective principles of 
the community. Thus, maxims are ideal to guide the design of algorithms 
steering social robots. 

Interestingly, the categorial imperative is a perfect fit for the 
formulation of a set of maxims for social robots interacting with a spe
cific community. The logical form of a thought experiment matches the 
technique of AI-based simulation, and the public discourse within a 
community can be integrated via big data covering scientific publica
tions and media releases. The digital era, thus, provides the perfect 
conditions for employing the categorical imperative for developing al
gorithms that enable social robots to act in ways that are collectively 
perceived as good in the community they interact with. Clearly, the set 
of maxims will differ between communities, and the maxims will evolve 
through machine learning processes built into the social robots. It is 
important to recognize not only that ethical considerations develop over 
time, but also that many different discourses are unfolding in commu
nities in parallel (Niemi et al., 2022). While AI accelerates the decision 
process, it can only mirror the ethical stance that frames the discourses 
within communities. “AI itself is, per default, not irrational or biased; it 
just extrapolates patterns that exist in the real-world data that we give it 
to learn and to exploit these patterns in order to distinguish between the 
potential decision alternatives” (Antretter et al., 2020; p. 1). 

4. Discussion and conclusion 

Social robots are designed to support a broad range of human ac
tivities including mobility, customer service, healthcare, daily domestic 
life, and education (Boada et al., 2021; Borghi and Mariani, 2022). 
However, the use of social robots raises ethical questions such as privacy 
and data protection (Lutz et al., 2019; Lutz and Tamó-Larrieux, 2020; 
Chatterjee et al., 2021), safety, and responsibility, as well as safe
guarding and transparency. Consequently, the ethical principles of 
nonmaleficence, beneficence, autonomy, and fairness should be trans
posed to robotics (Körtner, 2016). 

Thus, the introduction of social robots into society will require that 
they follow ethical principles that go beyond consequentialism (Bent
zen, 2016). We argue that Kant's categorical imperative is a general 
principle that provides a framework for making moral decisions that can 
be applied to social robots (Zoshak and Dew, 2021). This principle can 
be used in the development of algorithms for social robots to evaluate 
the ethical implications of different actions or decisions arising from 
interactions with humans (Powers and Faden, 2006). If a design choice 
would result in harm or injustice if it were universally applied, it would 
not be in accordance with the categorical imperative and, thus, would 

not be an acceptable option. 
The solution to the ethical dilemmas faced by social robots advanced 

here can help improve such robots' impact by ensuring that they are 
designed in ways that align with the universal moral principles of the 
community where they are used. Systematically addressing ethical 
concerns from the outset in the development of the algorithms that steer 
social robots can help ensure that these robots are used in ways that 
promote the well-being of individuals, communities, and society. Engi
neers and designers involved in the development of social robots need to 
embed ethics into their functioning. The approach suggested in this 
paper calls for responsible innovation, which is “a transparent, inter
active process by which societal actors and innovators become mutually 
responsive to each other with a view on the (ethical) acceptability, 
sustainability and societal desirability of the innovation process and its 
marketable products” (Von Schomberg, 2011, p. 9). To realize this 
responsible innovation approach in the realm of social robots, those 
involved in the product innovation process, particularly programmers, 
must be aware of their responsibility (Shea and Hawn, 2019). The 
suggested multi-level framework can offer a good starting point because 
it speaks to the social situatedness of responsible product innovation 
(Scherer and Voegtlin, 2020). While maxims enable actors to assess 
behavioral options autonomously, their embeddedness in the commu
nity involves them in the public discourse (Blok and Lemmens, 2015; 
Jordan, 2008) and thus infuses their rational deliberations with the el
ements of responsiveness, inclusion, anticipation, and reflexivity (Stil
goe et al., 2013; Smith and Semin, 2004; Wood and Williams, 2014). 

Specifically, we show that the categorical imperative is a powerful 
principle for embedding ethics in social robots, because it provides a 
formal framework that dovetails with the functioning of algorithms and 
can consider factors on both the individual and the community level. 
This cross-level legitimization of ethical decisions, however, also im
poses certain limitations on the application of the categorical imperative 
to social robots. Firstly, the application of the formal framework in 
specific situations via simulation requires extensive data and computa
tional capacity. Secondly, this database needs to be context-sensitive, 
and data is created differently across contexts (Dąbrowska et al., 
2022). Every society has a specific pool of experiences and knowledge 
underpinning its set of laws, which in turn provide the moral evaluation 
framework for the maxims steering the individual social robot. Such 
contextual differences and their change over time must be considered. 
Third, embedding ethics in social robots is costly. These costs occur in 
the development of the algorithm, during testing, and over robots' entire 
lifespan. Given the obvious benefits for individuals, communities, and 
society at large, a feasible way to cover these costs is the introduction of 
a global “robo-tax” that is charged on every unit sold. So far, such taxes 
have only been discussed as a way to compensate for robots' negative 
effects on labor markets (Costinot and Werning, 2018; Guerreiro et al., 
2020). Finally, we do not suggest a specific ethics for social robots, and 
nor do we provide the rules, maxims, and laws to support it. Rather, we 
develop a framework that can help to develop a path towards such an 
ethics for social robots. 

The ideas developed in this paper contribute to research, practice, 
and policy. We develop an argument for why algorithms for social robots 
cannot be based on optimization models that balance the beneficial and 
adverse impacts of their actions on humans. We show that the cate
gorical imperative is a possible key to embed ethics in algorithms 
steering social robots. This approach provides a theoretical basis for 
exploring ethical issues associated with social robots. It also offers 
guidance for practitioners such as developers and manufacturers to 
ensure their products are ethically responsible. When users of social 
robots are making their purchase decisions, they can weigh up the al
gorithms implemented in the products available. For policymakers, our 
insights provide a starting point for developing regulations and guide
lines for the development and use of social robots that align with soci
ety's moral values and principles. 
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