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The development of clean hydrogen and photovoltaic (PV) systems is lagging behind the

goals set in the Net Zero Emissions scenario of the International Energy Agency. For this

reason, efficient hydrogen production systems powered from renewable energy need to be

deployed faster. This work presents an optimization procedure for a stand-alone, fully PV-

powered alkaline electrolysis system. The approach is based on the Particle Swarm Opti-

mization algorithm to obtain the best configuration of the PV plant that powers the elec-

trolyzer and its compressor. The best configuration is determined with one of three

indicators: cost, efficiency, or wasted energy. The PV plant needs to be oversized 2.63 times

with respect to the electrolyzer to obtain minimum cost, while for high efficiency, this

number increases by 2%. Additionally, the configuration that minimizes cost, wasted en-

ergy or maximizes efficiency does not correspond to the configuration that maximizes the

annual PV yield. Optimizing for cost results also leads to the best operation of the elec-

trolyzer at partial loads than optimizing for efficiency or wasted energy.

© 2023 The Author(s). Published by Elsevier Ltd on behalf of Hydrogen Energy Publications

LLC. This is an open access article under the CC BY license (http://creativecommons.org/

licenses/by/4.0/).
1. Introduction

“More efforts needed” is the status of the International Energy

Agency tracking report in hydrogen [1]. This means that the

deployment of hydrogen with low emissions is still below the

expected targets toward the 2050 Net Zero Emissions scenario
lft.nl (V.A. Martinez Lope

vier Ltd on behalf of Hydroge

/).
[1]. Traditional hydrogen generation exceeded 900 MtCO2

emissions, and only aminority of the total hydrogen produced

came from clean sources. While the use of hydrogen di-

versifies in other sectors beyond refining and chemistry, these

two sectors demand more than 90% of the global hydrogen

production [1]. Because of the emission-intensive generation
z).
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List of symbols

Vact Activation voltage

a Albedo

Ta Ambient temperature

Amodule Area of the PV module

Am Azimuth of the PV module

As Azimuth of the Sun

A Cell area

Vcell Cell voltage

DG Change of Gibbs free energy

Pcomp Compressor power

i Current density

Pcurtailed Curtailed power

Gdiff Diffuse irradiance

nd Diode ideality factor

Gdir Direct irradiance

h Efficiency

I Electrolyzer current

Pmin Electrolyzer minimum operating power

Pnom Electrolyzer nominal power

Pele Electrolyzer power

Istack Electrolyzer stack current

as Elevation of the Sun

H Enthalpy of hydrogen

F Faraday's constant

hF Farday's efficiency
_H2 Hydrogen flow

Cp Hydrogen specific heat at constant pressure

Cv Hydrogen specific heat at constant volume

It Investment costs

Mt Maintenance costs

r Modeling parameter, discount rate

s Modeling parameter

t Modeling parameter, time

n Moles of hydrogen

TNOCT Nominal Operating Cell Temperature

Ncells Number of electrolyzer cells

Gm Plane-of-array irradiance

ap Power deviation coefficient

P Pressure

Ht Produced hydrogen

h PV module efficiency at Standard Test

Conditions

Pmpp PV module maximum power point at Standard

Test Conditions

PPV PV power

g Ratio of specific heats

Gref Reflected irradiance

Vrev Reversible voltage

T Temperature

Tm Temperature of the PV module

am Tilt of the PV module

R Universal gas constant

Punused Unused power

Vele Stack voltage

W Work needed to compress hydrogen
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methods and the importance of hydrogen in hard-to-

decarbonize sectors, such as transport and industry,

hydrogen production from electricity and water (electrolysis)

is expected to cover around 75% of the clean hydrogen de-

mand worldwide by 2030.

Solar photovoltaic (PV) energy is becoming a preferred

option for powering water electrolyzers for hydrogen

production with three methods for interconnecting such

systems [2]:

Directly-coupled systems. These systems rely on finding

an operating point such that the IeV curves of the PV system

and that of the electrolyzer intersect at a point that is close to

themaximumpower point (MPP) of the PV [2]. Direct-coupling

systems can be made more efficient by applying load-

management techniques, which consist of dynamically

changing the number of electrolyzer stacks connected in

parallel using a switch. In this way, a discrete MPP tracker can

be implemented reaching coupling efficiencies close to 99%

[2]. These systems are also suited for low-power applications

(below 1 kW) for their simplicity, safety, and cost [3].

DC-DC coupling. The electrolyzer can also be interfaced

with the PV system using a DC-DC converter which decouples

the operating point of the PV system from that of the

electrolyzer. The PV system can operate at its maximum

power point at every instant and does not depend on the

component design as with the directly coupled systems [4].

Even when there is one conversion stage that causes power

loss, the total efficiency of the system is higher than the static

directly coupled system (without load management) mainly

because of the deviation from the MPP of the latter at low

irradiance [4].

The advantage of using a DC-DC converter is that the

performance of the system improves under changing irradi-

ance. A maximum power point tracking algorithm forces the

PVmodules to deliver, as the name implies, maximumpower.

However, the algorithm can also drive the electrolyzer into

dangerous conditions either above or below the design limits.

For this reason, a modified MPP tracking algorithm was pro-

posed in Ref. [5], which allows tracking of the MPP under most

conditions, but adjusts the set point if the electrolyzer ap-

proaches an unsafe operating point.

AC coupling. This configuration is typically used to connect

electrolyzers to grid-connected PV systems. The connection is

made using an inverter at the output of the PV system and a

rectifier at the input of the electrolyzer. Similar to the DC-DC

coupling, the AC coupling systems can perform MPPT [2]. For

grid-connected systems, transformers are also needed besides

the DC-AC-DC conversion, resulting in 4 power processing

stages with associated losses [2]. AC conversion can also be

used in off-grid PV-electrolysis systems as in Ref. [6]. This

system needs only two conversion stages (one inverter on the

PV side and one rectifier on the electrolyzer side).

Direct coupling systems are well suited for small-scale

projects, DC coupling for PV systems located in proximity to

the electrolyzer, and AC coupling strategy is adequate for

large-scale systems (in the MW range) where the PV produc-

tion plant is far from the electrolyzer [2].

In all interconnection modalities, optimization must be

performed to ensure maximum hydrogen production, mini-

mum cost, and maximum efficiency.

https://doi.org/10.1016/j.ijhydene.2023.09.072
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1.1. Optimization of PV-electrolyzer systems

The sizing of the PV-electrolyzer plant depends on the

coupling strategy and is an optimization problem of finding

the configuration (in terms of size of PV and EL) that maxi-

mizes or minimizes efficiency, hydrogen production, cost, etc.

Directly-coupled systems are typically optimized by

choosing an appropriate number of PV modules, electrolyzer

cells, or both and the connection between them (series or

parallel). To achieve this, a statistical approach can be

employed. The basis of this method is to identify the region in

the IeV plane where the MPP of a given PV module occurs

frequently and obtain the fraction of the maximum power

point current at which the energy density is the highest. Then,

the number of series connected electrolyzer cells is tuned

such that the system operates in the highest energy density

region. This method allows the use of readily available

manufacturer data and applies to alkaline and PEM technol-

ogies [3]. Additionally, the IeV curve of the PV module can be

linearized around theMPP. The resultant expression is a linear

equation that relates the maximum power point current and

voltage. A similar approach is made for the current of the

electrolyzer. These expressions are then expanded by

including the number of series and parallel PV modules and

electrolyzer cells. When the linearized equations of both

components are equated, the number of series and parallel

modules and cells for a given temperature are obtained. This

system will operate with very high coupling efficiencies

regardless of the changing irradiance, as long as the operating

temperature is kept at the design parameter [7].

Metaheuristic approaches, which are based on stochas-

ticity and the repetitive evaluation of the objective function

[8], are also often used to optimize directly-coupled PV sys-

tems. The number of series, parallel PV modules, and series,

parallel electrolyzer cells is used as a decision variable. The

genetic algorithm [9,10], the imperialist competitive algorithm

[11], and particle swarm optimization [12,13] have been

employed in the past to obtain the best configuration of PV

and electrolyzer.

Naturally, an a posteriori analysis can also be conducted to

study the response of the system to different parameters and

find an optimal solution. This is the case for the study of [14]

for a combined PV-thermal system. The optimal solution can

be found by increasing the number of parallel PVmodules and

the number of series-connected electrolysis stacks and then

analyzing the efficiency.

For DC-DC coupled systems, Gillisen et al. [15], found the

optimal size that minimizes the hydrogen cost for a fictitious

power-to-gas installation in Germany powered exclusively by

a PV system. The number of alkaline electrolyzer stacks, along

with their power, were determined using the mixed-integer

linear programming (MILP) method. The system curtails the

PV power when it exceeds the maximum power of the elec-

trolyzers. On a second approach, a battery-assisted system

was tested using different battery technology. The main

conclusion is that the cheaper option is to allow curtailment,

at the expense of not producing hydrogen continuously [15].

As with directly-coupled systems, the genetic algorithm

appears in literature as an optimization tool, for example, in
Ref. [10]. The authors used the genetic algorithm to vary the

number of PV and electrolyzer cells in series and parallel and

obtain optimum solutions defined by four objective functions

related to cost and efficiency. For the DC-DC coupled system

the topology of the converter was also analyzed finding that

the optimum solution is sensitive to the converter topology.

A different approach for sizing the off-grid PV system

powering an alkaline electrolyzer was followed in Ref. [16] by

using the HOMER software to design the PV system and bat-

tery bank. They considered the load profile of a glass-

producing factory and the solar resource in Algeria, where

the project is located. The study resulted in 1 MWp of fixed-

axis PV with more than 100 batteries. The PV system is fully

powering the whole plant, not only the electrolyzer but also

the auxiliary systems.

A grid-connected PV system powering a fictitious alkaline

electrolyzer plant in Türkiye was studied in Ref. [17]. The

optimizationmethodwas the Generic Optimization algorithm

(GenOpt) coupled with the simulation software TRNSYS. The

objective was to minimize the electricity withdrawn from the

grid by tuning the azimuth and tilt of the PV modules [17].

Setting either the electrolysis technology or the electrolyzer

capacity as decision variables also allows minimizing energy

taken from the grid and meeting production goals at mini-

mum cost [18].

Piveta et al. [19] used MILP to minimize the cost and CO2

emissions of a grid-connected PV system that provides elec-

tricity to a simulated hydrogen production facility in north-

eastern Italy. They achieved the optimization objectives by

tuning the PV, electrolyzer and storage tanks and using the

grid and production targets as constraints. The minimum

found Levelized Cost of Hydrogen (LCOH) was 7.8 V/kgH2 for a

system supplying hydrogen to a steel plant and a hydrogen

refueling station with a 341 kWp of PV and 89 kW PEM elec-

trolyzer. Similarly, Engstam et al. determined the operating

conditions for a grid-connected hydrogen facility in Sweden

which minimize the LCOH and CO2 [20]. The grid model is a

multi-country system, and while this model does not aim to

sizing, it demonstrates that the LCOH, and carbon emissions

are greatly influenced by the operative decisions [20]. For

directly coupled systems, the LCOH is a function of the ratio

between PV and electrolyzer capacities with a single mini-

mum [21,22].

Table 1 summarizes the selected optimization methods

reported in the literature. Note that this list can be consider-

ably expanded for directly coupled systems, as in the litera-

ture review of [23].

1.2. Relevance of this study

While the literature studies (Table 1) have focused on sizing

studies, there is a clear gap in the design of stand-alone, DC-

DC coupled (indirect coupled) systems. Furthermore, the

strategies of direct coupling systems imply that the design of

either, or both, components, PV and electrolyzers must be

tailor-made for a particular system, because their number of

cells and connection are used as decision variables. This

prevents the use of readily available components. Grid-

connected systems have different optimization objectives

https://doi.org/10.1016/j.ijhydene.2023.09.072
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and constraints which are also not suitable for stand-alone

systems.

The study of Gillisen et al. [15] is one of the few focusing on

readily available components at an industrial scale focusing

on indirectly coupled, stand-alone systems.

The purpose of this study is to develop an optimization

procedure for a stand-alone PV-alkaline electrolysis system.

The output of such procedure is a relative sizing factor, which

gives a better insight on the relation between the size of the PV

plant and the size of the electrolyzer, as well as the azimuth

and tilt of the PV modules, which are often overlooked.

These are typically optimized for the PV production, or

decoupled in the optimization process. While the tilt of PV

modules is explored in Ref. [17] as a decision variable for grid-

connected systems and in Ref. [27] as an analysis of its effect,

these variables have not been used to size off-grid solar-

hydrogen systems. In addition, this work considers that the

load is not only the electrolyzer but also a compressor, which

needs to be also powered by the PV system in a stand-alone

system. Using a metaheuristic approach allowing the opti-

mization of complex and diverse objective functions.

Themodel used, although programmed inMATLAB, can be

easily translated into any programming language that sup-

ports the Particle Swarm Optimization algorithm (e.g. Refs.

[28,29]).

Determining of the orientation of the PV modules, the

focus on a fully autonomous system and the inclusion of a

compressor to model the balance-of-plant form the main

contributions of the present work.

The rest of this paper is structured as follows. Section 2

proposes the system description and models of the electro-

lyzer and compressor. This is extended in Section 3 with the

optimization procedure. The results and analysis are dis-

cussed in Section 4 before closing with the conclusion in

Section 6.
2. System model

The studied model consists of an off-grid PV system coupled

to an alkaline electrolyzer using a DC-DC converter. A

compressor is added as a Balance-of-Plant component. Fig. 1

illustrates the studied system.

2.1. Electrolyzer model

The electrolyzer in this work was assumed to be of alkaline

technology with a nominal power of 100 kW, and modeled

with Ulleberg's model [30]. This model assumes that the total

cell voltage is a sum of the reversible voltage and the over-

voltage caused by resistive effects and activation of the

electrodes.

Vcell ¼ Vrev þ Vohm þ Vact (1)

The reversible voltage Vrev is the minimum voltage needed

to start the decomposition of water. It is related to the change

of Gibbs free energy, DG, and is a function of temperature. At

25 �C and 1 atm (standard conditions), DG0 ¼ 237.2 kJ/mol,

which is equivalent to Vrev ¼ 1.229 V [31]. The ohmic losses

Vohm represent the losses at the electrolyte, electrodes, and

https://doi.org/10.1016/j.ijhydene.2023.09.072
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Fig. 2 e Current-Voltage curve of the simulated alkaline

electrolyzer.

Fig. 1 e Description of the studied system. The solid line

represents the electrical connection between components,

while the dashed line indicates the flow of hydrogen.
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bubbles, while the activation losses, Vact, model the over-

potential caused by the energy needed to start the reaction.

This is often described with the Butler-Volmer equation, or

one of its simplifications [32]. The activation overpotential has

a logarithmic dependency on the applied current.

Equation (2) shows the semi-empirical equation to describe

the electrolyzer voltage as a function of the applied current

density i (in A/m2) and the operating temperature (in �C) [30].

Vcell ¼ Vrev þ riþ slogðtiþ 1Þ (2)

The current density normalizes the applied current to the

electrolyzer, I, by the cell area (A): i ¼ I/A. The terms r and t are

coefficients linked to the resistivity of the separator and the

exchange current density respectively. The latter is related to

the charge transfer between the electrodes in an open circuit

condition [33]. Both r and t are temperature (T) dependent, as

seen in Equations (3) and (4). The coefficient s is linked to the

Tafel slope. Note that the rx, tx, and s terms are fitting pa-

rameters [30].

r ¼ r1 þ r2T (3)

t ¼ t1 þ t2
�
Tþ t3

�
T2 (4)

The values for the parameters were taken from Ref. [34]

and shown in Table A.1 of the appendix.

Equation (2) defines the voltage of a single electrolyzer cell;

however, for a stack of cells, it is assumed that all the cells are

identical and connected in series. The total voltage of the

stack Vele is the number of cells (Ncells) multiplied by the

voltage of a single cell (Vcell). Fig. 2 shows the simulated IeV

curve. Constant temperature of 60 �C and 186 series-

connected cells were assumed. The reason for this is to

simulate an industrial-sized electrolyzer. The IeVmodel used

here is reproduced from Ref. [34] where the IeV curve of a

small-scale electrolyzerwas demonstrated to be scalable to an

industrial size with an electrolyzer of 186 cells. This number

allows the results to be traceable and comparable.

According to Faraday's law of electrolysis, the hydrogen

flow, _H2, is proportional to the current applied to the electro-

lyzer, I as in Equation (5).
_H2 ¼ hF

I
2F

(5)

The term hF accounts for the difference between the

theoretical rate of production and the real one, and is called

the Faraday efficiency. For simplification, hF ¼ 1. F is Faraday's
constant, indicating the electric charge of 1 mol of electrons

(F ¼ 96,485 C/mol).

The alkaline technology cannot operate below 20% of its

nominal current to avoid gas crossover from the oxygen to the

hydrogen chamber. This, if happens, can result in an unsafe

situation [30]. For this reason, whenever the PV power, PPV, is

insufficient to meet the minimum power demand of the

electrolyzer, Pmin, the system will be switched off. When the

PV power exceeds the nominal power of the electrolyzer, Pnom
it will be curtailed to the nominal power of the electrolyzer.

The conditions are expressed in Equation (6).

8<
:

Pele ¼ 0; PPV <Pmin

Pele ¼ Pnom; PPV >Pnom

Pele ¼ PPV; otherwise
(6)

2.2. Compressor model

The compressor is modeled as an isentropic process. The

main assumption is that the hydrogen behaves as an ideal gas

and there is no heat transfer from the gas to the structure of

the compressor or the ambient. From these assumptions and

applying the First Law of Thermodynamics, the work (W)

needed to compress hydrogen at constant volume is the

change of enthalpy (H) of the gas as seen in Equation (7). The

change of enthalpy can be obtained from the specific heat of

hydrogen at constant pressure (Cp), the difference of temper-

ature at the inlet (T1) and outlet (T2) of the compressor, and the

amount of gas involved (n) [35,36].

W ¼ nDH ¼ nCpðT2 � T1Þ (7)

The law of ideal gases is recalled in Equation (8). This

equation describes the behavior of the amount of gas (n) at

given pressure (P), volume (V), or temperature (T). R is the

universal gas constant with a value of 8.314 J mol�1K�1.

PV ¼ nRT (8)

For an isentropic compression process, the entropy re-

mains constant, and the relation between the input and

https://doi.org/10.1016/j.ijhydene.2023.09.072
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output pressures is given by the Compression Pressure Ratio

(CPR) as in Equation (9) [37].

CPR ¼ P2

P1
¼

�
T2

T1

�g=ðg�1Þ
(9)

The term g is the ratio of the specific heats at constant

pressure Cp and constant volume Cv (Equation (10)). The latter

can be derived from the former using the fact that the uni-

versal gas constant, R, is the difference of both specific heats (R

¼ Cp � Cv) [37].

g ¼ Cp

Cv
(10)

Under ideal conditions, the electrical power to compress

hydrogen (wc) is the same as the work applied to the gas

(Equation (7)) per unit of time. To consider non-idealities, an

efficiency term needs to be considered (h ¼ 0.6 [14]). Working

out Equation (7) 8, 9, and 10 leads to the expression for the

electric power needed by the compressor (Equation (11)) [14].

wc ¼ Cp
_H2
T1

h

�
CPRðg�1Þ=g � 1

�
(11)

Note the term _H2 which is the hydrogen flow in kg/s defined

in Equation (5). It results from replacing n with _H2 in Equation

(8). This allows the calculation of electric power instead of

energy. This model is typically applied in describing PV-

hydrogen systems as in Ref. [14]. Table A.2 in the appendix

shows the used values for the model.

2.3. PV model

The production of the PV system was calculated using data

from the Royal Meteorological Institute of The Netherlands

[38]. This data was collected in 2013 in Cabauw, a small town

located in the center of The Netherlands. The dataset contains

1-min resolution irradiance values including Global Horizon-

tal Irradiance (GHI), Diffuse Horizontal Irradiance (DHI), Direct

Normal Irradiance (DNI) and, ambient temperature.

The PV system is assumed to be installed on flat ground,

with free horizon. Further, all the PV modules receive the

same irradiance, and there is no partial shading either from

clouds, self-shading or any other obstacle.

The total irradiance that the PV module receives (Gm) is

needed to calculate the instantaneous PV power. Gm is the

sum of direct (Gdir), diffuse (Gdiff) and reflected (Gref) irradiance

components as seen in Equation 12

Gm ¼ Gdir þ Gdiff þ Gref (12)

The direct irradiance on a tilted surface (PVmodule) can be

obtained from the DNI by calculating the angle of incidence

(AOI) between the Sun (described by its altitude in degrees
hTm;Gm ¼ Pmpp

1000Amodule

�
1þ 0:0258nd

Voc
� ln

�
Gm

1000

���
1þ 1

h

vh

vT
ðTm � 25Þ

vh

vT
¼ Pmpp þ apðTm � 25Þ

ð1000AmoduleÞðTm � 25Þ
above the horizon, as, and its azimuth in degrees starting from

the North, As) and the normal vector of the PV module

(described by the module's tilt, am and azimuth Am) as shown

in Equations (13) and (14) [39].

cos AOI ¼ cosamcosascosðAm �AsÞ þ sinamsinas (13)

Gdir ¼ DNI� cos AOI (14)

The diffuse irradiance seen by this (tilted) PV module (Gdiff)

was obtained from the DHI considering an isotropic skymodel

(Equation (15)) [39].

Gdiff ¼ DHI� 1þ sinam

2
(15)

A tilted module also receives reflected irradiance from the

ground which is affected by the albedo (a) of the site. A con-

stant value of the albedo of 0.2 was assumed (Equation (16)).

Gref ¼ DHI� a� 1� sinam

2
(16)

The Normal Operating Cell Temperature (NOCT) model

accounts for the temperature effect, which models the dif-

ference between the temperature of the solar cell (Tm) and the

ambient temperature (Ta) as a linear function of the incident

irradiance on the PV module (Equation (17)) [39].

Tm � Ta ¼ TNOCT � 20
800

Gm (17)

The term TNOCT in Equation (17) refers to the solar cell

temperature when the module is exposed to an incident

irradiance of 800 W/m2 and 20 �C ambient temperature with

1 m/s wind speed [40]. This value is given in the datasheet of

manufacturers.

Fig. 1 shows that the PV module is connected to a DC-DC

converter. This converter performs maximum power point

tracking (MPPT), which implies that, at every instant, the

instantaneous PV power is the PV module's maximum power

under the instantaneous irradiance. This assumption sim-

plifies the calculation as it does not require knowledge of the

module's IV curve. The module's MPP (instantaneous PV

power) is then equal to the received irradiance multiplied by

the efficiency of the module (given in the module's datasheet)

corrected for temperature and irradiance effects and the

module's area (Equation (18)) [39]. At standard test conditions,

the maximum power point, Pmpp, the open circuit voltage Voc,

and the module's efficiency, h, can be obtained from the

modulemanufacturer's datasheet as well as themodule's area
Amodule and the deviation of the maximum power point as the

temperature changes, ap. The parameter nd ¼ 1.5 is the ideality

factor of the diode. The technical specifications of a Trina

Tallmax M 450 Wp module [41] were considered.
�
(18)
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The PV power was further reduced by 97% to account for

the losses at the DC-DC converter (semi-ideal behavior,

considering a constant efficiency of 0.97 over the whole power

range. This number was chosen after an analysis with the

model proposed in Ref. [42]).
3. Optimization procedure

The optimization consists on finding the values of the decision

variables that minimize the objective function. In this case, the

decision variables are the azimuth of the PVmodules, their tilt,

and the oversize factor (i.e., ratio between the PV system peak

power to the nominal power of the electrolyzer). The objective

functions are the cost, specific energy use and specific wasted

energy, explained in Section 3.3. The Particle Swarm Optimi-

zation (PSO), (discussed in Section 3.1) is the tool used for

finding the optimal values. For each iteration of PSO, the

following steps are taken:

1. Calculate the theoretical instantaneous power of the PV

system without load.

2. Distribute the PV power to the electrolyzer and compressor

(discussed in Section 3.2.

3. Integrate the instantaneous values over thewhole year and

calculate the performance indicator (Section 3.3) to be

optimized (objective function).

The next section explains the aforementioned steps in

detail.

3.1. Particle swarm algorithm (PSO)

The Particle Swarm Optimization (PSO) is an algorithm based

on the interactions between individuals in flocks of birds or

school of fish [43]. It relies on the concept of particles, which are

associated to solutions of the objective functions [44]. Each

individual, or particle, is described by its position in the search

space (i.e. the possible values for the decision variables) and a

velocity, an updatable parameter that controls how fast this

particle moves toward the rest of the individuals. Additionally,

the particles have a memory of themselves and the rest of the

group. This means that a particle keeps a record of the best

solution it has found over all the iterations, and also knows the

best solution of all the individuals in the swarm [43]. The al-

gorithm starts by creating a population of individuals randomly

distributed over the search space, with initial position and ve-

locity. The objective function is calculated for every particle

and the individual best and group best parameters for each

particle are updated. If a particle finds a solution that is lower

than the record of its individual best, it replaces its parameter

with the new found solution. The same applies to the group

best parameter. The position and velocity parameters of each

particle are updated and then, all the particles are again

randomly replaced. But, this new placement depends on the

previous position, velocity, and individual and group bests. In

this way, all the particles begin to move towards the global

minimum of the objective function [43,44].

PSO performs better than other metaheuristic algorithms

(genetic algorithm and imperialist competitive algorithm)
when optimizing directly-coupled systems. It is faster, finds

the optimum in fewer iterations and converge to the global

minimum [45].

3.2. Power distribution

As a completely stand-alone system, the PV system (PPV) must

provide all the electricity needed to operate the electrolyzer

Pele and the compressor Pcomp as seen in Equation (19).

PPV ¼ Pele þ Pcomp (19)

This implies that not all the power of the PV system is

available to produce hydrogen. Hydrogen production is pro-

portional to the applied current to the electrolyzer Istack as

discussed in Section 2.1. TheNewton-Raphsonmethod shown

in Equation (20) was used to calculate this amount.

Istacknþ1
¼ Istackn �

fðIstackn Þ
f 0ðIstackn Þ

(20)

The subindices n þ 1 and n are the updated and current

values of the current, respectively. As this is an iterative

process, the updated valuewill be used as the current value in

the next iteration. Equation (21) shows f (Istack) which is the

function of the electrolyzer current whose root is precisely

the current which ensures that the power balance (Equation

(19)) is valid. This equation was obtained from the power of

the electrolyzer, calculated as the product of its voltage and

current Pele ¼ Vele � Istack. Note that the electrolyzer's voltage

(Equation (2)) is a function of the electrolyzer's current, Istack,

hence, Pele is also a function of this variable. The hydrogen

flow, which is also dependent on Istack (Equation (5)), is the

link between the electrolyzer and the compressor because

the compressor power (Equation (11)) is governed by the

hydrogen flow, and subsequently, by the electrolyzer current.

The power balance can be written in terms of Istack because

both the electrolyzer and compressor powers can be

expressed in terms of the electrolyzer current. Equating the

resulting expression to zero leads to Equation (21) which is

the expression of f (Istack). The coefficient 2.016 � 10�3 kg/mol

is the molar weight of hydrogen and is included to ensure the

match of the units. The term K1 is defined in Equation (22) and

it is used to simplify the expressions in Equations (21) and

(23). With the assumptions described in Section 2, K1 is a

constant.

fðIstackÞ ¼ s
ln 10

ln

�
t
A
Istack þ 1

�
Istack þ r

A
I2stack

þ
�
2:016� 10�3 � K1

2F
þ Vrev

�
Istack � PPV

Ncells
(21)

K1 ¼ CpT1

h

�
CPRðg�1Þ=g � 1

�
(22)

f0(Istack) (Equation (23)) is the derivative of this function with

respect to Istack, which is needed in the Newton-Raphson

method.

f 0ðIstackÞ ¼ s
ln 10

�
t

tIstack þA
Istack þ ln

�
t
A
Istack þ 1

��
þ 2r

A
Istack

þ 2:016� 10�3 � K1

2F
þ Vrev

(23)
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3.3. Performance indicators

Three performance indicators evaluate the system. These in-

dicators were used also as objective functions.

The specific energy use of the system was defined as Equa-

tion (24). This indicator is a measure of the efficiency of the

system, because it relates the energy that could be produced

from the PV system (!yearPPV) to the amount of hydrogen that

was actually produced
R
year

_H2. The units are in kWh=kgH2
.

Energy use ¼

Z
year

PPV

Z
year

_H2

(24)

A closely related indicator is the specific wasted energy and

contains two components: the unused energy and the curtailed

energy. These indicators arise from the operational limits of

the electrolyzer defined in Section 2.1. The unused power,

Punused, is the power that could be generated from the PV

system, but it is not, as a result of the electrolyzer being off

due to insufficient power to meet the operating limits. The

curtailed power, Pcurtailed, is defined analogously, as the energy

that could be generated from the PV but it is bounded to meet

the maximum operating limit of the electrolyzer. The wasted

energy is then defined as Equation (25).

Wasted energy ¼

Z
year

ðPunused þ PcurtailedÞ
Z

year

_H2

(25)

The Levelized Cost of Hydrogen (LCOH) is the third and last

indicator. It represents the cost of producing 1 kg of hydrogen

(V/kgH2
). Equation (26) [46] was used to calculate the LCOH. The

numerator is the sum over every year, t, of all the installation

costs of the system It incurred during the lifetime of the project

(n ¼ 25 years) plus themaintenance and replacement costs,Mt.

The denominator is the yearly production of hydrogen Ht. The

term 1
ð1þrÞt is the annuity factor to consider for the future value of

the costs and is calculated with the interest rate, r ¼ 4% (which

is in line with the sensitivity analysis carried out by Ref. [47]),

and the year of the calculation, t. The values used for the

calculation of the LCOH are given in the appendix, Table A.3.

LCOH ¼
Pn

t¼0
ItþMt

ð1þrÞtP Ht

ð1þrÞt
(26)

4. Results and discussion

4.1. Optimization results

Two types of PV systems were studied. First, one with all

modules oriented at the same azimuth and tilt, and second, a

PV system whose half of the modules are flipped 180� in azi-

muth with respect to the first half, but the tilt is the same for

both halves. This second system opens the possibility for the

optimization of east-west oriented modules.
Ten runs were carried out for each indicator for each PV

system to check for convergence of the optimization proced-

ure. Fig. 3a,b shows the optimization results for the orienta-

tion of the PV modules of single and double orientations,

respectively. Fig. 3c shows the resultant oversize factor for

each type of the PV systems as a function of the objective

functions.

From Fig. 3a it is possible to note that the PSO found that

the configurations whichminimize the specific energy use are

facing north. As a reminder, the PV system is assumed to be

installed in TheNetherlands, in the northern hemisphere, and

the expected best azimuth is facing southwards. Even more

remarkable is the fact that the north-facing modules are not

horizontal (as would be expected to compensate for the north-

facing azimuth). This means that the PVmodules are oriented

away from the Sun.When looking at Fig. 3c, this configuration

corresponds to the upper limit set for the oversize factor. This

is needed to compensate for the fact that the north-facing PV

system harvests only diffuse irradiance. The minimization of

the wasted energy with a single orientation also results in

north-facing PV modules. Although the oversize factor does

not reach its limits. One of the configurations that minimize

the wasted energy results in almost horizontal modules,

which are associated with a lower oversize factor (Fig. 3c).

Another interesting observation is that, for single-sided

systems, the angle that maximizes the PV production is not

the same as the one that optimizes any of the indicators. This

is relevant because typically, the PV system is optimized first

for maximum energy production; then, the electrolyzer is

selected.

Fig. 3b shows the case of the double-sided configuration.

For the energy use, PSO found configurations in the North-

South orientation. As opposed to the single-sided version,

where all the modules receive only diffuse irradiance, in the

double-sided version, half of the PV modules are actually

facing south.

To minimize the hydrogen cost with a two-sided system,

the modules should be placed horizontally. Under this situa-

tion, the azimuth does not play a role anymore (as seen in the

wide range of azimuth values for LCOH in Fig. 3b). This is the

only case where the orientation for a particular indicator

(LCOH in this case) matches the optimal angle for PV genera-

tion. The oversize factor remains almost the same for both

configurations (2.58 and 2.82 for single and double-sided,

respectively) (Fig. 3b).

The double-sided analysis was performed to study the

possibility of installing the PV modules in an East-West

configuration. However, PSO did not find this orientation

favorable for any indicator.

The calculation of the indicators of each configuration of-

fers a better insight into the effect of the configurations. The

selection of these configurations is based on the results of

Fig. 3 and are, two for minimizing energy use, two for the

LCOH (one for each type of PV system), and three for wasted

energy (2 single-sided and one double-sided). The used values

are given in Table 2.

Fig. 4 shows the value of every indicator for each configu-

ration of Table 2. The minimum hydrogen cost is obtained

with configuration LCOH 1, which is a south-facing, single-

sided arrangement. The two-sided configuration did not offer
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https://doi.org/10.1016/j.ijhydene.2023.09.072


Fig. 3 e Optimization results for orientation and oversize factor. Ten runs were carried out. Each point represents one of the

runs. Note that in many cases the points are overlapping, indicating convergence of PSO. (a) Single-sided configuration (All

PV modules have the same azimuth and tilt). The orientation that maximizes the yearly PV energy is marked with a star. (b)

Double-sided configuration (Half of the PV modules are displaced 180� in azimuth with respect to the first half. All modules

share the same tilt). (c) Oversize factor for all indicators and both PV configurations. The arrows that are labeled with Tilt

mark the average tilt of the pointed clusters.

Table 2 e Selected configurations. O.F. stands for “oversize factor” and “#PV” for the number of PV modules.

Indicator PV system Azimuth (�) Tilt (�) O$F. # PV Abbreviation

Energy use single 0.3 73.4 5 1111 Efficiency 1

double 176.83 62.16 2.63 584 Efficiency 2

LCOH single 184.5 18.9 2.58 573 LCOH 1

double 243.07 0.0 2.82 627 LCOH 2

Wasted energy single 355.98 66.54 3.86 858 Wasted 1

348.94 4.63 1.65 367 Wasted 1H

double 95.2 74.66 2.80 622 Wasted 2
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Fig. 4 e Evaluation of the different configurations with every indicator. The abbreviations on the horizontal axis correspond

to those mentioned in Table 2
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any advantage for the hydrogen cost. But a horizontal place-

ment of the PV modules opens the possibility of reducing

energy consumption, and wasted energy while boosting

hydrogen production with just a small increase in the price. It

can be even more attractive because the increase in PV size is

not significant.

It is no surprise that the higher costs correspond to the

north-facing configurations.

Note that the energy consumption calculated here also

considers the curtailed energy. And for this reason, the ob-

tained values are higher than the expected values for energy

consumption for alkaline technology, which are in the range

of 50 kWh=kgH2
[48].

Authors in Ref. [49] found an optimal oversize ratio of 1.4

on average tominimize the hydrogen cost. They compared the

performance of 18,500 commercial PV modules and perform

the optimization with the number of PVmodules as a decision

variable. In the same direction, the oversize ratio which

minimizes the LCOH of a stand-alone PV-hydrogen system

located in Townsville, Australia was 1.5 [22], while the over-

size factor obtained from this study is around 2.5. One po-

tential reason for this difference can be attributed to the

energy needed by the compressor. Another important differ-

ence is the geographical location (Algeria [49] and Australia

[22]) with a higher irradiance than The Netherlands. The

optimal oversize factor changes depending on the capacity

factor of the PV plant, linked to the solar resource available per

location [21]. Lastly, the fact that the orientation is also taken

into account influences the oversize factor compensating for

lower generation from the PV system.

The efficiency is sensitive to the tilt of the PV modules, as

demonstrated by the results and also reported in Ref. [27]. As

opposed to Ref. [27], whose optimal tilt is 60�, the highest ef-

ficiency occurs when the PV modules are vertical. The differ-

ence in efficiency values can be attributed to a) location (Rome

[27], and The Netherlands (this study)), b) the consideration of

the oversize factor and azimuth of the PV modules and c) The

sensitivity of PSO to the imposed limits to the oversize factor

(see Appendix A.2).
Albeit the three defined indicators, reliability (expressed

with the loss of load probability), economic (net present cost,

LCOH, capital recovery factor), and environmental (CO2 emi-

sions and energy emission factor) are other indicators dis-

cussed in the literature for stand-alone hydrogen-based

systems [50].

4.2. Operation at partial load

A load duration curve is a tool frequently used in electrical

engineering to represent the time (horizontal axis) that a load

is expected (vertical axis) [51]. This tool facilitates the

description of the operation at partial load of the alkaline

electrolyzer. Fig. 5 shows the partial load duration curve of the

electrolyzer when different configurations are used. These

figures were obtained by calculating the instantaneous power

delivered to the electrolyzer (following the procedure

described in Section 3.2). This power, with a resolution of

minutes, was resampled into hourly values by calculating the

average of all powerswithin an hour. The hourly power values

were normalized against the nominal power of the electro-

lyzer, sorted in descending order, and then plotted. Note that

the graphs show an average of every hour. For this reason, the

graph shows values below the minimum operating threshold.

Fig. 5a corresponds to the partial load operation of the

electrolyzer when optimized for maximum efficiency (mini-

mum energy use). The inset at the top right shows the portion

of the graph when the electrolyzer operates at full load. In all

cases, the electrolyzer operated for less than 100 h at full load.

The single-sided, north-facing PV system has a better partial

load characteristic than the south-facing PV system operating

for an additional 390 h (inset, lower right corner).

For the configurations optimizing the LCOH, there is little

difference in the partial load operation for single-sided and

horizontally-placed PV modules. The latter allows the opera-

tion for 3 days more than with the former configuration, as

seen in Fig. 5b. Observe that the electrolyzer operates at full-

load for more time for the layout that minimizes the LCOH.

This results in improved hydrogen production (Fig. 4).
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Fig. 5 e Partial load curves for the configurations of Table 2. (a) Efficiency (energy use). (b) LCOH. (c) Wasted energy.
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The layout that minimizes the specific energy use (Fig. 5a)

prioritizes the operation at lower loads rather than the full-

load range. In fact, the electrolyzer only operates for a few

hours at full capacity. A similar situation occurs with the

configuration optimizing the specific wasted energy (Fig. 5c).

The single-sided configuration with an almost horizontal

module (Wasted 1H) leads to very poor use of the electrolyzer

despite being the configuration with the lowest cost among

those aiming at reducing the energy spill (wasted energy and

energy use) as seen from Fig. 4.

The utilization of the PV system can be studied by looking at

the histograms of the potential production for each configura-

tion. The word potential is important because not all of the PV

power can be used. As presented in Section 3.3, the electrolyzer

imposes operative limits, and, whenever the PV power violates

these boundaries, it must be curtailed. Fig. 6 illustrates the

distributions of the PV power (PPV). As a reference, the
distribution of the GHI at the site is also included (Fig. 6a). A

light blue rectangle marks the regions where the PV power is

used by the hydrogen equipment (i.e., electrolyzer and

compressor). From Fig. 6b and d it is possible to conclude that

the PSO algorithm tries to minimize the curtailed energy

(values above 112 kW of PV power). In doing so, it allocates

more power to the low-production region. The power in this

region cannot be used, and despite it being very small, the large

occurrence results in more unused than curtailed energy.

The minimum LCOH is achieved with a more aggressive

strategy. Fig. 6c illustrates that, in contrast to the other in-

dicators, the PV layout for minimum LCOH attempts to har-

vest as much PV power as possible in the operating region of

the hydrogen equipment. The trade-off is a considerable

amount of curtailed energy.

A different electrolyzer technology, such as Proton-

Exchange Membrane (PEM), with a higher dynamic range
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Fig. 6 e Histograms of the potential PV production for configuration optimizing each indicator. (a) Distribution of the GHI at

the analyzed site. (b) PV power when the system is optimized for maximum efficiency (minimum energy use). (c) PV power

when the system is optimized for minimum LCOH. (d) PV power when the system is optimized for minimum wasted

energy. In graphs (b), (c), and (d), the light blue rectangle marks the operating region of the hydrogen equipment (electrolyzer

and compressor). Observe that the horizontal axis in all figures is a logarithmic scale. (For interpretation of the references to

colour in this figure legend, the reader is referred to the Web version of this article.)
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(from 0 to 100%) [52], could improve the utilization of the PV

power. The optimization for reducing the wasted energy

already leads to very little curtailed energy (0.59 kWh/kgH2

with a two-sided configuration). Most of the wasted energy in

this configuration comes from the unused energy (Fig. 6d)

which could be well absorbed by a PEM electrolyzer or multi-

ple smaller units as in Ref. [2] or [53].
5. Sensitivity and uncertainty analysis

5.1. Uncertainty analysis

An uncertainty analysis on the convergence of PSO for each

indicator ensures the validity of the presented results. The

uncertainty analysis relies on the results from the ten runs

carried out for each indicator, as discussed in Section 4 and
shown in Fig. 3. The bootstrap resampling method offers an

alternative to recalculating hundreds of new samples andwas

chosen because the optimization procedure is computation-

ally expensive. The bootstrap uses the original ten optimiza-

tion runs as the initial sample and allows to easily increase the

sample size from 10 to 1000. Recall that the bootstrap is a

resampling with replacement method is used to compute

population statistics based on a small sample [54]. Themedian

of each sample describes best the data. The mean is highly

affected by outliers, assumed present in the samples. Then,

the 95% confidence interval of the sample medians was

calculated.

Table 3 shows the mean of medians of the 1000 boot-

strapped samples. The 95% confidence interval limits are a

measure of uncertainty. There is a 95% probability that the

true median is found within the confidence interval limits.

Note that there are four significant digits to show that, in
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Fig. 7 e Sensitivity analysis of the albedo modeling parameter. The selected albedo values are 0.2, 0.5 and 0.8 (unitless). (a)

PV module orientation of single-sided system. The arrow shows that the optimal tilt for PV production increases with

albedo. (b) PV module orientation of a two-sided system. The arrow points a highly tilted east-west orientation. (c) Oversize

factor of the single-sided system, and (d) oversize factor of the double-sided system.
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general, the confidence intervals are tight, indicating that the

variables tend to converge to the same value, leading to a

stable median. The azimuth has the highest uncertainty,

especially in the double-sided efficiency and LCOH. This high

uncertainty comes from the fact that for the double-sided ef-

ficiency, PSO found two opposite configurations, one pointing

north and one south. Although thismight seem contradictory,

when analyzing the deviations, it is possible to see that the

offset is almost 180� (same as the difference between the low

and high confidence interval limits for this configuration), and

only for a double-sided system, as defined in this work, north-

facing and south-facing are equivalent. The other situation

with very high uncertainty is the azimuth for the double-sided
LCOH. The high dispersion of values can be explained when

looking at the tilt for this configuration. It can be stated with

very high confidence, that the modules are horizontal, and,

under this situation, the azimuth has no influence on the PV

output. Omitting these two scenarios, the highest deviation

for the azimuth is 1.92� and 2.15� for the tilt. With respect to

this last variable, Fig. 3 shows one value that did not converge

to themedian. With the uncertainty analysis, it is safe to label

this point as an outlier, as it is beyond 1.5 times the inter-

quartile range and has a negligible effect on the position of the

sample median. The maximum deviation of the oversize fac-

tor is 0.0743. This means that the PV installation will have an

uncertainty of ±17 commercial PV modules (450 W).
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Table 3 e Mean of medians of 1000 bootstrapped
samples. “CI low” and “CI high” are the 95% confidence
interval for the low and high limits, respectively.

Indicator Variable Median CI low CI high

Efficiency

single side

Azimuth (�) 0.3701 0.2476 0.4357

Tilt (�) 73.3787 73.3735 73.4190

Oversize (�) 5.0000 4.9999 5.0000

Efficiency

double side

Azimuth (�) 196.3287 176.7190 356.8274

Tilt (�) 62.2008 62.1838 62.3933

Oversize (�) 2.6357 2.6305 2.6390

LCOH single side Azimuth (�) 184.7602 184.3911 186.3103

Tilt (�) 18.8621 18.6695 19.0356

Oversize (�) 2.5777 2.5740 2.5907

LCOH double side Azimuth (�) 253.5580 157.1478 335.5511

Tilt (�) 0.0005 0.0000 0.0031

Oversize (�) 2.8178 2.8148 2.8215

Wasted

single side

Azimuth (�) 355.9400 355.6708 356.2193

Tilt (�) 65.9232 65.5979 67.7439

Oversize (�) 3.8381 3.8261 3.9005

Wasted

double side

Azimuth (�) 95.0952 94.9564 95.4597

Tilt (�) 74.6581 74.3982 75.1216

Oversize (�) 2.7984 2.7948 2.8050
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5.2. Sensitivity of the model parameters

The modeling parameters influence the PV and hydrogen

production calculation, leading to potential deviations of the

results if these are chosen incorrectly. To determine the

extent of these deviations, a sensitivity analysis was per-

formed changing the site's albedo, the operating temperature,

and the compression ratio. For the last two, the obtained

configurations only change slightly, while for the albedo, has a

more significant effect. Fig. 7 shows the orientation for single

(Fig. 7a) and double (Fig. 7b) sided orientations when changing

the assumed albedo from 0.2 to 0.5 and 0.8. The results for the

oversize are shown in Fig. 7c (single-sided) and 7d (double-

sided).

For single-sided systems, the albedo modifies the tilt of PV

modules, which is expected, as they harvest more reflected

irradiance. This has a consequence on the optimal configu-

rations for LCOH which follows the same trend (more vertical
Fig. 8 e Effect of the albedo on the indicators. The reference sys

changed to 0.5 and 0.8 and the indicators calculated with the o

values. The system was not re-optimized for these values.
installations), but is negligible for energy consumption and

wasted energy. The opposite occurs with the oversize factor.

The LCOH remains almost constant, while the oversize for

efficiency (energy consumption) and wasted energy decreases

dramatically. This can be attributed to the considerably high

tilt of the PV modules. Under this situation, they receive more

reflected irradiance, even when facing north.

For a double-sided system, the results remain almost the

same. Note that, in Fig. 7b, the efficiency results remain the

same, even when there are opposite azimuths. Remember

that the modules are back-to-back, making all efficiency re-

sults of Fig. 7b equivalent. For the LCOH, two of the three

configurations are horizontal making the azimuth of the PV

modules irrelevant.

An interesting observation is that with a large albedo (0.8)

the configuration for the LCOH changes dramatically, from

horizontal to a vertical East-West one with a slight increase in

the plant size (Fig. 7c).

The optimization procedure is also sensitive to the

computation parameters, especially to the upper limit

imposed on the oversize factor, as this forces PSO to find new

configurations. A detailed description can be found in

Appendix A.2.

Fig. 8 shows the effect of assuming the wrong albedo value

for the optimization. The reference orientationwas calculated

assuming an albedo for 0.2. Then the indicators (energy con-

sumption, wasted energy and LCOH) were calculated using

the optimal configuration but using a different albedo, which

mean that these systems are suboptimal.

The LCOH of the double-sided system is the most resilent,

followed by the single-sided LCOH, which has a positive

impact (lower cost at higher albedo). The other indicators are

underestimated if the albedo used has a lower value than the

real one.

5.3. Influence of non-ideal Faraday efficiency

The system model assumed a Faraday efficiency of 1, which

indicates that all the current is used for the generation of

hydrogen. In reality, Faraday's efficiency depends on the

applied current and the operating temperature [55]. A well-
tem is optimized for an albedo of 0.2. Then the albedo was

ptimal system configuration but with these new albedo

https://doi.org/10.1016/j.ijhydene.2023.09.072
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Fig. 9 e Influence of the Faraday efficiency on the hydrogen production. (a) Faraday efficiency with respect to the electrolyzer

power, Pele, and (b), a comparison of the ideal hydrogen flow ð _H2Þ as a function of the electrolyzer power, against the

hydrogen flow when the Faraday efficiency is considered.
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accepted model that describes the Faraday efficiency of an

alkaline electrolyzer is Equation (27) [30].

hF ¼
i2

f1 þ i2
f2 (27)

where the coefficients f1 and f2 are fitting parameters and are

temperature dependent [30,55].

Fig. 9a shows that the Faraday efficiency is far from being

constant and drops significantly at low electrolyzer powers.

Fig. 9b shows that, with the ideal approach, the production of

hydrogen per second (the hydrogen flow, _H2) is overestimated.

This overestimation has an influence on the power that the

compressor needs, which is proportional to the hydrogen flow

as discussed in Section 2.2, Equation (11). When comparing

the calculated compressor power under ideal conditions, to

the power that the compressor would have needed if the

Faraday efficiency was included, assuming that the power of

the electrolyzer is the same, the median of the differences in

the compressor power is only 0.44 kW, with a maximum of

0.77 kW. These differences are considerably small to influence

the presented results and validate the assumption for a

negligible influence of Faraday efficiency. This is critical

because it facilitates the analytic calculation of the functions

used in the Newton-Raphsonmethod (Equations (21) and (23)).

An advantage of this methodology is that it is location-

independent. The results presented in this work are based

on data from The Netherlands. On locations with higher

irradiance, the distribution of the GHI (Fig. 6a) is expected to

have higher relative frequency values on higher irradiance

bins. As a consequence, it is possible that the maximum

operating limits of the electrolyzer are reached, leading to

morewasted energy as a result ofmore energy being curtailed.

With the observations from this study, it can be hypothesized

that the oversize factors will be larger for sites with higher

irradiance, as the orientation results will probably result in

north-facing PV modules (for northern-hemisphere sites) to

minimize the specific energy use and specific wasted energy.
On the contrary, lower oversize factors are expected to lead to

lower LCOH values.

This work considered ideal conditions for the PV system

(flat ground, open space, uniform irradiance, constant albedo).

Under realistic conditions, nearby obstacles change the irra-

diance seen by the module. The orientation results might

change slightly for minimizing the LCOH, depending on the

horizon profile. However, for specific energy use and wasted

energy, they should not change significantly because the ori-

entations are not harvesting all the incoming sunlight (vertical

configurations or north-facing configurations).
6. Conclusions

This work presented the optimization of a stand-alone PV-

electrolyzer system. The system consists of an alkaline elec-

trolyzer and a compressor and is coupled using a DC-DC

converter, which forces the PV system to operate always at

its MPP. The optimum configuration was defined by three

decision variables, namely, azimuth and tilt of the PVmodules

and the oversize factor. The optimum configuration to mini-

mize energy use, wasted energy, and hydrogen cost, was

found using the Particle Swarm Optimization algorithm.

Horizontally-placed modules are an interesting option for

improving the usage of the PV system with only a small in-

crease in the hydrogen cost.

The electrolyzer is best utilized in configurations that

reduce the LCOH, because it operates more time at full load in

comparison with configurations that minimize energy use or

wasted energy. These last ones, prioritize longer operating

times at very low loads, rather than operation at nominal

power.

Although an idealized situation with Faraday's efficiency

being 100% was considered, an analysis of a realistic situation

when this efficiency is not ideal shows a slight overestimation

of hydrogen production. This is translated into an increased

https://doi.org/10.1016/j.ijhydene.2023.09.072
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compressor power of less than 1 kW that can be considered

negligible with respect to the power levels at hand in this

work.

With the optimization procedure and analysis this work

contributes to the needed efforts for the implementation of

green hydrogen systems towards meeting the goals of the Net

Zero Emissions scenarios of 2050.
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