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Finally we would like to wish all om colleagues,
friends and contacts a happy and properous 1998.

The Netherlands . The paper presented here involves
also Vladimir Prodan ovic who finished his M.Sc.­
st udies in the scope of this pr oj ect .
Rob Tous ain is a new Ph.D.-student whose cont ribu­
t ion here refiects work that has bee n done as par t of
his M.Sc.-studies , performed at the Philips Resear ch
Laboratories in Limeil Brevannes, France. We ac­
knowledge also here the cont ribut ion of his "indus­
trial" supervisors, J ean- Christophe Boissy, Mein­
dert Norg and Maarten St einbuch.
The ot her authors have appeared -regularly- in pre­
vious issues of this magazine, and so we assume
them to be known to our regular readership.
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group, as weil as reprint versions of the pap ers in
this and pr evious volu mes of our progress repo rt,
can be found on our WWW-site:

Editorial

Since we started with the issuing of t his series of
research progress reports in April 1990, this is the
tenth volume in the series, and we are happy to
present this jubilee-ed ition to om colleag ues, friends
and contacts around the world. Aga in, this tenth
volume shows a wide range of aspects in both funda­
mental and applied sub jects in systems and control
eng inee ring .
Taking a look at the two main applica t ion areas of
the research in our gro up, (mechanical) moti on con­
trol systems and indust rial/ (petro)chemical produc­
tio n processes, the first bran ch of research seems to
be dominan tly pr esent in this issu e. Six pap ers dis­
cuss applications of cont ro l aspects in mechanical
motion cont rol systems, such as CD player , wafer
stepper an d Stewar t plat for m. T he balance between
the two application areas will intended to be re­
stored in fort hcom ing issues .
Ta king a look at 'newcoming ' authors , we would like
to welcome Mario Milanese an d Miehele Tar agna
from the Polytecnico di Torino in It aly. The joint
pap er that is incor porated is the result of a research
project supported by the Europ ean Community in
the scope of the Human Capital and Mobility P ro­
gram "SIMüNET".
Marco Det tori is a Ph .D.-student working in a re­
search project in cooperation wit h and suppo rted
by the Philips Research Lab oratories in Ein dh oven ,
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Identification of a fluidized catalytic cracking unit:
an orthonormal basis function approach

Edwin T. van Donkelaart , Peter S.C. Heuberger! and Paul M.J. Van den Hof

Mechanical Engineering Systems and Controt GTOUp
Delft Uniuersiis; of Technology, Mekelweg 2, 2628 CD Delft, The Neth erlands
E-mail: e.t.vandonkelaar@wbmt.tudelft.nl

Abstract. Multivariable system identification of a model IV fluidized catalytic cracking
unit is performed using a linear time invariant model parametrization based on orthonor­
mal basis functions, This model structure is a linear regression structure which results
in a simple convex optimization problem for least squares prediction error identification.
Unknown initial conditions are estimated simultaneously with the system dynamics to
account for the slow drift of the measured output from the given initial condition to
a stationary working point. The model accuracy for low frequencies is improved by a
steady-state constraint on the estimated model and incorporation of prior knowledge of
the large time constants in the model structure.
The model accuracy is furthermore improved by an iteration over identification of a high
order model and model reduction. First a high order model is estimated using an or­
thonormal basis. This model is reduced and used to generata a new orthonormal basis
which is used in the following iteration step for high order est imat ion.
With t.he approach followed accurate models arc estimated with only a limited amount
of data.

Keywords. Systern identification, orthonormal basis functions, multivariable systems.

1 Introduction

The fluidized catalytic cracking (FCC) process is
used to crack crude oil into lighter and more valuable
components. The overall economie performance of a
refinery largely depends on the economie opcration
of the FCC unit (Tatrai et al., 1994). Therefore
accurate modelling and con trol of this process is of
large importance.
In this report multivariable system identification of
a Model IV fluidized ca talyt ic cracking unit is de­
scribed. The nonlinear simulation model described
in McFarlane et al. (1993) is used as the process
to be identified. The system is multivariable with

tThe research of Edwin van Donkelaar and Peter
Heuberger is supported by the Dutch Technology Founda­
tion (STW) under contract DWT55.3618

§ Peter Houberger is on partial leave from t he Duteli
National Institute of Public IIealth and the Environment
( RIVM)
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large interaction between the several inputjoutput­
channels. Characteristic for this system is the com­
bination of fast and slow physical phenomena. Both
frequency ranges need to be estimated accurately for
high performance control design. This means, how­
ever, that long data sequences at a high sampling
rate need to be used to capture both slowand fast
phenomena in the data.
Also the working point in which open-loop identifi­
cation is perforrncd is generally not be a stationary
point. This causes the measured variables to drift
from the working point to the nearest stationary
point. These drifts can cause a problem for pr e­
diction error identification as these methods assume
the signals to be quasi stationary.
To deal with the large dynamic range of the sys­
tem and the transients in the measured output, an
approach is applied which utilizes system-bascd or­
thonormal basis functions (Heuberger et al. (1995),



Van den Hof et al. (1995), inness and Gustafson
(1994), Ninness et al.(1995)) . In this approach sys­
tem poles are chose n on the basis of prior know l­
edge or pr ior identificati on res ults. With these poles
a com plete orthonormal basis for stabie dyn ami cal
systems is generateel. T he model is par am etri zed in
te rms of these bas is fun ctions, res ult ing in a model
structure which is linear in the parameters. A leas t
squares identificat ion criterion is used 1,0 obtain op­
timal parameter values which can be calc ulated ef­
ficiently using linear regression teehniques.
Initial conditions are estimated simultaneously with
the system dynamics wit hout loosing the linear re­
gress ion st ructure. T his is 1,0 acco unt for slow drifts
of the measured output, which is pr esent becau se
meas ure ments ar e taken in a nonsta tionar y working
point. This improves the estimation of the system
dynamics.
To improve the static behaviour of the estimated
model, the static gain is fixed . Fixing the static
gain of the model amounts 1,0 a linear constraint
on the parameters. This constraint ean be incorpo­
rated as a hard constraint or as a soft constraint. In
both cases linear regression tec hn iques can be used
1,0 calc ulate th e optimal par am eter efficient ly.
T he estimation is further improved by iterating
over high order iden tificati on wit h ort honormal ba­
sis funct ions and model reduction. The red uced or­
der model is used 1,0 generate a basis for the high
order identification in t he next iteration step .
The outline of this repor t is as follows. First, in sec­
tion 2 the process under consideration is diseussed.
Next, in section 3 both the preliminary experiments
and the experiments for param etrie iden tification
are described. In section 4 the parametrie identifi­
cation procedure is descri bed and also the validation
resu lts are given . Section 5 concl udes this report.

2 The process

The system 1,0 be identified is the nonlinear FCCU
model described in Mcfarlane et al. (1993). In fig­
ure 1 a flow sheet is given of a typical Moelel IV
fiuidized catalytie cracking un it is shown. T he sys­
tem eonsists bas ica lly of two subsystems : the riser
or reactor and the regenerator.
In the reactor fres h feeel of crude oil and hot cata­
Iyst coming from the regenerator is mixed which in­
duces the cracking reaction which makes the cru de
oil 1,0 fall down into lighter and more valuable com­
ponents, These eomponcnts leave the reactor at the
top as gas and are separated in the downstream sep­
arators. In the reaction the eatalyst is contaminateel
with earbonaceous material (coke) . T he spe nt eat­
alyst is transported 1,0 the regenerator 1,0 be regen­
eratod.
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In the regenerator spent catalyst is regenerated by
means of air injeeti on provided by t he air blowers
(figure 1). T he air injeetion fluidizes the catalyst
and removes the coke by a exothermal rcacti on . The
heat induced by this reacti on is used 1,0 supply the
heat for th e endothermie reacti on in the reactor.
Hcnce, no addit ional heat is supplied 1,0 the reac­
to r. Becau sc of this, the reactor and t he regenerator
are highly coupled. The mul ti vari abl e system shows
lar ge interact ion between the several input-ou tput
cha nnels.
The system also shows both fast and slow dynami c
behaviour. The fast behaviour comes from flow and
pressure phenomena while the slow behaviour stems
from the fact that it takes a long time 1,0 reach a
thermal equilibrium.
The inputs that can be manipulated for identi fica­
t ion purposes are given by

where the F3 (t) is the fresh feed flow, Tz(t) is the
temperature of the fresh feed flow, Fg(t ) is the lift
air flow, P4(t) is th e pr essure in th e riser and t.p( t)
is the pressure difference bet ween rege nerator and
rise r. The measured output vector is given by

where lsp(t ) is level in the stand pipe of the riser,
Treg(t) is the temperature in t he rege nerator, Tr(t)
is the tempe rature in the reactor , OZsg(t ) is the con­
centration oxyge n in the st aek gas coming out of the
regenerato r and Vu (t) is the valve positi on at the
point wherc the wet gas is sent 1,0 t he main separa­
tors. T he number of inpu ts and outputs are denoted
as nu and n y respectively.
The disturbanees acting on the system are the fol­
lowing. A measurable disturbance is the ambient
temperature Tatrn(t) and a dist urbance that is not
measurable is the changing coking factor 'l/JF(t) of
the incoming fresh feed . The minimum sa mp le t ime
is t.T = 10 sec., which is the samp le t ime of the
measurement devices.

3 Experiments

First prelirninary experiments are performed to as­
sess disturbance dynamics, assessme nt of linear ity of
the system an d 1,0 obtain rough system knowiedge.
T he pr elimin ar y experiments that ar e pcrform ed are
freeruns and step response experiments .
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Fig. 1: Schematic of a Model IV fiuid catalytic cracking unit (McFarlane et al., 1993)

3.1 Freerun experiments

First several freerun experiments are conducted 1.0

assess disturbance dynamics. In figure 2 the outputs
of 5 freeruns are given . From these experiments the
following observations were made:

• an initial condition disturbance is present.
The disturbance is approximately equal for all
freeruns that are performed, only a variation
of dynamics due 1.0 the ambient temperature
is observed. This non linearity is not accounted
for in the identification because rather small ex­
periment lengths are used in parametrie identi­
fication such that the variation in ambient tem­
perature is limited.

• substantial changes of the coking factor occur
once every 5-7 hours which has a large influ­
ence on the measured output. The coking fac­
tor is a disturbance which is not measurable. If
parametrie identification is performed on data
which is disturbed by a changing coking factor,
a considerable bias can be expected. For this
reason only the first part of the data will be
used in parametrie identification.

3 .2 Step response experiments

Step response experiments are performed 1.0 assess
nonlinearity and obtain a first indication of system
dynamics. This knowledge is needed 1.0 choose an
appropriate sampling time and experiment length.
The inputs are successively excited with a step
function and the five outputs are measured. The
experiments are perforrned with the amplitudes:
Uamp = [2.4 12.5 0.90 0.11 0.10], 2u a m p , -Ua m p and
-2ua m p .

The measured step responses are detrended for the
initial condition disturbance with the mean of sev­
eral freeruns. By comparison of thc results with dif­
ferent step sizes, it can be conc1uded that the system
behaves fairly linearly apart from possible activation
of valve constraints. It becomes c1ear that the sys­
tem has very fast phenomena, therefore decimation
is not possible. In figure 3 the measured step re­
sponses are given.

3.3 Experiments for parametrie identifica­
tion

The following cxperiments for parametrie identifica­
tion are performed.

It is important for the identification approach 1.0

account for the transients in the data. Especially
the transient in the tcmperaturc in the regenerator
and the reactor are severe.

• Pseudo random binary sequence (PRBS) ex­
periments (Ljung, 1987). With this input sig­
nal the high frequent behaviour of the system
is dominantly present in the data because the

3
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• Random binary sequ ence (RBS) experimcnts .
To emphasize the low frequ ent behaviour more,
RES experiments ar e used with a low switching
probability (Tulleken , 1990).

An important asp ect of multivariable experiment
dcsign is that th c inputs arc as much uncorrelated as
possible 1,0 keep thc identification problem well con­
ditioned . If different realizat ions of the signals men­
tion ed above ar e used for the different inpu t chan­
nels, thi s is approximately satisfied.

Fig. 3: Step responses of the system transfer of 41th
order model obtained with st ep response
based realization algorithm (solid) and m ea­
sured step responses (dashed).

4. 1 Step response r e aliza tion a lgo rithm

4 Par ametric identifica t io n and vali­
dat ion

The aim of th e identification approach is 1,0 idcntify
a model which acc urate ly describes all th e data that
is present: th e response 1,0 th e PRBS signal which
cont.ains the high frequ ent behaviour more than the
low frequent , the response 1,0 the RBS signal which
emphas izes the low frequent bchaviour more and the
ste p response data with a major emphasis on low
frequent dynamics.
The approach followed here involves basically thrce
ste ps:

1. a realiz ation algorithm bas ed on step response
data is used 1,0 obtain a rou gh parametrie mod el
of th e system .

2. an orthonormal basis function model is iden­
tified using th e parametrie mod el obtained in
th e first st ep 1,0 generate an initial basis. The
model is iteratively improved .

3. The previous st eps ar e performed for five multi­
input/single-output (MISO) problems. In th e
last step a full multivariable model is est imated
with a basis generat ed by the identification re­
sults of th e previous step.

These st eps are describe in the sequel of this section.

First the realization algorithm described in Van Rel­
mont et al. (1990) is used 1,0 obtain a state-space de­
scription dire ctl y from the step response coefficients.
Thc algorithm is similar 1,0 the algorithm of Kung
(1978) but does not act on the Hankel matrix with
pu lse response coefficients but with step response co­
efficients. This has the advantage that no discrete
differenc ing has 1,0 be applied 1,0 the stcp response
data 1,0 obtain imp ulse response coefficients, which
increases the influence of disturbances. The empha­
sis of the obtaincd models is more on the low fre­
quent behaviour than with the algorithm of Kung.
The identification of the MIMü model is split into 5
separate MISO identification problems . The reason
for th is is that th c identification problem becomes
computat ionally more tractable. Also the input and
output wcighting and compensation for time delays
can be performed on each t ransfer function sepa­
rately. This flexibility is necessary 1,0 obtain accu­
rate rnodels .
In figure 3 th e resulting mod el is givcn. The order
of th e est imate d mod els ar e: from u 1,0 YI (t ) lOth
order, 6th 1,0 Yz, 9th 1,0 Y3, lOth 1,0 Y4 and 6th order
1,0 Ys . This makes a 41st order MIMO model.

The MISO rcalization modcls dcscribe the step re­
sponse data accurately. However , the models are
not capablc of predicti ng the output of t he PRBS
and RBS data well .

4



4.2 üRTFIR identification

In identificat.ion with orthonormal basis functions
the following parametrization is used

n

G(z, B) = D(B) + L LJ(B)j;(z) (1)
i=1

This is a finite sum of functions j;(z) E IRH;bxnu
which are chosen a priori and the direct feedthrongh
D(B) and the expansion coefficients Li(B) E IRnyxnb

are to be estirnated. The functions Ii(z) are cho­
sen such that they form a basis for all stabIe ratio­
nal transfer functions functions in IRH;" x ny. The
simplest choice for the basis functions is given by
Ii (z) = z- i. In this case the model structure (1) is
equivalent 1,0 the well known finite impulse response
model structure (Ljung,1987). Also more specific
choices for the orthonorrnal basis functions can be
made, where prior knowledge of the system dynam­
ics can be incorporated; see e.g. Van den Hof et al.
(1995) and Ninness and Gustafson (1994) . In this
artiele the approach presented in Van den Hof et al.
(1995) will be followed.
In Van den Hof et al. (1995) orthonormal basis func­
tions are generated using prior knowledge of the sys­
tem in terms of rough pole locations or an identi­
fied model, of which only the state space matrices
{A, C} or {A, B} are used. From this prior knowl­
edge an inner system Gb(Z) is constructed with bal­
anced state space realization {Ab, Bi; Ci; Db}' Now,
an orthonormal basis is constructed as follows

With this choice, the parametrization (1) coincides
with the series conneetion of filters given in 4. Here
Xi(t) denotes the balanced state of the filter.

--y(t)

Fig. 4: Model parametrization with generalized 01'­

thogonal basis functions

From (2) it can be seen that if the {Ab, Bb} is chosen
correctly, only the state space matrices {C, D} need
1,0 be estimated. Hence, if the prior knowleclge of the
system dynamics is accurate, on ly a limitecl number
of coefficients needs 1,0 be estirnated. This results in
rnoclels with Iimitcd bias and variance.

5

The output prediction with this model structure can
be conveniently expressed with

y(t, B) = D(B) + C(B)(zI - A)-I Bu(t)

where {A, B} is a state-space realization of the se­
ries conneetion given in figure 4. This is a model
structure that is linear in the parameter. This can
be made clear by writing the prediction of a single
output as

y(t, B) = [uT(t) üÎ(t) · ·· ü;(t - n)]B

where Üi(t) = fi(q)U(t) are filtered versions of the
input and B E IRnnb xny is the parameter that is to
identified from the data.
The optimal parameter vector is obtained by mini­
mization of the least squares prediction error cri te­
rion

N

• 1 '" ~B = argmjn N ~c(t,B)

i=1

with the prediction error defined by c(t, B) = y(t) ­
y(t,B) . The optimal parameter estimate is equal
1,0 the least-squares optimal solution of the overde­
termined set of equations Y = </JB, where yT =
[yT(1) ... yT(N)] and the rows of </J are given by
[uT(t) ünt)·· ·ü~(t - n)). The analytic s~lu­

tion of this optimization problem is given by B =
((V cP)-l cPTy.
Hence, because the model structure is linear in the
parameter, the optimal parameter vector is unique
and can be calculat.ed analytically.

Estimation of initiaI conditions

In the measured data of the FCCU a transient is
present due 1,0 an initial condition that is not a sta­
t ionary working point.. To account for this, the ini­
tial condition is estimated simultaneously with the
system dynamics. This can be done without loos­
ing the linear regression structure as follows. The
model structure is extended 1,0

y(t,B) = (D(B) + C(qI - A)-1 B(B))u(t) + CA t - 1xo
(3)

where {A, Cp are a priori chosen state-space ma­
trices and D(B), B(B) and x(O) are the parameters
that are 1,0 be estimated from the data. This boils
down 1,0 solving the least-squares optimal parameter
vector for the overdetermined set of equations

1Note, that the {A, C} is used as prior information rather
t han {A, B} without loosi ng the linear regression structure.



where the rows of 4Jxo are given by CA1
-

1 Estima­
tion of initial condit ions can be used to reduce the
bias due to unknown ini ti al condit ions at the ex­
pense of an increased vari an ce.
T he est imated t ransient of the initial condit ion and
the measured output for the reactor te mperature are
given in figure 5. The transient du e to th e nonsta­
tionary initial condit ion is fitted accurately.

Figure 6 shows the measured step responses, to­
gether with the step response of the model resulting
from applying no static state constraint as well as
from using a soft constraint. The model with the
soft const raint fits th e measured ste p resp onse well,
while th e model with no constraint has a conside r­
abl e deviation in th e st eady st ate gain.
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Fig. 7: Optimal value of the crite rion [unciion [or
9 it erations (low model order: 6, high mod el
order: 20) [or the estimation of the tromsier
between u(t) and Tr(t )

With this the optimal criterion value is greatly im­
proved. In figure 7 the optimal crite rion valu e is
given for a number of iterations for th e est imat ion
of the transfer between the input and the temper­
ature of the reactor Tr(t). The crite rion valu e is
clearl y improved during th e itera tions.

Step 3. reduce th e high order model with e.g. bal ­
anced reduction, and use th e redu ced order
mod el to generate a basis in the first ste p.

Step 2. est imate a high order model with the
üRTFIR model structure (1) ,

For further improvement of the model, an itera­
tive scheme of üRTFIR. identifi cation and balanced
mod el reduction (Moore, 1981) is applied . In this
iteration the following steps ar e applied:

Step 1. generate basi s functions ,

Iterative model enhaneement

Fig . 6: Measured st ep response [or thc input u (t )
and the output Tr(t) (dott ed) . Step re­
spons es of thc estim ated models with no
statie gain eonstraint (dashed) , and a with
a soft consirein t (solid) .

o::~
0. 15

0.1
1

2 3 ~4---5:--~6----:'---L---'

number of iterations

K ss(e ) = D (e) + C (I - A)-l B (e) := oo (4)

where ,\ is the Lagran ge mu lt iplier. T his is uni quely
solvab le becau se the matrix on the left hand side is
squa re and invertible.
T he constraint is enforced on th e model such that
the steady-state gain is equal to th e specified one.
However , the steady-state gain t aken from the st ep
respo nse data is not acc urate; th erefore possibly un­
natural behaviour is enforced on the model. To alle­
viate this, soft constrai nts are used , which are con­
straints that can be violated . A soft constraint can
be implemente d by adding one or more equat ions of
the type (4) to th e overdete rmined set of equat ions
th at has to be solved for the unconstrained problem.

F ig. 5: Meas ured data Tr(t) with RBS experime nt
(dotte d) and the estim ated initial eondition
contribuiion (solid).

Any static ga in K ss can be enforced on the est i­
mate d model by using the Lagr an gian of th e con­
strained optimization problem. This boil s down to
solving

Enforcement of the statie gain

T he low frequent and static behaviour of the sys­
tem is ba rely presen t in the RBS data due to the
relatively short data length compa red to the slowest
t ime constant. T here fore the stat ic gain of th e es­
timated models can be inaccurate. To remedy thi s,
the statie gain is enforced on the model by means
of a constraint , that is linear in th e par am et er vec­
to r . T here fore the linear regression st ructure is pre­
served. T he static ga in of the model lis given by
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The high order is chosen such that all dynamical
phenomena are incorporated in the model. This can
be assessed by inspeetion of the estimated expan­
sion coefficients L, (()). Equivalent to the impulse
response coefficients, these coefficients go to zero
for stabie systems for high enough model order n
(Van den Hof et al., 1995) . Therefore estimated ex­
pansion coefficients are denoted as the generalized
impulse response coefficients. An example is given
in figure 8.

O :Q::gO :~l:[lB
o 10 20 0 10 20 0 10 20 0 10 20 0 10 20

index

Fig. 8: Genemlized impulse responses of the esti­
mated model with soft constmints [or the
transjer from u(t) to Tr(t).

The aim of the iteration is to concentrate the energy
of the est imated model in the first few expansion co­
efficients such that a low order model can be derived.
This trend is indeed observed during the iterations
but can in general not be guaranteed.

Conditio nin g of the optim iz a t ion problem

To calculate the optimal parameter vecto r the
Toeplitz matrix cPT cP needs to be inver ti ble. T his
implies that cP must have full column rank to obtain
an estimate without numerical problems. There are
several reasens why this may not be the case .
First of all, this can occur if the dynamics present
in the bas is functions is slow compared to the data
length . In that case the inpu ts filtered with the basis
functions formin g the columns of cP may not be inde­
pendent. This ca n be detected by inspeetion of the
impulse responses of the basis fun ct ions. If the im­
pu lse response has cons iderable energy outside t he
time interval given by the data length, the orthogo­
nal basis functions are not orthogonal on the finite
time interval and numerical problems are likely to
occur. T his effect wil! be denoted the shifting of the
basis functions outside the data window.
Secondly, if a high number of repetitions of the ba­
sis dynamics n is used t he ene rgy in the impulse
response of the bas is functions shifts to la ter time
instants. T his makes the bas is functions to shift out
of the data window, resul t ing in a badly conditioned
optimization pro blem .
To avoid nurnerical problems, the following strat­
egy is fol!owed. Because slow dyn ami cs is present
in the basis fun ctions, t he number of repeti tions is
restricted to n = 1. Fast dyn ami cs is added to th e

7

dynamics of the basis functions to add extra flex­
ibility in the model. The added dynamics can be
any set of stabie poles . In the identification of the
FCCU, poles are added in the origin .
The part of the regression matrix regarding the
initial conditions cPxo has another character than
the regression matrix for the dynamic part cP: the
columns of the first consists of transient responses
and the columns of the second of responses to sig­
nal with mean value zero. Due to this difference the
nurnber of repetitions n that can be used in cPxo is
larger than th at can be used in cP before bad condi­
tioning occurs. Therefore, the number of repetitions
of the basis functions in cPxo is taken to be n = 3 to
give the estimation of the transient extra flexibility.

4 .3 The fuH MIMü model

The five identified MISO models, of order 5, 7, 7, 6
and 8 respectively, are combined into one MIMO
model. The dynamics of this model is used to
generate a basis for the full MIMO system. To
avoid numerical problems, only one group is used
to parametrize the model, i.e. n=l.
The optimal value of the identification cost function
could be improved from Vop t = 0.11 for the combina­
tion of the five MISO models to Vop t = 0.099 for the
MIMO model. For th is an RBS data set is used as
identification data and a PRBS data set is used for
validation. Similar results are observed if an RBS
data set, other than the identification data, is used
as validation set.
The step responses of this model are given in figure
10 together wit h the measured step responses .

~
1 10~~0'1~.: O:!":~ 0 ::' • o '

0.5 \.Jf" 'VI 10 0.1

20 40 0 50 20 40 20 40 20 40

Fig. 9: Measured output (solid) and output predie­
tion (dashed) [or the 33rd order MIMO
model.

T he output prediction of the MIMO model is given
in figure 9. This is based on a PRBS validation set.
T he output prediction of the second output seems
inaccurate, howevcr this is mainly due to the initial
condition disturbance in the validation set. This
is only accounted for by the mean of five freeruns
which is rather inaccurate. The ot her outputs are
predicted accurately.
As conclusion, the ident ified model wit h the de­
scr ibed approach is consistent with the step re­
sponse data , the RBS data set and the PRBS data
set.
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Fig. 10: Step responses of th e SSth order multivari­
able model (s olid), (dashed) and th e m ea­
sured step response (dotte d) .

5 Conclusions

In this pap er the iden tifica tion of a nonlinear sim­
ula tion mod el for the Mod el IV ca ta lytic cracking
uni t is described . The model struct ure is based on
orthonormal basis fun ctions where the basis fun c­
t ions are chosen usin g pri or knowledg e of the system
dyn ami cs ob tained from identification based on th e
step resp onse data . This results in a linear regres­
sion mod el st ructure. To obtain an optimal param­
eter estimate, a least squares iden tification criterion
is used . Therefore the opt imal paramet er vector is
unique and can bc calcula te d analytically.
T he expe rime nta l cond itions a re such t hat data sets
ca n be obtained that have limitcd len gth with re­
spect to th e slowest dyn amical ph enomena of th e
system . Also the t ime dom ain amplit ude of the in­
put signal is limited du e to possibl e activation of
system constraints.
To account for a slow dr ift of the measured da ta
duc to an initial condition which is not a stationary
working point, ini ti al condit ions are esti mated si­
mu ltaneo usly with the system dyn amics. The statie
and low frequen t beh aviour of the mod el is hardly
pr esen t in the data du e to the limi ted data length.
To acc uracy of the model in this frequ ency range
hard , soft or mix ed steady-state cons t raints are in­
corpo rated in th e idcn tifica tion pro cedure. This can
be implemented while pr eserving th e linear regres­
sion st ructure .
T he resulting mod el is consiste nt with both the step
resp onse data and th c input-ou tput data. Hen ce,
both fast and slow dynamics are est imate d acc u­
rately. This is obtained with only a limited amount
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of data by making fruitful use of prior know ledge of
the system .
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Abstract. The paper considers the problem of identifying uncertainty model sets, de­
fined by an approximated model of the plant to be identified and a frequency domain
bound on the modeling error. It is supposed that the measurcmcnts consist of time do­
main samples, collected in closed loop operations and corrupted by a power bounded
noise. The model is supposed to be used for robust control design, whose performance
is measured by a given closed loop Hoc norm, and the "goodness" of the model is mea­
sured by the discrepancy between the closed loop performance predicted by the model
and tbe one actually achieved on the plant. It is shown that identifying a model mini­
mizing this discrepancy is equivalent to finding the best approximated model of the dual
Youla parametrization of the plant in a suitably weighted Hoc norm. Then , an optimal
uncertainty model is derived for the dual Youla parametrized plant, from which an un­
certainty model for the actual plant is obtained . Such uncertainty model is finally used
for designing a robust controller and evaluating the closed loop performance that can be
guaranteed when tbe designed controller is applied to the actual plant.

Keywords. System identification, closed-loop identification , set-membership identifica­
tion, unccrtainty modeis , identification for contral; robust control.

1 Introduction

In the past few years, a growing attention has been
devoted to set membership methodologies for sys­
tem identification (see e.g. Milanese et al. (1989),
Kurzhanski and Veliov (1994), Smith and Dahleh
(1994) , Milanese et al. (1996)), largely motivated
by the important progress in robust control design
realized in the 80's.
Robust control metbodologies airn to design con­
trollers guaranteeing to meet the specifications not

t The original version of this paper was presented at the
36th IEEE Conf. Decision and Control, 10-12 December
1997, San Diego, CA , USA. Copyright of this paper re­
rnains with IEEE. Th is research was supported in part by
funds of Ministero dell'Universit à edella Ricerca Scientifica
e Tecnologica, of CNR Project "Algorithms for Identification
and Robust Cont.rol of Uncert.ain Systems" and EC Project
"SIMONET".
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for a single nominal model, but for all models ob­
tained by given perturbations of the nominal model.
Such model set, called uncertainty model, is intro­
duced to take into account that models derived by
any identification metbod are always affected by un­
certainty. A quite popular class of uncertainty mod­
els is obtained by considering dynamic perturba­
tions , bounded in the frequ ency domain. The sim­
piest case is the additive uncertainty model M de­
fined as the set:

M(M,WM ) = {M( z) +~(z): I1 W;] (z) ~(z) Il oc< I}
(1)

where M (z) is the transfer function of the nominal
model, ~ (z) is tbc transfer function of the pertur­
bation and W M (z) is a known transfer function . A
large body of literature is available for designing ra­
bust controllers for such uncertainty modeis. How-



ever, in most pr acti cal applications, such models a re
not dir ectly ava ilable to the control designer and
have to be identified fro m actual measurem ents on
the unknown process Po to be controlled and from
ava ilab le prior informati on (or ass umptions) on Po
and on the noise cor rupting the meas urements .
Since the final goal is to guarantee high performance
of the controlled plant, it is of releva nee to provide
an uncertainty model ab le to achieve this require­
ment. In Canale et a l. (1998) and Canale et a l.
(1996) it is show n how to deri ve t ight un cert ain ty
mo dels and evaluate the performance that can be
guaranteed in closed loop on the t rue plant Po, us­
ing ope n loop expe rime nts. The methods used in
th ose pap er s need that th e plant Po to be identified
is asy mptotically stable.
In this paper, a method is proposed to achieve th e
same goals using closed loop expe rime nts, thus al­
lowing to identify un cer t ainty mo dels for unstabl e
plants. An approach is followed that is closely re­
lated to the one in Van den Hof et a l. (1996). Here,
in particular, the focus is on deri vin g tight un cer­
tainty models for the case of measurem ents cor ­
rupted by power bo unded noise.
Another interest ing feature, shared wit h few oth­
ers papers (Van den Hof et al., 1996; Hakvoor t and
Van den Hof, 1995; De Calla fon and Van den Hof,
1997), is that the uncertainty models are tuned to
the closed loop measure of pe rformance that is un­
derlying the control des ign.

2 Problem formulation

As a general set-up, t he linear t ime- invar iant feed­
back inter connection of F ig. lis considered, where
11 and y are the measurable input and output of the
plant, rl and t z are re fere nce signals and e is a dis­
turbance signal.

Fig. 1: Feedback configuration.

A performance function of a closed loop configu­
ration composed of plant Po and controller C is a
system property, such as a sensitivity fun ction , a
comp lementary sens itivity function, etc. This con­
trol performance function can be formalized as an
element J (Po, C) in some normed (Banach) space.
T he control performance cost is t hen measured by
the norm liJ (Po, C) II, and a corresponding cont ro l
design method will pr ovide a cont ro ller th at mini­
mizes this cost. Man y control design methods are
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based on the minimization of a particul ar perfor­
man ce cost. In the paper , t he following ones are con­
sidered in detail (Van den Hof and Schrama , 1995):

- Mixed sensitivity optimization. The mixed sensi­
t ivity design is reflected by the choice

[
VI (I + POC )-l] 2xI

J (Po,C ) = V
2
PoC(I + POC )- I ERHoo

(2)
with weighting fun ctions VI , V2 E RHoo , and
the correspo nding cont ro l performance cost is
lIJ (Po, C)ll oo ' In the sequel , uu.; denotes the
set of rea l ratiorial stabie transfer functions.

- H oo design based on robusiness optimization. This
cont ro l design sche me pr oposed in McFarl an e
and Glover (1990) is reflected by the choice

J (Po,C) = [~o] (I + C PO)-l [C IJ E RH;",X2

(3)
and the correspo nding cont rol performance cost
is li J (Po,C)lIoo '

For given mod el Mand cont ro ller C designed on t he
basis of M, it holds that :

IIIJ (M, C)ll oo - li J (Po, C) - J (M, C)lloo I ~
< liJ (Po,C)ll oo <
< li J (M, C)lI oo + liJ (Po, C) - J (M, C)lIoo '

(4)

The following terms can be distinguished :

liJ (Po, C)l loo is the achieved performance when the
compe nsato r C is applied to the true plant Po ;

liJ (M, C) lI oo is t he design ed performance when
th e compensator C is applied to t he identified
model M ;

liJ (Po, C) - J (M, C) lloo is the performance degm­
dation, du e to the fact that C has been designed
from M rath er than from Po.

On e aims at minimization of the upp er bound of the
performance cost in (4). However , this simultane­
ous optimization over both Mand C is intractable
by common identificat ion and contro l des ign tec h­
niques, becau se they can optimize eit he r the model
or the contro ller, eac h while t he other eleme nt is
fixed . This has led to th e introdueti on of seve ral
it erative schem es making use of separate stages of
identification and control design , see e.g. (Van den
Hof and Schrama, 1995; Zan g et al., 1995 ; Bitmead
et al. , 1997) and th e refer en ces therein . In t he iden­
tification stage of th e i-t h it eration, a new mod el M i



Fig. 2: Dual Youla representation of the data
generating system.

(9)v = Rox + S e.

o Ro ~

C + +td+t o-: N + ++ y

u : • _. ~ !- x ) I<fl- ----.J

and

Signals v and x can be reconstructed from closed
loop data through known filters, provided the con­
troller C is known. Thus, the identification of Ho
forms an open loop identification problem based on
reconstructed measurements v, x.
The next propositions show that identifying a model
111 of Po minimizing lIJ (Po, C) - J (M ,C)lloo is
equivalent to finding an approximated model R of
Ro minimizing a suitably weighted H oo norm.

is obtained by minimizing the performance degra­
dation liJ (Po, Ci-d - J (M, C i - I )lI oo ' where C i - I

is the controller designed in the previous iteration.
In t he control design stage, a new controller C, is
designed by minimizing the designed performance
liJ (Mi , C)ll oo '

Indeed, a major motivation for iteration is due to
th e fact that a caution factor is introduced in con­
trol design based on model Mi only. T his factor is
used in order to prevent that the designed perfor­
mance is high while the achieved performance may
be poor and even the closed loop stability may be
not ach ieved . The ca ution factor is progressively re­
duced as iterations go on and , hopefull y, modeling
error decreases.
In order to have a more systematic approach to deal
with modeling errors, in this paper a method is pro­
posed to derive, from measured data and suitablc
prior information, not on ly a mode l M but also a
tight bounding funct ion WNt on the modeling error

-Cl = Po - M. In this way, an uncertainty model
M(M ,WNt) is obtained of the form (1) guarantee-

ing that Po E M(M , W,Ü ) · Such uncertainty model
is suitable to be used by robust control techniques,
giving a controller with guarantced achieved perfor­
mance.

3 Dual Youla parametrization ap-
proach

A closed loop identification approach is adopted,
based on the (dual) Youla parametrization of all
plants that are stabilized by a given known con­
troller (Van den Hof and Schrama, 1995). Given
the feedback configurat ion in Fig. 2, it can be shown
that, for given C stabilizing Po in closed loop , thc
unique value of Ro that corresponds to the real plant
Po is determined by

Prop osi tion 3.1 For given M, let

(10)

Then,

- [or the mixed sensitivity optirnization:

J(Po,C) - J(M,C) =

= [-~l] De (Ho - R) D;l (I + CPx)-1 C

(U)

(5) - for the H oo design based on robustness optimiza­
tion:

In the scheme, C has right coprime factoriza t ion
(rcf) C = NeD-;I, Px is any auxiliary system stabi­
lized by C with rcf Px = NxD;1 and

(6)

J (Po,C) - J (M, C) =

= [!e] Dc(R{)-R)D;I(I+CPx)-1 [C IJ

(12)

Proposition 3.2 (SISO case) For given M, let
R as in (10). Then ,

In the sequel of the paper, SISO case is considered
and the identification criteria particularize accord­
ing to the following proposit ion, where any term of
type F (w) stands for F (jw) or F (ei w) in continu­
ous or discrete t ime domain respectively.

Now, defining the signals v, x as indicated in Fig. 2
and writing the node equations x = D; I (u + Nev) ,
y = Nç» + Dcv and u = r l + Cr2 - CV, it follows
that:

v (De + pxNc)-1 (y - Pxu) =

(De + pxNe)-1 [y - P; (rl +Cr2-Cy)](7)

x (Dx + CNx)- 1(u + CV) =

io, + CNx )- 1(rl + Cr2) (8)

Proof: See Appendix. o

U

--



- [or the mixed sensi tivity optimization:

lIJ(Po, C) - J (iVI, C)lloo =

- I IV1(w)F+IV2(w)F N c (W) [R ( ) - R( )]1
- sup D,(w)[J+C(w)P,(w) 0 W W

w

(13)

Note that this particular choice of coprime factors
leads to the situation that Ro = l);goC ' and identifi­
cation of Ra actually reduces to the indirect method
of closed loop identification .

4 Set membership identification

- for the mixed sens it ivity optimization:

Wel(w) =I+IC(w)1 2
. (17)

R(R, Wk) = {R+6: 16 (w)1 :S Wk (w), Yw} .
(18)

Then, an un certainty model M(N! , W iJ ) of th e
plant Po ca n be detennined on the basis of

R (R,Wk )'
Methods for identifying uncertainty models have
been developed for various specific cases , according
to the type of expe rimental information (e.g. time
or frequency domain data) and the noise assump­
tions, see e.g. Milanese et al. (1996), Van den
Hof and Schrama (1995) and Fiorio et al. (1997)
and the referen ces ther ein. Her e the case of iden­
tifi ca tion of SISO , linear time-invariant , dis crete­
time systems using time domain data corru pted by
power bounded nois e is worked out in some de­
tail. It is supposed that Ro is a causal , BIBO sta­
bIe, SISO, linear time-invariant, discrete-time sys­
tem with impulse response hRo = {h~O , h~o , . .. },
that controller C is known and stabie, that known
seque nces rl , ï : a re applied and that N output sam­
ples Yo, . . . , YN - I are measured .
In view of (9), th e expe r ime nta l measurem ents give
the following information on the impulse resp on se
hRo of Ro:

eN = [eo ... eN_ d
T

E Be= { eN E ~N: JN-lleN I12:s e} .
(20)

Then sequen ce d is power bounded, since systern 5
is stabie and JN- ildN I12 :S sUPw 15 (w)1 JN- Il eN 11 2 :S

e
Vf = L h~o Xf -k +df , for e= 0, ... , N -1 (19)

k=O

where Vf and Xf, for e = 0, . . . , N - I , a re
known, derived from measurcm ents r If , r zt and Yf ,
for e = 0, ... , N - 1, through (7)- (8) , and df =
I:~=o href - k· For the sake of simplicity, zero initial
condit ions are conside red, but extension to nonzero
case is easy. The nois e sequen ce e is supposed un ­
known but power bounded , that is:

In the previous sectien it has been shown that th e
identification of Po is equiva lent to the open loop
identification of Ra, which is stabIe since it is sup­
posed that C stabilizes the closed loop system. The
SM approach developed in recent years for robust
identification of SISO stabIe systems from open loop
data can be used to identify an uncertainty model
R(R, W ft) of Ra defined as the set:

(15)IICll oo = sup a(C (w))
w

[
C l 1 De (

J (Po ,C)-J(M,C) = _ C2 - CJ Dx(l+CPx) Ro-R) .

li J (Po, C) - J (M, C)ll oo =

~~~~ [Ra(W)-R(W)]! .

(14)

- for the H oo design based on robustness optirniza­
tion:

Wel (w) = JIVI(w)1 2 + 1V2(w)1
2IC(w)1

(16)

and result (13) directly follows from definition (15),
since for a rank-one matrix t he H oo norm and t he
Fr ob enius norm coin cid e.
Analogo usly for the H oo design based on robustness
opt imizat ion, in the SISO case it results , from (12):

Sin ce the sing ula r values of [_~2 _IC] are al = °
and az = 1+ ICj2 , result (14) follows from definition
(15). 0

If the compensato r C is sta bie, a valid choice for the
a uxiliary system Px stabilized by C is N x = °and
Dx = 1, a nd in t his case Ne = C and De = 1 ca n be
chosen as rcf of the com pe nsator. Then the R .H .S.
of (13) and (14) ca n be tewrit t en as IIRo - RII: C =
sUPw Wel (w) IRa (w) - R (w)i, wher e

Proof: The H oo norm of a stabie transfer matrix C
is defined as:

where a is t he greatcst sing ula r value of C , i.e. the
positi ve square root of t he maximum eigenvalue of
Cf/ C.
For the mixed sens it ivity op timization , in t he SISO
case it results that , from (11):

- lor the H oo design based on robustness optimiza­
tion:
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sUPw ID;I (w) [1 + Po(w)C(W)]-I lé. The transfer
function F (z) = [1 + Po (z) C (z)r l is no t known.
I-Iowever, F(z ) is the transfer function from 1'2 to
f = 1'2 -y, N samples of whi ch are known from mea­
sured data. From these samples some estimate ft' (z)
can be derived and J = sUPw ID;I (w) ft' (w) iE can
be used as an estimate of the power bound on d.
Now the aim is to derive an uncertainty model for
Ra, consisting of a nominal model and a measure
of its modeling error. From equation (19) it follows
that th e experimental measurements give informa­
tion on h~o only for k < N. Thus, from measure­
ments only it is not possible to derive a finite boune!
on modeling error. '1'0 th is end, some prior informa­
tion on Ra is needed . '1'0 make a minimal use of prior
information, a resulual type is assumed, i.e. giving
constraints on the tail of hRo only. In particular it
is assumed that Ro E J(H where:

J(H = {R : Ihrl:s Lpk , "Ik 2: N} (21)

with known L 2: °and °< P < 1. For a dis cussi on
of such type of prior information, see e.g. Giarré et
a l. (1997).
The Feasible Systems Set, i.e. thc set of all systems
consistent with prior information and available mea­
sureme nts, is th en given by:

FSS = {h R
E KR : JNllvN - X N TNh R 112 :s J}

(22)
where vN = [va . . . VN-If , TN is the truncation

operator defined as TNh R = [h~ ... h~_lf and
X N is the lower triangular N x N Toeplitz matrix

T
formed by the sequence x N = [xo . .. xN-d .
The FSS is the smallest set of systems that, on
th e basis of assumed prior information and avai lable
measurements, is guaranteed to include Ra, th us
representing the "best" possible uncertainty model
for Ra. However , this set is not in a sui table form
to be used by available robust des ign techniques .
Then , the smallest uncertainty model of the forrn
(18) is looked for , such that FSS ç R(R, W R). This

is obtained by computing R as a central estimate,
i.e. the center of the minimal bali in the I1 . lI:c norm
including FSS with radius:

r = sup IIR - RII:c = inf sup IIR - RII:c.
R EFSS R REFSS

(23)
The quantity r is called (local) radius of information
in SM identification litorature and represents the
minimal error that can be guaranteed on the basis of
the given prior inforrnation and measurements. For
this reason, R is called (locally) optimal estimate of

Ra·
Then the bounding function W R (w) is obtained

by evaluating SUPREFSS IR (w) - R (w) I. The next
proposition provides the solution to this problem.

Proposition 4.1
i) Th e eentral esiim aie R is th e FIRN sustem with

unpulse response h R = [h~ , . . . , h~ _1 , 0, 0, . ..] su cli
that:

(24 )

ii) For any w E [0,27l"], it results:

LpN •
VHM (~(w)) - -:s sup IR (w) - R (w) I :s

1 - P R EFSS

:s VHM (~(w)) + LpN (25)
1 - P

where iT(~(w)) is the rnaximal sinqular valu e of
L: (w) = nN(w)xjVI,
ON(W) = pRe(w N(W))T ~m(WN(W))TJT and
WN (w) = [1 e- j w e- j 2w ... e - j( N - I )w ]. 0

Proof: From definition (22) of FSS, it follows that
(I - TN)FSS = (I - TN)KR and TNFSS = {h N E
RN : (hN -X";Vl VN)TXJ.XN (hN -Xr:/ vN) :s NJ 2

}

which is an ellipsoid with cente r in XjVlvN. Then

it follows that R is a center of symmetry of FSS.
Thus , i) follows from the well known result that a
center of symmetry of a set is its Ch ebiceff center in
any norm, see e.g. Kacewicz et al. (1986).
Let RN (w) be the z-t ransfor rn of TNh R . Then:

sup IR(w)-RN(w)l- ~(:s sup IR(w)-R(w)l:s
R EFSS P REFSS

:s sup IR(w)-RN(w)l+ f(·
HEFSS P

Since R(w)-RN (w) = iJi N(w)TN(hR-hR ) it results

IR(w) - RN(w)1 = IlnN(w)TN(hR - hR)1I2. Then:

sup IR(w) - RN (w) 1=
REFSS

sup I/nN(w) (XjV 1vN-TNhR)112 =
!I R: 1\ V N_XN T N !IR 1\ 2::sVfïiJ

sup IlnN(w) XjV1dN1I2.
a«. Il dN 1\ 2::S VfïiJ

(26)
The R.H.S. of (26) is VNJ times the induced e2

norm of matrix ~ (w) = nN (w) x;', which is well
known to be ij (L: (w)) , thus proving ii). 0

An uncertainty model R(R, WR) can be obtained

by taking R as given by i) of proposition 4.1 and

LpN
W R (w) = VNJiT (L: (w)) + --. (27)

1-p

Note that Land prepresent some information about
the "memory" of the closed loop system. If the du­
ration of the experiment is not shorter than the
"memory" of the closed loop system, as needed
for obtaining acceptable identification errors, then
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Proposition 4 .2 If C is stable th en, with the
choi ce N x = 0, D x = 1, N e = C and D e = 1:

the te rm 7~: is typica lly negligible with respect to

VHM (I.: (w)). If this is t he case, t he de rived uncer­
tainty mod el is close to be the smallest uncer tainty
mod el of th e form (18) guarantee d to include Ro.
Given the un cert ainty mod el R(R,Wk) of Ro, thc

corresponding uncertainty model M (!VI , W i !) of the
pla nt Po is then given by the following proposition .

VHM (I.: (w)) - 7~: -IR" (w) - R (w) I ~
~ sup IRn (w) - R (w) I ~

REFSS

~ VHM (I.: (w)) + 7~: + IRn (w) - R(w) I·
(34)

Proposition 4.3 For any w E [0,211"], it result s:

As n ~ N , ii; is close to be optimal , i.e, a ~ 1.
Indeed , typically it results that yet for moderate
values of n , IIR" - RII~c is small with respect to r
and then a ~ 1.
In order to deri ve an un cer tain ty model of the
form R(Rn , Wk)' a bound on IRn (w) - Ho (w) I
is needed. The following resul t directly follows from
pr oposition 4.1.

1 ( (1 - CR)" _ 1) (29)
C \1 - CRI2-IC\2Wk

w-
_ _ ...".---,,-,R~__ (30)
11 - CRI 2

- ICj2Wk

!VI(w)

W - (w)kf

uittere

. . W
E(Rn ) = sup IIRn- Rll ooc = ar (32)

REFSS

where a > 1 measures the degradation in the iden­
tification er ror with respect to the radiu s of in­
format ion, which is the minimal guaranteed error.
Straightforward comp utation gives :

. Po A !VI
Note that Ro = R C' but R -:P . ,

1 + 0 1 + Me
Making use of such uncer tainty mo del, a new com-
pensator can be designed, using rob ust design meth­
ods. For example, H oo design tec hniques allow one
to compute a controller CM such that

CM = arg min IIJ(!VI,C)ll oo (31)
GEer.

where Cr s is the set of all controllers guarant.eeing
robust stability with respect to any system in the
uncertainty model M (!VI, WM ).
Standard H oo design techniques req uire that model
!VI and model perturbation bound VVM have ratio­
nal transfer funct ions . T hen, W R has to be chose n
as a rational transfer function overbeunding (27),
by using e.g. the method in Scheid et al. (1991). lts
ord er has to be kept low because it affects the order
of !VI and of Wir ' which in turn affects th e order of
CM' Indeed, even if the order of Wk is kept low,
th e order of !VI is large, greater than N , since R has
transfer function of order N . If a low order model is
desired, order redu ct ion techniques can be used to
derivo from R an ap pro ximated model Rn of order
n < N. In particular , the closed loop ap proxima­
tion method (Ceton et al., 1993) may be appropriate
here , Estimate è; is no more optimal, giving the
identification error:

P r oof: See Appendix. o Typically, the above bo unels are sufficient ly tight for
practical purposes. If neeeleel , tig hter bounds can be
eleriveel by use of theorem 2 of Giarré et al. (1997) .
By use of propositi on 4.2, a "reeluce el orde r" un­
certaint y moelel M (!VIn , WM) for Po can be de­
rived from the "re duced orde r" uncertainty model
R(Rn , Wk) for Ro, where Wk n (w) is a rati onal
transfer fun cti on overbound ing the R. H.S. of (34).
A "red uceel order" robust controller can be derived
using in (31) the uncertainty model /vt(!VIn, Wir)'
Since it may be convenient to choose n so that
IIRn- RII~c is sufficiently small to ens ure that a ~ 1
anel t he bo unds of proposition 4.3 are reasonably
t ight, the complexity of the ob taineel controller may
be not as low as elesirable. Then , order reduction
techniques can be useel to de rive a controller CM of
further reeluceel order. T he performance elegraela­
tion elue to the use of the reduced order controller
instead of the full order one CM can be evaluateel by
considering the robust performance ] (CM) achi ev­
ab le by C~'vf elefineel as:

](CM) = sup II J(M,CM)lloo . (35)
M EM(M ,WMl

Robust perform an ce ] (CM) is the minim al perfor­
man ce t hat it can be guaranteed, using t he availab le
information , when controller CM is applieel to the
unknown plant Po. A method for t he computation
of ] (CM) is pr oposeel in (De Callafon anel Van den
Hof, 1997), requiring a sequence of J.l-tests which
may be computationally eleman ding. The following
proposition giyes bo unds on ] (CM) that can be eas­
ily computed . Alternative bounels can be found in
Van elen Hof et al. (1996) .
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Proposition 4.4

IIJ(M,CM)lloo-s~pWC1(w) [J!iiM (~(w))+ ~~':] ::;

::;J (CM) <

IIJ(M,CM)lloo+s~p WC1(w) [J!iiM (~(w))+ î~:]

(36)

Proof: From propositions 3.2 and 4.2 and from
(27), the next inequalities directly follow:

J (CM) = sup IIJ(M,CM)lloo <
MEM(M,WMl

::;IIJ(M,CM)lloo+ sup IIJ(M,CM)-J(M,CM)lIoo
MEM(M,WMl

~1J(M,CM)lloo+ sup supWC1(w) IR(w)-R(w) I
RER(R,W",l W

~IJ(M,CM)lIoo+supWcl(w) sup IR(w)-R(w) I
W RER(R,Hj;l

::;IIJ(M,CM)lIoo+s~pWcl(w)[VHM (~(w))+ f~:] .

Since analogous inequalities hold for the lower
bound of J (CM)' the claim (36) is proved. 0

Appendix

Proof of Proposition 3 .l.
For any matrix A, Band I (identity matrix) of com­
patible dimensions, the following equalities hold:

AB (1 + AB)-1 = (1 + AB)-l AB (A.l)

(1 + AB)-I A = A (1 + BA)-l (A .2)

as it can be easily verified pre- and post-multiplying
both members of (A.I) by I + AB, and multiplying
both members of (A.2) by I + AB on the left side
and I + BA on the right side,
For the mixed sensitivity optimization, from defini­
tion (2) it follows that:

J (Po, C) - J (M, C) =
_ [ F1 [(1 + POC)-l - (1 + MC)-l] ]

- V2 [PoC (1 + POC)-l - MC (1 + MC)-I]

But:

(1 + POC)-l - (1 + MC)-l =

= (1 + POC)-l (1 + MC) (1 + MC)-l +

- (1 + POC)-l (I + PoC) (1 + MC)-l =

= -(1 + PoC)-I(Po-M)C(1 + MC)-l (A.3)
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and, applying the equality (A. 1):

PoC (1 + POC)-l - MC (1 + MC)-l =

= (1 + POC) -l PoC - MC (1 + MC)-l =

= (1 + POC)-l PoC (1 + MC) (1 + MC)-I +

- (1 + POC)-l (1 + PoC) MC (1 + MC)-l =
= (1 + POC)-l [PoC (1 + MC) +

- (1 + PoC) MC] (1 + MC)-l =
= (1 + POC)-l (Po - M) C (1 + MC)-l (AA)

so that:

J(Po,C) - J(M,C) =

= [-~l] (1 + POC)-l (Po - M) C (1 + MC)-l.

(A.5)

From definitions (5) and (10), it results that:

Ro -R=

=D;l[(1+poCr
1(P

o- p") - (I+MCr1(},tf-P,,) ]D x=

=D;l{ (1+poCr
1po-(1+MC)-IM+

- [(1+PoCrl-(I+MCrl] r; }Dx (A.6)

Applying equalities (A.I) and (AA):

(1 + POC)-l Po - (1 + MC)-l M =

= [(1 + POC)-l PoC - (1 + MC)-l MC] C - 1 =

= [PoC (1 + POC) -l - MC (1 + MC)-l] c-I =

= (I + POC)-l (Po - M)C(1 + MC)-IC- 1 (A.7)

and then, by substitution of (A.7) and (A.3) in
(A.6):

R.<J-R=

=D;J (I + POC)-l (Po - M) C·

(1 + MC)-l (C- 1 + px ) D; =

=D;I (1 + POC)-l (Po - M) C .

(1 + MC) -l C- 1 (I + CPx ) o,
and also:

(1 + POC)-l (Po - lvf) C (1 + MC)-l C- 1 =
=Dc (R.<J - R) [(1 + CPx) Dx]-l =

=Dc (Ro - R) ti;' (1 + CPx)-1 (A.S)

which, substituted in (A.5), gives the result (11).
For the Hoo design based on robustness optirniza­
tion, from definition (3) it follows that:

J(Po,C) - J(M,C) =



the elements of R(R, Wk) and the elements of t he

uncert ainty mod el M(Al, WM) de fined as the set :

M (M ,WM)={M :IM (w)-M(w) [2~ W1r(w) , Vw} =

={M=M+ 6. : I 6.(w) I~ WM(w), Vw}
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Po(I + CPO) -I - M (I + ClvI) -lj [C 1]

(I + CPO) -l - (I + CM) -l .

(A .9)

Applying equalities (A .2) anel (AA), it res ults t hat:

Po (I + CPO)-l - M (I + CM) -I =

[PO (I + CPO) -l C - M (I + CM)-l C] C- I =

[PoC (I + POC)-l - MC (I + MC)-I] c- I =

(I + POC)-I (Po - M) C (I + MC)-I c- I

anel, from (A.2) anel (A .3) :

(I + CPO) -l - (I + CM)- l =

[(1 + CPO)-I C - (I + CM)-l c]c- I =

C [(I + POC)-I - (I + MC)-l] C- 1 =

-C (I + POC) -I (Po - M) C (I + MC) -l C - I

which, substituted in (A.9) and exploiting (A .8),
give the result (12). 0

P ro of o f Proposition 4 .2.
From definition (18), the uncertainty model
R(R, Hlk) is given by:

R(R,Wk ) = {R=R+6.:j6.(w)I:::;Wk(w) , Vw}=

= {R:IR(w)-R(w)12:::;W~(w), Vw}. (A.10)

Since C is supposeel to be stabIe, from elefinition
(10) it results t hat, wit h the choice De = 1, N x = 0
and D x = 1:

R= M
l+MC

For any w, let us consider the inequality in (A.IO) ,
wher e the dependenee on w is om itteel:

IR - RI2 :::; Wk {:}

(1 +~fC - RH 1+!v/vrC - R)" :::; Wh {:}
[M(l-CR) -R][M(I-CR) -R]":::; Wk I1+MCI2{:}

M M"[JI-CRI 2
- W~ICI2]-M[R(1-CR)*+ W~C" ]*+

-M*[R(l-CR)*+ W~C*]+IRI2:::;Wk {:}

M M* - M Al* - M* Al - Al Al" < W2. {:}- M

(M - Al)(M - Al)" :::; W1 {:}

IM - All 2 < w2.- M

with Al and WM defined by (29) and (30) respec­
tively. Then, t here is a one-to-one mapping between
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thus proving the claim.
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Abstract. This paper investigates the application of LMI-based mixed objectives design
techniques to a CD player mechanism. In this control design problern the main goal is
to keep the time domain amplitude of a tracking error signal bounded in the presence of
disturbances and norm bounded uncertainties. To this end we identified in the H co norm
and in the so-called generalized H 2 norm suitable measures to represent our specifications.
The resulting design is shown to exhibit significant performance irnprovements if compared
to a singl e-objective H co design .

Keywords . Mixed and multi-objective control , LMI , H co , generalized H2, Compact Disc
player.

1 N otation

Due to the lack of a standard notation, we use
IITI12-+co to represent the generalized H 2 norm of
the system T. This notat ien reflects the fact that
th is norm is the ind uced gain of the system from L 2

to L co . For the system gain from from L 2 to L 2 , we
prcfer the standard notation IITllco.

2 Introduction

A Compact Disc (CD) player is an optical data
storage device that decodes and reproduces binary
coded information. The information signal is stored
in a spiral shaped track on a reflective disc o Start­
ing from the original audio application, the field of
use of such a device has been gradually enlarged to
new high-performance applications, like CD-ROM
or the recent DVD-RüM. A demand ernerging from
these new applications is to obtain a faster data
readout and a shorter access t ime, together with
a higher density of the data on the disc o The way
to achieve these improvements is an increase of the
rotational frequency of thc disc, which requires a

tThe research of Marco Dettori is sponsored by Phi lips
Research Laboratories, Ei nd hoven, The Netherlands
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corresponding increase of the bandwidth of the me­
chanical servo-systems. The presence of parasitic
resonances at high frequ encies, together with th e
variations occurring frorn player to player (due to
the manufacturing tolerances in mass-production)
lead to the necessity of designing robust controllers .
In this paper we will investigate the possibility of im­
proving the track-following and the focusing behav­
ior, by applying recently developed mixed objectives
controller design techniques. The name mixed ob­
jectives (Bernstein and Haddad, 1989; Khargonekar
and Rotea, 1991) stands for the fact that differ­
ent performance specifications (either in the fre­
quency or in the time domain) are posed on different
channels of the plant, such that the transient and
steady state behavior, disturbance rejection, and ro­
bustness against structured and unstructured uncer­
tainty can be taken into account. Several techniques
have been proposed in the literature to handle this
kind of problems. We can distinguish two main ap­
proaches. The first one uses the Youla parametriza­
tion of the controller to cast the problern in an
LMI framework (Sznaier and Sideris, 1991; Scherer,
1995b). This approach allows to solve the mixed
problerns for independent objectives (in th is case the
name multi-objective problem is used), but. presents



Fig. 1: Schem at ic view of the CD mcchanism

a severe disadvantage. It makes use of certain ap ­
proximation techniques; improving the accuracy of
the approximation let s the order of the cont roller
grow dr astically. Ofte n opt imal cont rollers turn out
to be infinite dimen sion al. The second approach
overco mes this difficulty a t the pri ce of introducing
a dependence among the differ en t ob jec t ives. We
chose to adopt this second approach, which lead s to
rational cont ro llers of the same order of the gene r­
alized plan t . As shown in Masubuchi et al. (1995),
Scherer (1995a), Scherer et al. (1997) , t he formula­
tion of the desired ob jectives for the closed loop sys­
tem with analys is LMIs leads directl y to synt hes is
LMIs in te rrns of transformed ver sions of t he con­
troller par am eter s that can be eas ily solvcd. We
are mainly inter ested in showing that mix ed cont ro l
design is a useful tooi for thc designer , pr oviding
him a framework to express every spe cifica t ion in
a " nat ur a l way". This avoids the difficult (and of­
ten to some cxte nt a rbit rary) pr ocess of translating
all t he requirements to th e same set t ing (typi cally
the frequ en cy domain). Bein g this our purpose, in
this paper we wil! not ca re too much about ether
important aspec ts, like for example reprcscnting the
model un certainty in the leas t conse rvat ivc way. All
t hese as pects ca n, in fact , he incorpor ated in the de­
sign , at the pri ce of increasin g its complexity .

3 System description

Tn Fig.1 a schematic view of the CD mechani sm is
shown. The rotati on of thc disc is produccd by a
turn-tabie DC-m otor. T he rotati onal velocity varies
according to the position on the disc of the t rack
that is being read . The rot ati onal frequency there­
fore varies approximatively from 8 Hz (innermost
position on the disc) to 4 Hz (outermost posi ti on ).
Tr ack followin g is performcd by a radial arm at the
end of which an opt ica l element is mounted. A diode
in this eleme nt genera tes a laser beam which is fo­
cuse d, throu gh a sys tc m of Iens es , in a sp ot on the
information layer of the disco Focusin g action of this
spo t is perforrned by an object ive lens that can move
in a vertical dir ection. A sys te m of four photodiodes
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Fig. 2: Blo ck diagram of the CD mechanism

provides position error information, which are th e
only signals availablc for control. In fact , neither
the track position nor the true spot position can be
mcasured. A controller is needed for accurate radial
and focus positioning of the laser spot. In cur rent
implementations, the radial and the focus directions
are cont rolled using two independent SISO schem es.
This is allow ed by the relatively low dynamic inter­
ac t ion betw een th e two loops. MIMO contro l design
has been investigated for th e CD player in St einbuch
et al. (1994) using J.L synt hes is .
In Fig.2 a blo ck diagram of t he CD mechanism is
shown. Each signal is a vector with two compo nents,
t he radial and thc focus one. H (s) is t he tran sfer
fun ction of the mechanical actuator whi ch is con­
trolled by the cur rent i and gen erates the laser spot
I on the disc o Gopt is the gain of the op tical piek­
up mechanism which converts the displacements e
between track and spot in an error signal e. The
cont ro ller K pr ocesses this erro r signal and gener­
ate s the current i.

4 Modeling

The only transfer fun ction that can be identified is
the one between i and e, that is P(s) = GoptH(s ).
The gain of this transfer fun ction varies in a non­
linear way acc ording to th e posi ti on on th e disc of
the track th a t is being read , du e to the movem ent
of the radi al a rm . In our mod el we do not consider
this effect, bu t we ass ume that the las er is reading
a t rack in the middle of th e disc, corresponding to a
ro tational frequ ency of 6 Hz. As already mcntioned ,
t he t rack positi on r is not known; we wil! regard it
as a disturbance sign al d = Goptr acting at th e out­
put of the plant P (s).
In Fig.3 the frequ cn cy response (ampli tude) of a
l2 t h order mod el of P (s) is shown. This model
has been fitted on a frequ en cy resp ons e obtained
by sp ectrum an alysis techniques (de Callafon et al.,
1996) . The MIMO fit has been performed usin g
th e tooibox Freqid (de Callafon and Van den Hof,
1996), which implements an iteration based on th e
San a th an-Koerner pr ocedure to minimize a least
square crite rion. Thc chosen order for th e model
appeared to he th e best trade-off between the con-



Fig. 3: Frequency response of the 12(h order model
of P(s)

In both directions a time domain attenuation of the
disturbances of a factor 1000 should be achieved.

the surface of the disco By standardization of Com­
pact Discs these quantities cannot exceed 100p.m
and 1mm respectively. From these data we derive
the crucial specification:

So far, the approach that has been followed to tackle
this problem is to translate this requirement into
frequency domain specification on the shape of the
sensitivity function S = (I +PK)-l (see e.g. Stein­
buch et al. (1994)). This translation is based on an
assumption made on the unmeasurable track signal:
its spectrum is assumed to be a series of pulses een­
tered around the rotational frequency and its higher
harmonies, with an amplitude that is decaying at a
rate -40dBIdec. Experience showed that, in order
to meet the time elomain specification for th e error ,
th e sensitivity should stay below -60dB at the rota­
tional frequency and exhibit sensible attenuation up
to 200HZ. lts slope cannot be larger than 40dB Idec .
in this frequency region. Obviously, this disturbance
attenuation requirement puts a lower bound on the
achievable closed-loop bandwidth. High bandwidth
is undesirable for several reasons: it implies high
power consumption (critical especially in portable
use) , amplification of audible noise and, last but
not least, pOOI' robustness against variations in th e
resonance peaks and unmodeled high frequency dy­
namics. As a consequence the wish is for the lowest
possible bandwidth, compatibly with the required
disturbance suppression. This translation of the
specifications into the frequency domain is, never ­
theless, not complctely satisfactory. Being based on
a rule of thumb and not on a thorough oomprehen­
sion of the interaction between time and frequency
characteristics, it can in principle lead to conserva­
tive designs. The harmonies of the track disturbance
spectrum will, in fact, sum up in an unknown way
(which will depend on the unknown ph ase behav­
ior) to the error in the time domain. Our purpose
is, therefore, to approach the problem by taking its
inherent time-elomain nature into account.
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fiicting requirements of accuracy in representing the
real system and low complexity to make a sensible
control design possible. This last issue, as we wil!
see , is critical in LMI-based designs.
At low frequencies, the diagonal elements behave
like double integrators, due to the rigid body mode
of the radial arm ((1,1) element) and the optical
piek-up unit ((2,2) element). At higher frequencies,
parasitic dynamics appeal' due to mechanical reso­
nances of the radial arm and the mounting plate,
and due to fiexible modes of the disco These rcso­
nant modes are especially present in the radial di­
rection, producing two peaks at about 4 and 7 kHz.
The main sourees of uncertainty we want to account
for are the unstructureel elifference between model
and measurements anel the variatien in the locations
of the parasitic resonances. The latter is an effect of
manufacturing toleranoes in mass proeluction which
manifest themselves as variations in the frequency
response from player to player. Although this sort
of uncertainty can be better elescribed as real para­
metric in order to not increase the complexity of
the design we will consider it as unstructured norm
bounded perturbation.

5 Performance specification 6 Problem setting

The main issue in the control of a CD player is to
guarantee a hard bound on the time domain am­
plitude of the position error signais. To avoid loos­
ing track, the maximum allowable error should be
O.lp.m in the radial direction and Lum. in the focus
direction. These bounds should be attained in the
presence of disturbances. In our design we will con­
sider two major sourees of disturbances, one for each
direction: eccentricity of the track and unelulation of

The first relevant aspect in control design is to
choose the criterion which is suitable for the problem
at hand. An Hoc criterion appears quite a natural
choice to take into account robustness aspects and
to shape (some of) the relevant closed-loop transfer
function(s) in order e.g. to achievc a specified band­
width. On the other side, the generalized H 2 norm
is convcnient to express the disturbance rejection
specification. We reeall that this norm is the gain
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Fig. 4: Control sche me for design

(3)
Notice that the closed loop matrices are affine fun c­
tions of the controller parameters AK , BK , CK and

D K ·

wh er e

W
u

(8) = 5(8+ 103 ·21f)(8+ 1.2 .10
3
·21f) (8+5 .10 3 ·21f)

(8+50· 21f) (8+ 104
•21f) (8+ 1.1 .10 4 . 21f)

has high-pass characteristics (the two high frequent
poles are only needcd to ren der it proper) . It re­
fiects the size of the additive uncertainty at frequen­
cies above 600Hz and it is also used to force high­
frequent roll-off of the controller which limits th e
bandwidth.
The weighting matrix

( ) _ _0.---;25---,(_8--:::+-:7_5-;:-' 2-;1f:""7)":""(8_+__10:....:.0_· .=..21f::....!..)
Wr ad 8 -

(8 + 0.1· 21f)(8 + 25 ·21f)

( ) _ _0-;-.2----:5(,-;8:;-:+;-:7:-0.;2---:1f-7-")(~8_+~8:-0--,-' ---,21f~)
Wf oc 8 -

(8 + 0.15· 21f)(8 + 20 · 21f)

specifies the performance independently for the ra­
dial and the focus directions. lts elements have
low-pass behaviors with almost integrating action to
achieve disturbance supprcssion and zeros chosen in
order to limit the peaking of the sensitivity (These

where

where S = (I + PK) -j is the sensitivity function ,
and we design a controller that minimizes this norm.
This is a standard mixed KS/SP H.oo design which
is suitable to achieve robust performance (expressed
in terms of the transfer fun ction SP) in pr esenc e of
unstructured additive un certainty (see e.g. Skoges­
tad and Postlethwaite (1996) ). The weigh ting ma­
t rix Wj is

7 1i oo design

As a first step we consider only the H.oo norm of the
transfer matrix Tç , that is

[~
(1)

(~K) = ( ~: I~: ) ( x:< ) (2)

and the closed loop system

the controller K

of th e system from L z to L oo . lts value has, th ere­
fore , the interprctation of a worst case time domain
amplitude amplification for inputs of finitc cnergy.
In choosing this norm wc are implicitly making a
modeling assumption , namely that the disturbances
acting on the system are signals of finite energy. An
alternative assumption could be modeling the dis­
turbances as bounded amplitude signals and using
th e peak-to-peak norm. What played an important
role in the choice of the first option was the fact
that, at pr esent , t here are no LMI algorithms avail­
able to minimize the peak-to-p eak norm. In fact , it
is possible only to minimize an upper bound of it
(see Scherer et al. (1997)) that can be qui te loose.
As a side remark we like to st ress that disturban ce
mod elin g eme rges as a kcy issue. Unfortunate ly, t his
is not an easy task for the CD player : t he t rack ec­
eentricity is not measurable and it is highly at te nu­
ated by the cont ro l sys te m (by a factor 1000) , what
makes it hard to reconstruct it from the err or sig­
nal.
In Fig.4 the scheme of the generalized plant that
we wanted to adopt for this design is depicted. The
blocks vVj , Wz, and VV3 represent the design weight­
ing functions , Wj , Wz and W 3 are the exogenous in­
puts, Z j, Zz and Z3 are th e performance outputs, y
is t he measured output and u is the control input.
We consider two perforrnance/uncertainty channels:
T . (T T)T (T T)T d T-1 . w j , W z -t Z j, Zz an z: W 3 -t Z3. We
have the following state space representations for
the generalized plan t
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The mul ti- objecti ve pr oblem amounts to minimize
IZ under (4), (5), (6) and (7) for 1 1 = If. However
existing algorit hms allow to solve the synthesis pr ob­
lem onl y afte r introducing an extra constraint which
couples the objectives. We have in fact to try to
sat isfy the differ ent perform an ce requireme nt s wit h
a common Lyapunov matrix (see Scherer (1995a),
Scherer et al. (1997)) . In this way we are intro­
ducing conse rvat ism in our pr obl em , whose amount
is hard to qu antify. The introduetion of this con­
servatism cons t it utes the differ en ce betw een mul ti ­
objective and mixed objectives problems. As a pr ac­
tica l effect, wit h this extra constraint the minimiza­
t ion wr itten above tums out to be infeas ible. We
suggest, instead , to solve t he modified pr oblem:

weighting fun cti ons are the same used in the design
of Steinbuch et al. (1994 )). We have performed this
first design with the fun cti on hinfmix in the LMI
Control Tooibox (Gahinet et al., 1995 ). The resul t s
are an optimal H(XJ level I? = 5 and a cont ro ller K I ,
which we will use for comparisons with th e mix ed
ob ject ives one.

8 Mixed design

8.1 Formulation

The idea is now to impose on top of the H(XJ design
th e generalized Hz spec ificat ion on the channel Tz.
In this way we use the ext ra freedom which is left af­
te r th e H(XJ optimization to achieve the desired time
domain behavior. On the basis of this obs ervation
we can realize that full advantage of mix ed design
can be taken only in the MIMO case . In fact, in the
standard SISO design pr obl ems, it is known tha t the
set of optimal H(XJ contro llers is a sin glet on . Hence,
also for subo ptimal des igns one expec ts ver y lit tl e
freedom to sa ti sfy extra constraints .
We choo se the weigh ting W3 as : min all + bl z

(6)

(7)

(8)

w (s) = ( wp (s) 0 )
3 0 wp(s)

where

(21T . 6)z
wp(s) = sZ+ 1.2 · 21T . 8s + (21T' 6)z·

lts role is to shape th e track disturbance, whose
spec t ru m is assumed to be the one described pr e­
viously in section 4.
Ideally we would like to solve th e real mul ti­
objective problem (i.e. the objectives are mutually
ind ep endent) , that amounts to minimize IITzllz--+ (XJ
over t.he set of all stabilizing controllers that render
IITI II(XJ :s I? satisfied . To explicit ly formulate this
minimization, we need to reeall two analysis results.

• The closed loop system (3) has IIT111(XJ :s 1 1 if
and only if the re exists a matrix XI > 0 such
that

(4)

• The closed loop system (3) has IITzllz--+ (XJ :s I Z
if and only if th ere exist s a matrix Xz > 0 su ch
that
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over th e constraints (4), (5), (6), (7) and XI = Xz =:
X. Varying the coefficients a and b we can vary the
relative weight of the two criteria in the minimiza­
t ion and see what is t he best trade-off between them
(measured in te rms of the perfor mance achieved by
the corresponding controllers) . In our design the
choice a = la and b = 1 appeared to give th e most
satisfactory results.

8.2 Synthesis

The minimization in (8) is clearly not convex in X
and the cont ro ller param eter s. We need th erefor e to
convexify the pr obl em by applying the formal block
substitution procedure described in Scherer et al.
(1997) to get LMI's in th e transformed set of vari­
ab les X , Y, K, L , M and N . The final formulation
becomes:

Minimize 10/ 1 + IZ over the cons t ra ints (9)-(12).

This minimization can be coded in one of the avail­
able software packages. We used LMILAB of the
LMI Control Tooibox (Gahinet et al. , 1995). Noti ce
that the equalit y constraint (12) can not be directly
handled by th e solver ; in our case, however , du e
to th e structure of D z , E z and F it was automat­
ically satisfied. On ce a solution (if any) has been
det ermined , one has only to reconstruct the original
controller parameters by applying the invers e vari­
abl es transformation (Scherer et al., 1997).
However in our design th e solver was unable to re­
turn a solution, running out of memory at a certain
moment of the it eration . The problem has been
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Fig. 6: Frequen cy response of K, (dashed line) and
J(2 (solid line)

tat ion was successful, giving a cont roller J(2 which
ensures an Hoo level I~ = 8.7 for Tl and a gene ral­
ized H 2 level 12 = 3.4 for T2 . In Fig.6 the amplit ude
plots for the two cont ro llers J( I (dashed line) and J(2

(solid line) are shown. We sec that J(2 has higher
ga in at low frequ encies , achieving a bet ter distur­
bance suppression, and more aggressive beh avior at
high frequencies , resulting in a higher closed-Ioop
bandwidth. These observations are confirmed by
the analysis of the sensitivity transfer fun cti on in
Fi g.7. The mix ed design exhibits a higher distur­
ban ce rejection and a lower peaking, man aging to
spread the area of S ab ove 0 dB (whose amo unt
increases with the disturban ce attenuation , accord­
ing to the Bode sensit ivity integral relation ) over
a wider frequen cy region. This secend feature im­
plies less perc eptible amplification of audible noise .
But our main interest is in th e comparison of the

identified in the too high nu mber of decision vari­
ab les involved. Co nsidering t hat the generalized
plan t (combination of P (s) and the three weigh t­
ings) has order 26, t he number of decision variables
involved in the optimiza t ion procedure was 1488
(351 independent ent ries each for X and Y that ar e
symme t rie 26 x 26, 676 for J( , 52 for L , 52 for M , 4
for N plus 1I and 12). There are two possible ways
to overcome this obstacle. The first one is t ry ing to
fur th er reduce the orde r of the system and /of the
weight ings , at the pri ce of loosing realism in the de­
sign. T he second one, that we ado pted, is applying
techniques based on the so-called P roj ection Lem ma
to eliminate var iab les from the LMI's . In parti cula r ,
the elimination of the matrix J( yields a saving of
676 decision variable. But in order to do that , we
have to change th e st ruct ure of the cont ra l scheme.
Elimination of J( is, in fact , possible only if th e ex­
ogeno us input is t he same for every channel (i.e.
WI = W2 = W3) . The modified cont ro l scheme is
shown in Fig.5. T he H oo channe l W -+ (zr, znT has
now an S / J( S structure and the weight W 2 sho uld
be modifi ed to express performan ces in terms of S
and not of SP anymore. Regarding the generalized
H 2 channe l, t he weight 1113 is mov ed frorn the input
to th e out put (Ioosin g it s inte rpretation of distur­
banco shaping filter ). Wi th this scheme th e compu-
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Radial error lor the two designs

Fig. 7: Sensitivity Iunction for the 'Hco (dashed
line) and the mixed (solid line) designs
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tim e domain properties of the two designs. In Fig.8
is represented th e response to a step on the distur­
bance track. This signal is relevant in the CD player,
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Fig. 8: Response to a disturbance step for the 'Hoo

(dashed line) and the mixed (solid line) de­
signs

occurring when there is a command from the user
to jump to another track; obviously this should be
done in the shortest possible time. The mixed con­
troller performs sensihly better both in terms of the
overshoot and the settling time. In the radial direc­
tion the overshoot decreases by a factor of 25% and
the settling time by a factor of 40%. In the focus di­
rection the improvements are respectively 45% and
50%. Also for the off-diagonal elements the situa­
tion is better (the exception being a higher negative
peak in the (2,1) element, but the relative value is
quite smalI) . As a last comparison we show in Fig .9

• Mixed design techniques give a powerful tooI to
express "in a natural way" a wide range of per­
formance specifications. A possible objection

9 Conclusions

Fig . 9: Radial and focus error for the test distur­
bance for the 'Hoo (dashed line) and thc
mixed (solid line) designs

The most important conclusions with respect to the
use of mixed objectives LMI-based techniques to
this design problems arc:

the radial and the focus responses to the test dis­
turbance w(t) = Z=~=l ~ sin(2mr . 6t + tPn), which
represents the model hypothesized for the track ec­
eentricity and the undulation of the disc (tPn is a
random initial phase uniformly distributed between
o and 27f). The plots show that the peak of the
error achieved by th e mixed controller is about 2
times smaller in the radial direction and about 6
times smaller in the focus.
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can be that the same design res ults could have
bee n obtained wit h a single-objective 1-loc de­
sign, with a ca reful cho ice of the weighting fun c­
t ions . The poin t is that this cho ice is t he most
difficult part in a design an d is ofte n the out­
come of a lon g t ria l-and-error procedure. Using
mixed design techniques the way to represen t
the spec ificat ions is in a considerable amo unt
translated into t he cho ice of the cr iteria, sim­
plifying the design er 's task.

• The constraint A\ = X 2 introduces strong con­
servatism in the design t hat can lead even to
infeasibility of the pr obl em . It is ther efore
not convenient to try to impose all the objec­
t ives in one shot , but bet t er to impose them
one a t time in a sequentia l design pro cedure.
T his way of pr oceeding can be regarded as a
Lyapunov shaping technique: one starts wit h
the most important specification to impose and
solves the correspond ing sing le-objective prob­
lem (t hat can be done withou t conse rvatism) .
Then , keeping the already achieved propert ies
as (not too tight) constraints , one can im pose
seq uentia lly t he other specifications to explo it
possible freedorn which is left. In this way the
Lyapunov matrix X is shaped to realize addi­
tio nal specifications.

• T he available software to solve LMIs pu ts se­
vere bounds on the size of the problem s that are
tractable. This resul t s in a difficulty in doing
des igns for reali sti c (not too low order) mod els
and/or in a limi ted flexibility in choosing the
design structure if we need to eliminate LMI
variables .

• T he software appeared also to be extremely
sens it ive to numeri cal conditioning of the data
(much mo re , for example, than the 1-loc solver
of the 11 Tooibox) . Particular pr ecau t ions have
then to be taken, like rnoving t he po les in 0
a bit on the left (e.g . -10- 3 ) , t ime-sealing of
the da ta to restriet the numerical range, per­
forming closed-Ioop frequency-weighted mod el
red uction (see Wortelboer (1994)) .
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Indirect posit io n measurement and singularities in a
Stewart platform with an application to model-based
control
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Abstract . This paper considers the problem of indirect measurement (and contro l) of
the coordinates of a St ewart platform. The St ewart platform is a six-degrees -of-freedom
rob ot with (6) parallel actua to rs to be used as a fiight simulator. Usua lly the pose of the
sys te m is indirectly measured by the length s of the act uators. Alt hough the mapping from
platform coo rdinates to actuator length is weil defined , it is not injecti ve and therefore the
inverse t ransfor mation has several solut ions globa lly. Over a subset , a Newton-Raphson
(NR) it eration can be used to calculate the local solut ion . This forward kinemati cal
problem has to be solved to apply model based feedback. Convergence properties of this
ite ration are considered in this pap er. Another imp or tan t related issue is the exclusion of
singular points over the work space of a Stewart platform (wit h limited actuator st roke) .
This is a necessar y condit ion for convergence of the NR-iteration and cont ro llability of
this kind of syste ms. The parameters of the new Simona research simula to r are used as
an example to prove exclusion of singular points from th e work space of a par allel rob ot
and infer convergence of the NR-scheme. With guarantee d fast convergence at a sufficient
update frequ ency, this scheme can be used in a model based feedback loop . This will be
shown with the Simona ftight simu lator motion system.

Keywords. Flight simu lation , parallel mot ion syste ms, robotics , forward kinematics.

This la t ter method is preferred her e as it is less in­
volved to be implemented in a real-time model based
controller where inversion of the jacobian is al ready
part of th e control structure. But although th is has

Secondly, for long, th e forward kinematics has
been tackled numerically by performing a Newton­
Raphson (NR) iteration scheme (Dieudonne et al.,
1972).

Xk+l = Xk - J - 1(xd(Ï* - ik ) (1)

As the actuator length s, i, are explicit funct ions of
the platform coordinates, x, the jacobian , J , is a
function of platform coordinates.

1 Int r oduetion

In parallel robots such as most fiight simulation mo­
tion platforms, the position of the syste m is usually
indirectly measured by the length of th e actuators.
The forward kinemati cal pr oblem of calculating the
plat form coordinates given the actuator lengths of
a fully pa rall el six-degrees of freedom syst em , a so­
called Stewar t platform (Stewart , 1965), is seen to
be solved in roughly two ways in literature.
Using analytic techniques the problem can be t rans­
form ed to a set of combined polynomial equa t ions
whose roots have to be found to solve the forward
kinematics (e.g. Husty, 1996). Although th ese equa­
tions can provide insight into th e structure of th e
problem , no closed form solution is known to be
present od yet.
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J ..(x) = aii(x)
'J n -

U X j
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not seen to be considered in lit erature W.Lt Stew­
art platforms, convergence or con vergence to t he ac­
tual physical pose in t his scheme is not guaranteed
in general. As thc forward kinematics of a Stew­
art platform have more than one solution (Husty,
1996), and since singular po ints of the jacobian for
unconstrained actuator lengths ex ist (Ma and An­
geles, 1991), the iteration scheme does not converge
globally to t he right solution.
A dynamic model of a parallel robot is described as a
function of the platform position and its deriva ti ves
(Koekebakker et al., 1996). To apply model based
feed back (e.g. computed torque, Nij meijer and Van
der Schaft (1990)) based Oll t hc ac t ual pla tform
state instead of t he desir ed state (Liu et al., 1991)
one would like to guarantee both converge nce of t he
Nli-scheme and exc lusion of t he sing ula r points (sin­
gu lar J-matrix) in t he wor k space. In t his paper an
algorithm is presented with which t his can be guar­
anteed for gene ral but known (inverse) kinematics of
thc Stewart platform at hand . Practical re levanee is
shown by application to thc Simona fligh t simulator
motion system (Advani et al., 1997).
First a general theorem Oll convergence of the
Newton-Raphson iteration is considered. After in­
troducing the kinematics of the Stewart platform,
the jacobian, J, is shown to be Lipschitz i.e . it s
change w.r.t. two poses is bounded by a constant
times the diffcrencc of thc rcspective platform coor­
dinates. With this condition it is possib le to de rive
a radius in which t hc exclusion of singular points of
a Stewart platform is guaranteed. Anothe r singula r
po int exci us ion algo rithm has a lso recently been pre­
scntcd by (Me rlet, 1997) usin g the determinant of
thc jacobian . Dy gridi ng t he work space with poin ts
from which a radius can be calculated, one ca n pr e­
ciudc a larger working volume up to t he whole work
space (for limi t ed stroke actuators) from sing ulari­
t ies.
Convergence of the NR- iteration scheme ca n a lso
be guaranteed in a ne ighbourhood of t he solution if
some conditions are satisfied. This condit ions deal
with the maximum and minimum gain of J an d
again the Lipschitz condition . These can be ca lcu ­
lated for Stewart platforms . Exclusion of singular
points of J is neccssary to calculate a radius of the
neighbourhood in which convergence is guaranteed.
From this radius , the maximum gain of J and t he
maximum speed of the actuator, a sufficient update
frequency of the iteration can be calculated above
which (quadratic) convergence is guaranteed.
The parameters of the new Simona research simu­
la tor (Advani et al., 1997) a re used as an example
which shows that reasonable resul ts can be obtained
alt hough the condit ions derived are rather conserva­
t ive .
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2 Notation

Capital symbo ls, X are used for m at rices, x for
vectors, x for scalars. x x ij denotes t he vector
product wh ich ca n also be written as X ij = (Y) T x
where X is a skew sy mmetrie (...t = _X T ) mat rix
pa rametrized by t he vector, xT = [Xl X2 X3],

such that t he res ult of Xij is t he vector produ ct :

(3)

X x Y denotes vector wise pr oduct of t he colum ns
stacked in the matrices .
The index xn is used for the normalizing ope ration
xn = xj I x I with I x 1= VxTx. PX n denotes
the or thogonal proj ector to the (hy pe r) plane with
normal vector xn and can be constructed from t he
vector product matrix PX n = (I - xnx~) = (Xn)4 =
XnXç: = _(Xn)2. Projecti on matrices have some
nice pro pe rt ies like P = r r = P" :
Moti on ca n be described W.Lt. va rious frames. A
matrix or vector describe d in some frame is, where
appropriate, given a supe rsc ript referring to t his
frame. For the inerti al frame or gro und coordinates
t he index xg will be used . As a fun cti on of t he mov­
ing end-effecto r or platform, veetors will be dcnoted
xm . If a (rotation) matrix maps a vector into an­
ot her frame it will be denoted as BRA if R maps
from A. to B .
T he subsc ript index like äi will be used to re fer to
the i th-actuator if non actuator dep encien t va riables
also appear in the eq uation.

3 A general convergence theorem on
NR-iteration

A weak ver sion of the Newton-Kantovorich t heorem
(see e.g. Ortega and Rh einboldt , 1970 ) given in
Stoer (1983) will be used . From this theorem con­
vergencc of t he NR- iteration can be inferr ed .
It is stated as follows.

Theorem 3.1 Given: a set D ç IR" . a convex set
Do wit h Do ç D and a funct ion 1: D ~ IRn which
is coniinuous on D and differentiable with derivative
DJ(x) on o;
If positive constants r , a, /3, 'Y and h can be found
[or Xo E Do suc h that

Sr(xo) = {x I llx - xo ll < r} ç D o (4)

h = a/3'Y < 1 (5)
2

a
r = (I_h) (6)

and ij 1 has th e [ollounnq prop erties:



a )

liDf Ui ) - D f Ul)11:s { llx - vii v x, V E Do (7)

( This is calied th e Lipschit z condition)

b)

(D f(X)) - l exist s and IIDf( x )-lll :s /3 V x E Do
(8)

c)
(9)

tli eri Fig. 1: Rot a tion parametrized by euler param eters

A) Starting at Xo the sequ enc e
Xk+ l = Xk - (D f( x d) -l f( xd k = 0,1 , . . . is
uiell defined and e; E S,.(xo ) V k > 0

B) 1imk---> oo Xk = t. exis ts, t. E S,. (xo ) , and f( ü = ö

the frame in t he e t her fram e. As a resul t a rotation
matrix , R has the followin g prope rty:

(U)

C)

With 0 < h < 1 th e iterates converqe at least
quadratically .

Any 3x3-m atrix with thi s proper ty and det (R) = 1
is a rotation matrix. Wi th det (R ) = -1 also the
mirror operation is inclu ded (t ransformatioIl of righ t
hand fram es to left hand frames and vice versa).
Given T = BR A, t he pos it ion of a poin t pA in fram e
A can now be described in fram e B by:

with

o- = [ ~3 -;3 ~~l ] (14)
- W z W l 0

Now with a vect or which is rigidly attached to t he
· A -

fram e A , p = 0,

To describ e the velocity of this point in the other
fram e one can simply differenti a tc this equation.
Some properties of the t ime deri vat ive of t he ro­
tation matrix can be deri vecl by differen tla ting (11).
This results in skew symmetrie matrices which can
be parametrized by th e vector product matrix of the
(thereby defined) an gular velocity w.

(12)

(13)

The proof of this th eor em is given in Stoer (1983 ).
Roughly speaking, this theorem sta tes that a solu­
tion { can be found in the Nlt-iteration (B) if th e
differential D f( x) does not vary too much (a)), is far
enough from singularities (b ) ) and eventually does
not jump too close to th e boundary of th e defined
neighbourhood, at the first iteration (c)).
It also states that the iteration will not go out of
a spec ified neighbourhood (A) and converges at a
ccrtain sp eed (C) . To derive these conditions for a
NR-iteration towards th e St ewart platform coordi­
nates , first its kinematics has to be specified.

4 Kinematics

First som e general kinematics will be given . Then
the kinemati cs of the St ewart platform will be
sta ted .

4.1 Fundamental kinematics (15)

The moti on of a poin t (mass par ticIe, joint , etc.)
is usually most conveniently and invarian tly defined
w.r .t. th e body frame to whom it is connectecl. The
motion of a frame pu t in an other fram e generally
consists of translation [ and rotation. The ori en­
ta t ion of a frame can be described by a rotatien
matrix. A rotation matrix consists of perpendicular
unit veetors which des cribe an orthogonal basis of

Wh ere the cha nge of fra me for the matrix , n, is
given by nB = T nA T T ,

If some vari ations or veloeities ca n be desc ribed as
product of a (pos it ion-de pende nt ) matrix and vec­
tor of other vari ations this matrix will be callecl a
jacobian matrix.
The jacobian matrix between two sets of variables
usually comes out naturally by a time differentiated
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vers ion of an equation in whi ch one of the sets is
explicitely stated as in y(t) = ! (x(t )),

y(t) = ~: (x( t))x(t) = Jy,x(x(t ))x(t ) (16)

E.g . given (15),

[ -B ] [ -B ]-B - \ T bt bi
bp = [ I T (P" ) ] bwA = JpB,x bwA

(17)
Although t he ro tation matrix consists of nin e en­
t ries, it s pr op er ti es put cons t raints on these en­
t ries . Differen t param etrizations such as euler an­

gles (t hree subse quent plan ar rotations) or euIer
parameter s (four paramet ers with one normali zing
constraint to describe one ax is of rotation and the
ang le of rotation) are possible.
T he three euler ang les have the disadvantage of a
highly non-linear appearance in both t he rota ti en
matrix and the euler ang le velocity to angular ve­
locity t ransformation. The latter can even becom e
singular .
lt is possible to paramet rize the rotatien by the uni t
vector poi nting along the ax is of rotation Til" anel
the angle u of rotatien. (See Fig. 1.) Parametriza-

T
tion by the four euler parameters f = [ EO f'[3] ,

given by eo = cos( I/2 p,) and f13 = sin( 1/2 p,)Ti ,,,
results in very con venient (simple to calculate) rela­
t ions of the rota t ion matrix and the ang ular veloc­
ity in which the euler parameter s and its deri va tiv es
play an intermedi a te ro le. These relati ons are exten­
sively deal t with in Nikravesh et al.(1985). Wi th ou t
further derivati on they will be given here.
The ro tation matrix can be ca lcula ted by taking a
product of two matrices whi ch are linear in f:

R(f ) = G(f) L(f)T (18)

W it h
G(f) = [ -f13 1'0 1 + Ë13 ] (19)

and
L (f ) = [ -f13 1'0 1 + (Ë 13 )T ] (20)

Eca n be described as a product of wand a matrix
which is a linear fun ction of f.

(21)

Wi th ang les - 1r < 1/2p, < tt , f13 ca n be used as the
(orientation) state from which EO = J l - 1''[31'13 is
obtained.

4.2 Stewart platform kinematics

The Stewart platform (Fig. 2.) consists of an encl­
effecto r bod y whose coo relina tes can be described
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Fig. 2: A schemat ic example of t he Stewart plat­
form

by a bod y fixed poin t (e.g. t he cent re of grav ity)
whi ch has var yin g coordinates ë in the iner ti al frame
and the orientation given by a ro tation matrix T (f )
whi ch can be par ametrized by eui er parameters.

The end-effecto r bod y or platform is connected by
six parallel actuators at äi to bi to t he iner ti al frame.
The length of the six actuators can be varied . In
describing a spec ific actuator, t he supscrip t i for the
i t h act uator will be left away. An actuato r (F ig. 3.)
can be modelled as 2 bodies. A rotating bo dy, b,
with a constant distance of Tb of the c.o.g., be, to
the connee tion of a 2-d. o.f.-rotational gimbal jo int to
th e inertial fram e a t b. The moving actuator bod y,
a, with a constant distan ce of T a of th e c.o.g., ae, is
connec te d with a 3-d .o.f.-rot ation al gimbal join t to
th e pla tform at ä. Wi th a I-d .o.f. contro lled sliding
join t between th ese two bodi es , t he length of t he
actuator can be vari ed.

Wi th this ass umption also the case (ofte n seen in
practi se) in which the moving part of the actuator
both rota tes and slides at the conneetion with the
rot ating par t and has only 2-d. oJ. rota tion W.Lt. the
platform, resul ts in the same dyn arn ics,

T he kinem atics of t he Stewart platform will be de­
scribed by first defining the t ransformation of the
platform pose to actuator coo rdinates. Then by dif­
feren tia tion also the velocity of all relevan t points
can be calculated as a fun cti on of the pla tform pose
and it s time derivati ves.

Alm ost all veetors can be convenient ly described
in the iner ti al fram e. Apart from äi" whose time
c1eri vati ve in th e movin g fram e is Ö.

The vector , ti , bet ween the two at t achment points



Now the length of the actuator, I li 1
2 = [[Ii, and the

un it vector in direction of the actuator, In ,i = Ir: I
can be calculated from the platform vari abl es ë9 anel
the orientat ion matrix T = 9 R'" which will be the
only rotati on matrix used .
T he velocity of the length of the actuators can be
calculate d by proj ection of the velocity of the upper
gimbal at tachment point , Va, in the dir ection of the

actua to r. Since ft li I= fIt"j'{Tf = ~lla = r;:Va, and
the velocity of the upper gimbal points is given by

of an actuator can be describeel by

i. = ë + Tä,/' - bi (22)

ä

Fig. 3: Stewar t plat form actuator link construction

Va; = C+ w X Tä ,/' , (23)

i.e. projeering upper gimbal velocity along the ac­
tuator dir ecti on . Wi th some reordering and written
as matrix equation (e.g . va; stacked in Va) for all
the actuators the jacobian between the actuator and
platform veloeit ies comes out .

the velocity of the actuato r is given by

Z· ZiT - ZiT '- ZïT ( - T - m )
i == n,iVi == ll ,i C + 11,Î W x ai ,

Z'- LT'- (TAm L )T - J '- LTV= nC+ X n W = l ,x X = n a

(24)

(25)

the coordinates has to be given . T he defined ja­
cobian Ji ,«, is the description of plat form trans­
la tional and angular speedj variation to actuator
length var iations. To go from orientational parame­
ter variations to angula r speed is dependent on th e
parametrization used .
In this case the first three euler parameters are used
to par ametrize orientation.

This jacobian matrix , Jl ,x (:t ) , is one ofthe most im­
portant vari abl es in kinematics and dynami cs of the
Stewart platform. The jacobian between platform
and gimba l point velocity is defined by

where s is a sea ling factor which can be used to get
less conservat ive resul ts in spec ifying a var ia tion of i
since c and Ë have different dim ension (m and rad) .
T he sealing factor s = 21 1äl lm a x will shown to be
appropriate in t he sequel.

The derivative of th e unit veetors In,i in the direction
of each actuator can be calculated with:

5 N R -convergence to St ewart p lat­
form pose

(29)

(30)

(31)

(32)Illill - /lIdi = l i(i )

Off course the rotation matrix in the iteration is
now the mul tip lication of all the rotation mat rices
calculate d.

where Illi ll is the measurcd length of the i l h actuator
(fixed value for each iter ation ) and Illdl is the length
of the i1h actuator given i (given by (22)) . Since the
measur ed leng th is fixcd the deri vative function is

T he cont inuous function, 1 in Theorem 3.1, from
which the platform coordinates have to be found
can now be given by

1
Ë = sin(2 Il) iï /L

It will be assumed that afte l' each iter a tion Ë will be
reset to zero. In that case the relation between the
ang ular velocity and the euler par ameters is very
simp ie.

(27)

:!:~ _ l IZ\- lft lil
dt IZ I li 1

2

(I - InT;;) _ 1 _
l il Va=m P lnVa

In =

Having stated the kinemati cal st ructure of the Stew­
art platform and given the general theorem on con­
vergence of a NR-iteration , Theer em 3.1 , it is now
possible to investigat e under what condit ions th e
specific NR-iteration of (1) wiJl converge to the
physical platform pose.
To derive condit ions for the NR-convergence to th e
right St ewart platform coordinates given the lengt h
of the actuators , first an appropriate elefinit ion of
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only slightly different, with scaled euler parameters,
from the jacobian JI,x given earlier.

a-st p l)

IIJI,sx(xd - JI,sx(x2)11 < I stptllX1 - x211 (34)

IIJI,x(xd - JI,x(x2)11=

11
.u.; I1 = ä(dJ) (35)

d(TAm X LTl)/llällmax

Where in this case the 2-norm of the matrix
is taken which is equal to the largest singular
value , à • The Frobenius (semi)-norm is an up­
per bound on this norm and is advantagcous
in case of the Stewart platform since specific
bounds can be derived on thc matrix elements
as will be shown later on .

Fig . 4: Motion of conneetion xa as a fun ct ion of
change in x (de and dl)

c-st p l] To calculate, Ctstpi also use can be made of
the singular values. Since any point in the work
space is a poss ible initial start of the iteration ,
the maximum cond it ion number of the sca led
jacobian over the work space can be taken as
the constant, Ctstpi .(36)iJ(dJ) ::; IldJllF

D f( x)T = JI,sx(x )T = [ (TA.m x i:)/ llällmax ]

(33)
Since it is a function of unit dir ection lengths, it is
only defined for Illll :f:. o.
To derive the conditions (a,b,c)-stpl for convergence
of the NR-iteration defined in Theorem 3.1 for the
St ewart platform, the constants (Ct, (3, I ) can be
specified using the kinematics.

IldJllF =
6

2) lldlTl ,;W! + Ild(Täi X Tn,d/llällmaxI12
i=1

IIJI~~(x)f(x)11 ::;
1

< (Jmi" (Ji,sx(x)) iJ(JI,sx(x)) lldxll

Ctstpl (38)

To derive a constant Istpl, the separate ele­
ments of the las t equation will be descri bed as
a function of x. T his will be done in the next
section .

In the next section it will be shown that indeed the
jacobian of a Stcwart pla tform is Lipschitz, as a­
stpl) requ ires, as long as the actuators of the plat­
form have min imal stroke strictly larger than O.

b-s tpl) To state th e second condition from which a
constant number (3s tpi has to be calculated also
the 2-norm is used which can be upper bounded
by one over the minimal singular value, (Jmi" ,
of the jacobian at som e pose, xo ' By using the
maximal variation of th e jacobian which has
been calculated for the previous condition, th e
constant, (3 , becomes an upper bound for th e
maximum gain of the inverse jacobian over a
volume of poses , x.

6 Lipschitz condition on the Stewart
platform jacobian

By constructively analyzing the kinemat ics of th e
Stewart platform the following lemma can be de­
rived.

Lemma 6.1 The Steurart platform jaeobian , JI,sx,
is lipsehitz i .e. a I ean be found su eh that

1

(Jmi" (J/ ,sx(x))
1

<
(Jmi" (Jl,sx(xo)) - lldJIIF
(3stpl (37)

iff

Illdl = IIJi(x)11> é > 0 V x E D ,i E {1, . .. ,6}
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Fig. 5: Change of the vector in as a function of mo­
t ion in xa

I ld~a I1 0 (1 Id~a 11) 3

lllil + lilil

< V2lld~a I1 (42)
Il llI

Sa t he length of the actuator sho uld remain strictly
lar ger than zero. It is easy sho wing that if this is
not the case arbitrary small variati on s of t he pose
can result in nondecreasing variation s of d[" i.e. not
satisfying t he Lip schi t z condit ion .
Now bounding t he vector product is also possible,
In general

Ilä x bil S Ilällllbll (44)

(ä+ë) x (b+d) = (äxb)+(äxd)+(ëx b)+(ëxci) (45)

and rotation does not change t he 2-norm.

(43)

Taking into account (39) gives

- 2
Ildlnl l S nm"dx"

T he seco nd step takes into account that as the upper
gimbal moves within a bali (F ig. 5.) t he maximum
change of t he actuator direction is achieved if this
line just to uches the balI. In that case (i" + dl,,) ..L
dxa . Wi th some geo metry

The total motion of xa is maxim al if both rotation
and translation mo ve t his po int in t he same di rec­
tion. One of t he advantages of t he euler parameter
description now becom es apparent. Maximal mo­
tion as a fun ction of t he rotation is equal to two
times t he gain of the first three euler param eter s
t imes t he dis tance from whi ch point the rotation is
cons ide red . It is possible to bound the motion of
the gimbal by

1. Change of t he upper gimbal conneetion dx a ,

given a change of platform coor dinates dii: See
Fig. 4. in whi ch the motion of t he platform
and connected gimbal po int, xa, in F ig. L is
schematically depi cted.

2. Change of t he uni ty di rection , dln , given a
change the upper gimbal. See Fig. 5. in which
the motion of actuator as a fun ction of the mov­
ing gimbal po int xa is schernatica lly depicted .

lldxa ll S Ildëll + 211 älllld€11 S V2lldi;11 (39)

Note that t he requireme nt of an actuator lengt h
large r than zero is an implicit constraint on the set
of platform poses.
As the jacobi an only consists of unit d irection ac­
t uator veetors and a rotation whi ch are a function
of the platform pose, t he maximum gain of the ma­
trix is easily bounded . Rem ains to be shown that
small variations of t he platform pose do not res ult in
relative large variations of t he jacobi an matrix gai n .
First t he change of the uni ty actuator direction vec­
tor, dln, as a fun ction of t he change in coordinates
di; will be cons ide red . Then also t he change of t he
vector pr oduct ((ln x Ta)/llällmax) ca n be bounded
given a change dii :
In t wo ste ps dln will be bounded .

Ildlnll < 2 sin( I / 2r1J) =

t he followin g mon oton ou s upper bounding fun ction
ca n be derived for change of din.

1 - (1Id~all) 2
Illll

(46)

(47)

IITäll = Iläll

Ild( ln x Tä)/ lläll maxll S
< IIdln x Tänll + 1I1n x d(Tän)11

+ lldl1l x d(Tän)11

< VYlld - I1 lid -11 21 lds€lllldx ll
Illll X

a + se + Illll

Ild(Tä)11 = 211ä lllldËII = IldsËl1

Change of the moving gimbal due to rotation is
bounded by

Now

(40)

(41)

. (A-.) _ Ildx a I1
sm 'I' - lilil

_ ( 1 I d~a l l) 2
cos( rIJ) = 1 Il lIl
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uncontrollabl e from forces along the actuato r dir ec­
tions . These points exist in the usual Stewart pla t­
form configurat ions if the actuators would not have
length constraints (Ma and Angeles , 1991).
Given a point Xo it is possible to calculate the min­
imum gain (singular value) of the jacobian . This
value does not change more than the maximal vari a­
t ion of the jacobian . To be singular this valu e should
be zero. So with

O'mi n(Jl ,sx (X ) ) ::;

< max(O, O'min(Jt, sx (x o) ) - a-(dJ (x , x o)),

and

Jt-s~ (x) exists in th e bal! around Xo in platform co­
ordinate space with radius

Fig. 6: Lipschitz constant, Îs tpl, of a Stewart plat­
form as a function of the minimal actuato r
length

IldJ11 < Î llx - xo ll,

7's ~ O'm in(J(Xo ) )

Î

(48)

(49)

So in this way every element of the jacobian matrix
is explicit ly bounded by the variation of the plat­
form pose and the (implicit ly platform pose depen­
dent ) actuator length. If a minimal actuator length
is given a spec ific Îstpl can be ca lculate d.
Adding the bounds for each of the actuato rs in th e
F-norm of the jacobian results in an explicit numb er
for Îstpl' Assuming smal! platform pose vari ati ons
i.e. second order effects in the last equation are rel­
atively small e.g.l ldx ll < .25, a minimal ac tua to r
length of 2 m of thc Simon a platform gives

6 6

IldJIIF ::; \ L 12+ L(1 ·82+.07)21 Idxll ::; 5.211dxll
i= 1 i= 1

Note that this Îstpt is valid for any Stewart platform
having minimal actuator length of 2 m independ ent
of gimbal point coordinatcs . As a fun cti on of the
minimal actuator length , Îs tp l is depicted in Fig. 6.
The limi ted difference of two jacobian s given limited
difference of the platform pose can be used to derive
guara nteed converge nce of the NR-ite ration bu t also
to exclude singular poin ts of the jacobian from par t
of the platform working space as wil! be shown in
the next Section .

7 Exclusion of singular points

Singular poin ts of a Stewar t platform are those plat­
form poses at which the jacobian , Jl ,sx becorncs sin­
gular. At th ese points at least one platform pose
variat ion will not resu lt in actuator length variation
and is th erefore not supported by th e actuators or
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By calculat ing 7's over " boxes" d x = V21's ,m i n (see
Fig . 7) a grid is taken which precludes the whole
work space from singula r points of the jacobian.

Algorithm 7.1

- Choose an expected minimal singular value of the
jacobian s, over the grid points.

- Take a grid such th a t the boxes with radius J's,min

ar ound the grid points fill th e whole work space .

- Calculatc th e min imal singular value of the jaco­
bian at every grid point.

- If the minimal singular value is largor than the ex­
pect ed valu e, th ere ar e no singular points in the
work space, the algori thm finishes. If not , start
another iteration choos ing a smaller expected
minimal singular value .

Lemma 7 .1 If the work space of a roboti c manip­
ulotor having a bouruled Lipschit z cons tant does not
have an y singular point th is wilt be det ected by A l­
gorith m 7.1 in a fin it e tiumber of iierations,

Off course th e boundary of the work space (in six di­
mensionsl) should be known which is a stand alone
problem (t reated in Luh et al., 1996). To calculate
an upp er bound for th e ga in of the inverse jacobian
((3stpt) a finer grid should be taken. (T his will in­
crease calculat ion tim e tremendously, e.g . n 6 grid
points cxtra.)
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(50)

(52)

asimona = "'lIdxii ::; 3.511dxll

3.5·0 .02
Fei m on a = (1 _ 0.23) = 0.11

with t he smallest gain th is gives

Now wit h a bo und lIdxII ::; 0.02

h . - 3.5 . 0.02 . 2 . 5.2 = 0.23
s zmonu - 2

•
!~

\ \ 1/ IJ
~-----/~----------/

(

Over rsimona, [a- sim on a] and [b-sim on a] sho uld be
guaranteed whi ch is t he case in t he work space given
the operational stroke (not including actuator cus h­
ioning part). To guarantee conve rge nce in the who Ie
work space also non-sin gul arity, etc. should be guar­
anteed further outside the work space whi ch needs
lots of ca lculation (wit h an extra stroke of 0.15m,
singula rit ies can be obtaine d so rs,min becomes very
small) .
Wi th a bo und on the maximal speed of t he actua­
tor it is possible to calculate a m inimal upda te Ire­
quency wh ich guarantees lidxII < 0.02.

Fig. 7: By griding the six dimensional space it is
possible to exclude the whole work space
from sin gular points

variabie value description

ra 1.60 m upper gimbal radius

rb 1.65 m lower gimbal radius

da 0.20 m upper gimbal spacing

db 0.60 m lower gimbal spacing

lmin 2.08 m minimal actuator length

s 1.25 m actuator stroke

sop 1.15 m ope rational actuator stroke

lmax 1 mis maximum actuator speed

Table 1: The Simon a moti on system param eter s

lilil < 1 mis

f3sim ona 6.timax < lidxII

6. t < 1/100 s

(53)

(54)

(55)

8 Sufficient update frequency of the
Simona simulator

So with an update freq ue ncy I, > 100 Hz conver­
gence of t he NR-itera tion is attained.

The bounds derived are rather conse rvat ive in most
cases. By calcula t ing a converge nce radius for the
NR- iteration in t he pr actical example of the new Si­
mon a research simulator shows t hat it is possib le to
guarantee that this it er ation can be used if a reasen­
ab le frequ en cy is used to update th e platform pose.
Further t he sing ular poin ts ca n really be precl uded
from t he work space in t his case.
Som e pla tform par ameters ca n be found in Tabl e 1.

To satisfy NR-iterat ion convergence the following
constants were obtained,

Lemma 8 .1 Th e Steurart platform with the Simona
motion system param eters has no singular points in
the uiork space and tlie NR-iterat ion with this plat­
form wilt converge to the right platform pose if the
update frequency is larqer than 100 H z .

9 Application within the control of
the motion system

With t he dyn amic model of t he motion system of t he
Stewart platform (Koekebakker, 1996 ) a standard
feedback linearising contro l can be constructed.

Er = I<d(Xr - X) + I<p(x r - X) (57)

T he pla tform force, fp, has to be translated to eq uiv­
a lent actuator forces , fa wit h the jacobi an .

a-simona Wi th the minimal len gth of the actuator
lmin = 2.0Sm , 1's imona = 5.2

b-simona Wi th gr id ing a minimal radius of
Te. m ir: = .09 is found. (Abo ut 200000 grid
poin ts had to he calculated to exclude t he work
space) . The smallest sing ula r value found is
0.75 and with finer griding a f3simona = 2 ca n
be guaranteed.

fp = M(x)(x + Er) + C(x, X) + O(x)

An outer loop typica lly looks as follows:

(56)

(58)

c-simona The first valu e of f (xo ) in an y point ca n
not he larger than Ï( xo) ::; ä (J) lldx ll Together

The platform coordinates are ass ume d to be kn own
and as on ly the ac tuator len gths are measured , a
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Fig. 9: Step in forward (surge) dir ecti on and par­
asit ic pitch motion other states (10 times
amplificated) ca lculated on-line with NR­
iterati on

4.53.52.5
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5 :
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0.0
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Fig . 8: Simona motion system with dummy plat­
form

scheme like the Newton Raphson iteration schem e
(( 1)) has to be used . As the iteration has to ru n as
part of the feedback loop , the iteration has to con­
verge to the (local) solution at leas t to have stability
of the loop. In the previous sections it was proved
that this is the case wit h the Simona flight simula­
to r motion system if the itera t ion is run at at least
100 H z .

As there is limi ted time and calculation speed of the
digital cont roller, a limited number of iterations is
possible. Wi th a limited number of iterations in one
sample of time , the scherne has to show convergence
as the system moves wit h lirnited speed. It erations
have to be limited as much as poss ible as invers ion
of the jacobian takes re latively much computer pro­
cessor time.

This problem was solved as follows. Two errors
forming the total differcnce between the actual and
latest estimate of platform coordinates, now have to
be considered. First the error which remains after a
limited number of iterations in the previous sample
and secondly the error introduced with the motion
system which moved during t he last sample.

W.r. t. contral the er ror on thc estimate preferably
should not be lar ger than the measurement error.
T his erro r is ca .. 1 mmo Wit h the model based con­
troller running on 1 k Hz , the Dsimona (' first itera­
t ion error') becomes quite small as does h. Wi th (C)
from the t heo rem the speed of convergence can be

calculated. Already at two iterations platform co­
ordinates will be calcu lated up to an error smaller
than 0.01 mmo
The schem e was implemented on the Simona motion
system currently running with a dummy platform of
2200 kg (see Fig. 8) . A step respo nse in surge di­
rection (see Fig. 9) shows that the platfor m coordi­
nates which are controlled up on , can be monitored
on-line.

10 Conclusion

To sa t isfy a general convergence theorem on
Newt on-Raphson it eration one of th e requirements
is t he Lipschitz condit ion on the derivativ e functi on
which was shown to be satisfied for St ewar t plat ­
form s. Varia tions of the jacobian can be bound ed
by the variations of the platform coordinates.
Next to t his req uirement the jacobian sho uld not
be singula r in any point of the work space. With
the Lipschitz condition on the jacobian and griding,
volumes can be excluded from singu larities.
Alt hough only sufficient (and thereby conservative)
condit ions could be derived for convergence, it is
possible to obtain a result in the practical example
of a new built simulator which makes model based
feedback possi ble.
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Abstract . A rather speci fic class of non-st a tion ar y disturbances that can occur in me­
chanical servo systems is th at of the non-period ically repeatin g (NP R) disturbances . For
a linear control system to deal specifically with this class of disturban ces, it must exhibit
the sa me non-periodica lly rep eating behavior. A way to provide the cont ro l system with
this behavior is by including a NP R-dist ur ba nce detector and a lookup- tabl e-based feed­
forward mechanism . Assuming the shape of the NP R-dist ur bance to be unknown a pri ori ,
a learning algorit hm for the construction of the lookup table must be included as well ,
Based on the Likelihood Ratio Test , a suitable detector can be derived . Exi sting theory
on It erati ve Learning Control (ILC) can be used to design a suitable algorithm for the
construction of the lookup table. A realist ic simulation exa mple, the shock suppress ion
in a Hard Disk Dri ve, illust rates t.he validity of thc algorit hms.

Keywords. Non-periodica lly repeatin g dist urba nces, feedforward cont rol, det ection , it­
erative learning cont ro l, shock suppress ion, hard disk dri ve.

1 Introduction

In many cont ro l sys te ms, performan ce is dir ectly re­
lated to t he amount of disturban ce compe nsation.
It is therefore not sur prising that many control de­
sign techniques take explicit ly into acco unt the na­
ture of the dist ur ba nces . Examples are LQG con­
trol, where some knowledge on the disturban ces can
be incorporated in the control law , and H00 con­
trol, where knowledge on the disturban ce spectra
can be incor porated in the choice of suitable weight­
ings to be includ ed in t he "standard plan t" . Using
such tec hniques, cont ro llers can be designed to deal
in a non-conser vative way with stationcru distur ­
ba nces, which are in t.heir behavior considcred as
st.ochastic processes. Non- st ationary disturban ces
can in general not be dealt with . A rather spe­
cific class of non-st ation ar y disturban ces is th at of
th e tuni-periodicollç repeatiru; (NPR) disturlum ces.
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Wit.h this class, we mean det erminis t.ic dist.urb an ces
with a fixed shape (or a shape that changes slowly
in t. ime) that occur randoml y in time. Examples of
such disturban ces are vibrat ions and shocks in me­
chanical servo systems, such as Hard Disk Drives
and pho tolithography systems (Yasuda, 1996). Fig­
ure 1 shows a representati ve sequence of 3 realiza­
tions of an arbit ra ry N PR-dist ur ba nce, dN PRo

Often, standa rd feedb ack cont rol will not yield a
sa tisfactory compensation, since the feedback con­
trollers are des igned to perfarm weIl under nominal
cond it ions! in the first place. Adap t.ing the feed­
bac k cant rol law in order t.o improve the supp res­
sion of the ran domly occuri ng disturban ce will in
most cases deteriora t.e the performance of the con­
t. rol syst.em und er nomin al cond it ions, du e to well
known limita tions of linear feedback cont.rol such as

I i.e. ab sence of the randoml y occ ur ing disturban ce



v v

class of NPR-disturbances, derived frorn tbe nature
of the proposed algor ithm, will be pointed out. In
Section 3, the solution to the detection problem will
be presented. In Section 4, we propose a method
for constructing the looku p tablc on- line. Section 5
iIIust ra tes the usefuln ess of the method wit h a sim­
ulation example cons idering shock sup pression in a
Hard Disk Drive. Section 6 ends up with some con­
clus ions.

Fig. 1: Example of a NPR-dist urbance

the Bode Sensiti vity integra!. T he need for a dif­
ferent approach to the pr oblem of rejecti ng NPR­
disturbances was recognized in e.g. (Yasuda, 1996)
and (Simaan , 1990). The XY-table control scheme
presented in (Yasuda, 1996) inhibits an off-line de­
tcrmined pseudo feedforward disturbance compen­
sation which is activated "at a proper time". The
feeclforward vector is calculated off-line using mea­
surcments of the error that is caused by tbe NP R­
disturbance. T be drawback of the algor itbm is tbat
for every new sit uation, a new feedfor ward com­
pensation has to be calculated off-line. Fur ther,
it was not clear from the pap er how to determine
the "proper time" for activating the feedforward. In
the process-control-oriented paper (Simaan, 1990),
the necessity of detecting NPR-disturbanccs was de­
pictecl and a vcry brief clescription of a possible de­
tector was included. Tbe question what corrective
action should be taken at the moment of doteetion
was not addressed by the authors .
In this pa per we present a general cont rol algorithm?
for compensat ion of a particular class of NP R­
disturbances. The algorithm we propose inhibits a
model-based detection and a feedforward compen­
sator tbat is determ ined on-line in an adaptive man­
ner. The basic idea is schematically represented in
the configuration of Figure 2, where the proposed al­
gorithrn is represented as an add-on device. In the
block scheme, P is the plant, C an arbit rary feed­
back controller, r tbe reference signal, y the out­
put, and e the error that resul ts from subtracting
y from e. d Is a stat ionary disturb an ce, that per­
turbs the plan t 's nominal eperation. The main el­
ements in the add-on dev ice are the det ect or and
the mechanisrn for constructing a suitable feedfor­
ward signal, 11/, and storing it in a lookup tabIe.
The design of both elements is addressed in t his pa­
per. The rernainder of tbis paper is organized as
foJlows. First, in Scction 2, some restrict ions on the

2 For the proposed algorithm , a patent request by P HILlPS
ELECTRON ICS N.V . is runni ng . Offic ia l filin g number: 97
049:~9 . First filing date: apri l 22 n d .
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2 Restrietions on the disturbance
class

In tbis section we wil! specify more precisely tbe
class of disturban ces that is und er consideration
in this paper. Let us first introduce a NPR­
dist urbance as follows:

{
dr(t - tj), tj::; t < (tj + T) (1)

dNPR(t) = 0, for al! ether t ,

where d; is a detenninistic disturbance of lengtb T
and tj, j = 1,2 , .. . are tbc time instants at whi~b

th is fixed shape disturbance occurs, randomly dis­
t ributed according to some probability distribution.
For thc proposed compe nsation method to be feasi­
bIe, d; must be detectable. Further, for the feed­
forward compensation to make sense, t he detec­
tio n time should be far ely smaller than T. Besides
these deman ds on the detectability of d., the rate
of change of d; is limited. This can bc seen as fol­
lows. Due to thc stochastic noise disturbance, the
detection time wiJl vary along an average number of
samples. The effect of a dev iation in detection time
is a ti me-shift of the feedforwar d signa!. To evalu­
ate the effect of such a t ime-s hift on the compensa­
tion perform an ce, we allow ourselves here to speak
of t he "freq uency content" of the feedforward sig­
na!. Suppose that this freq uency content is bounded
by a frequency f m ax (H z). Then , a deviation in
the detection time of one sample wiJl introduce a
phase error in the feedforward signalof T; x 211" f max

for thc highest-frequency part of the feedforward,
where T; is the sample time. For ph ase shifts larger
than ~11" rad , the effect of the feedforward compen­
sation may possibl y be an error increase instead of
decrease. This givcs us a rule of thumb for the max­
imum "frequency range" of the feedforward signal,

1
f max «4 T ' (2)

x s X ndev

where ndev is the largest dev iation from the mean
detection time in samples. Summarizing, we limit
the class of disturbances under consideration in this
paper to those NPR-dist urbances that are

• "sufficiently fast" detectable,

• limited in their frequ ency ran ge by f rnrrz : (2)
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Fig. 2: Schernatical representation of the HDD cont rol sys te rn with the detect or jfeedforward algorithm.

3 Detection time int erval [tj, t j + N] are given by:

Introducing Hd as a realization filter for d, (5) can
be rewri t ten as

We denote M the coloring filt er for the colored noise
stochast ic process Yn'

i = [1, N] . The Gaussian colored noise st ochastic
process Yn is defined by

(5)

(3)

(4)

(6)

(7)Yn = Mv .

1
Yn = 1 + P Cd.

y(t j + i ) = Yn(tj + i);

y (t j + i) = Yr(i ) + Yn(tj + i),

where v is a white noise st ochastic process with vari­
ance À. For convenience , we define
M = (1 + pC) -1 H d, so that (6) can be written as

From e.g . (Trees, 1968) it is known that a suit able
decision rul e for determining whether Ho or Hl is
most prob abl e, is th e Likelihood Ratio Test (LRT) .
It is defined as :

Attached to the two hypotheses ar e the two
joint probability densities , Py(tj )IH

I
(y(tj) IH d and

Py(tj )IHo(y (tj )JHo), which define the probabili ty of
respectively Ho and Hl , given the actual observa­
t ion vecto r, y (t j ) = [y(t j+1 ) .. . y (t j+ i ) .. . y(t j+
N) ]'.

The Likelihood R atio Test

T he detect ion problem is to determine as fast as pos­
sible the pr esence of d; from measurements of th e
error with a certain desir ed reliability (quant ified by
the chances on [als e alarms and m isses ). To deal
with this problem in a realistic, though not overly
conservative way, we assume here that the shap e of
the distur ba nce is known . We will show la ter that
the invalidness of this ass umption does not signifi­
cant ly limit the applica bility of the detection algo­
rit hm. Note that, thanks to lineari ty, the problem of
detecting the presence of d; is equivalent to detect­
ing t he presence of Yr in Y, where Yr is the effect of d;
in the output of the system, i.e. Yr = (1+ PC )-l dr.
For convenience, we ass ume here that all distur­
ba nces other than dNP R ar e stochastic and we COIll­

bine them int o one output-equivalent disturban ce,
d, at th e output of thc plant . The detection prob­
lem thus involv cs the det ection of a known waveform
in colored noise, where thc known waveform is Yr,
and the colored noise is the output of the system
du e to the station ary stochas t ic disturbance d. The
solution to such problems ca n be found in literature
on communication systems, e.g. (Trees, 1968) and
(Poor, 1987), where signa l detection and est imation
problems are very common. In contro l literature,
the idea of mod el-based detection of randomly oe­
curing disturban ces was posed qu alit atively in e.g.
(Simaan, 1990). Here, we will derive such a det ec­
tio n algorit hm qu an ti ta t ively.

For the detection pr oblem , we introduce two hy­
potheses: Ho and Hl , relating to respectively ab­
sence and presen ce of dr . Let our detector hav e an
observa t ion window of N samples, then under th e
two hypotheses th e observations of Y in a cer tain

where 1] is a threshold whose value is dep endent on
th e decision criteria that are defined , and A(y(tj)) is
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called the Lik elihood Ratio. In words: IF A(y (t j )) is
greate r than 7], THAN hypothesis Hl is most prob­
ab le, IF A(y (t j )) is less than 7], THAN hyp oth esis
Ho is most prob able. Because t he na turallogarithm
is a monotonic fun ction , and both sides of (8) are
positive, an equivalent test is:

y threshold
comparison

(9)

We see that all the data pr ocessin g is involved in
computing In A(y( t j ) ) and that t he decision making
rnechanism is a simpIe comparison with a thresh old .
The derivation of the LRT is given in the Appendix.
The resul t is:

N > H 1

L M- I (q)y(tj + i)M- I (q)Yr(i) < Ho TH, (10)
i=1

where

1 N
TH ="2 L (M - I (q)Yr(i ))2 + Àln 7] (11)

i=1

is t he t hreshold.
The LRT has the structure of a cor relation receiver
with addit ional whitening filt er (M - I ) , as is de­
picted in Figure 3: the observation samples are fil­
tered t hro ugh M-I

, multiplied by t he samples of
the filter ed V,· and the sum of t hese products added
over t he observat ion in terval [1,NJ is com pared with
a t hres ho ld value to eit he r decid e or deny pr ésen ce
of dr . The correla t ion receiver ca n simply be irnpl e­
men tod as a dis crete t ime filt er.

Robustness against un certainty in Yr

The output of the detection filt er, denoted by the
left-hand sid e of (10), is a Gaussian variabie . It can
easily be shown that in the case the first N samples
of Yr are exac t ly modeled , at time (t j + N ), ex­
pectation and covariance are given by resp ectively
L~I (M - I (q)Yr(i))2 anel À L~1 (M - 1(q)Yr(iW.
Now assume that the actual first N samples of
the disturbance are given by (Yr(i) + 6. y (i)), i =
[1,NJ, wher e 6. y is any structure el or un struc­
t ured un cer t ain ty, and t he detector is design ed un­
der ass um ption that Yr is exact. The expectation
at ti me (tj + N) becom es L :: J l\I - 1(q)Yr(i ))2 +
L~JJ\;I -1 (q)Yr(i))( M - 1(q)6.y(i)) , whil e t he co­
vari an ee remains un alter ed . Sin ce t he output of the
detection filt er at time (tj + N ) is a Gaussian vari­
able, t he chance on detection at this time instant is
solely elep endent on the expectation anel covariance
of the output . The detector is thus robust against
varying shape of d; in the sense that the chance on
detection at time (t j + N) rernains unaltered when
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Îy,(i)

Fig. 3: A corre lation receiver with whiteni ng filter

L~I(M-l(q)Yr(i))(M-I(q)6.y(i)) = O. When this
sum takes valu es larger than zero, the chance on de­
tect ion will bc larger , for values less than zero it will
be smaller .
The real performance of t he detector is of course
specifieel by the prob abili ty elistribution of t he de­
tect ion time, insteael of th e chance on eletection at
one time instant. It is to be expecte el t hat this dis­
t ribution shows a larger dep enden cy on the shape
of d; than t he performan ce measure we useel, the
chance on detection at t ime (tj + N). Howcver , for
simp licity, we restricteel ourselves to t he robustness
analysis presen teel above.

4 Construction of the lookup table

For t he construc t ion of a suitable feedforward signal
we utili zeel well-known exist ing techniques of Iter a­
tiv e Learning Control (ILC) and Repetitive Control .
ILC has its primary application in the const ruc t ion
of optimal feedforward signals for setpoint trajee­
tory tracking (for a lit erature survey on the subject ,
we refer to (Chang, 1997)). Each learning step, th e
feedforward signal is updated using the most recen t
erro r information and stored in a memory. In close
resemblance 1,0 th e principl e of learning control, we
pr op ose the followin g on-line procedure for the con­
struct ion of a suitable lookup table

step 1
eac h cv: t ime t he detector outputs Hl , simultane­
ous ly, t wo operations are ini t ia ted :

• a feedforward signal F(l -I) of length V is read
from the lookup tabIe anel multiplied by a factor
k l befor e it is adeled 1,0 the input of controller
c:

(12)

• a vector of the error signal , e», of length V is
stored in a memory device;



step 2
at the moment E(I) is availab le, a new feedforward
vector , F (l ) , is calculated as follows:

F (l ) = o irv: » + B E (I»), (13)

and saved in the lookup tabIe.

In the above procedure, k l is a learning factor and
Q and B ar e discret e tim e filters which for the pur­
pose of converge nce have to sat isfy some proper ties
which will be discussed hereafter.

Choice of Q, Band k,

Note that th e choice of B is intuitively right : the
error should be processed through the inverse of the
com plementary sens it ivity function, in order to ob­
tain the reference signa l that yields exact compen­
sarion of the disturban ce. T he choice of W c contains
two aspects. First , Wc should be lower or equa l than
the frequ ency above which considerable uncer tainty
in the model shows up . Second , by our intuition ,
Wc should be considerably lower than 27T f m a x (2).
Not e that since the filter op erations ar e perform ed
off-line, Q may be a non- causal filter which enables
us to make its ph ase zero .

R emoving initial e 7'1'01' con ditions

T he choice of the so-called learning filt er Band 1'0 ­

bustness filt er Q follows from convergence consider­
ations. For the general updat e law in learning con­
trol (13), literature (e.g . (de Roover , 1996)) pro­
vides us th e following converge nce result (slightly
adapted to our case):

Theorem 4.1 Suppose F , E E L 2 (0,00), atul F (l )
is synchronized wi th d; [or all l E r'J+ , then the
learn ing item tion (13) converges to a fixed poin t
F* = lim F (l ) if

1-+ 00

IIQ(1- BR)lloo < 1, (14)

Probably, when step 1 of the learning algorithm is
initiated , th e err or will have a nonzero valu e. As a
consequence, th e first sample of E (/) will be nonzero
for most l. If this is the case , t he first sa mple of F (l )
wil! increase unceasin gly with increasing l . Note
that this is in fact the resul t of our unreasonabl e
demand on the error to dim inish st ep-like from a
certain non-zero valu e to zero . To avoid t he cont in­
uous increase of the first sa mple of F (l ) , we pr opose
the following adaptation to the standard procedure
described above (13) : use as an input to the learning
algorit hm not the vector e» , bu t the vector Eil

) ,

whose sa mples are ca lculated as:

5 Shock suppression in a Hard Disk
Drive

(15)

E~l ) is thus th e erro r signal that we find if we require
th e output to converge gradually to th e setpoint in
W sa mples inst ead of inst antan eously.

uihere R = (1 + P C )-l P C .

For t he proof of this theorem , we refer to the relativ e
pap er. The following theorem, which is also taken
from (de Roover , 1996) teaches us abou t the qu ality
of th e convergence .

Theorem 4.2 Suppos e d; i= a, aiul F (l ) is ssjn chro­
nized with d; [or alll E IN+ , then tlie learning it em­
tion (13) converges to a fixed point E * = lim E(l ) =

1--+00

0, if and only if (14) is true aiul Q = 1.

E~/) (i) =

{
E(l)(i) - E(l)( I)( W + I - i )/W,
E(l )(i),

i = 1,2 , ... , H'
i= IV+ I , .. . ,V.

Unfortunately, due to the deviat ion in detection
time, F (l ) can not be synchronizeel with d; for all
l E IN+ . Accorelingly, Theorems 4.1 and 4.2 do
not apply to our learning disturban ce compensator.
However we can still use them as rul es of thumb for
determir:ing suitable filters Q and B . Hence, th e
following design pr ocedure, taken from t he litera­
t ure on learning control (de Roover , 1996), seems to
ma ke perfectly sense:

1. choose B (eiw ) ~ R -J (iw), w E [O ,wc], i.e.
choose B to be the best possibl e (approximate)
inverse of R , up to som e frequ ency wc;

2. choose Q(eiw ) to be a lew-pass filter IIQ (eiWII =
1, "dw E [0, wc], and IIQ(eiwll = 0, "dw > wc'
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In this section , we app ly the algorit hms described
in the previous section to the pr oblem of shock sup­
pression in a Bard Disk Drive (BDD) . T he objec­
t ive of BOD tracking cont ro l is to main tain the
read/write head as close as possible to the center
of the track despi te of disturban ces ac t ing on the
plant . The most significan t disturban ces ar e ou t­
put disturbances. such as eccent ricity of the disks ,
and shocks. The BDD cont rol problem is a trad e­
off between sho ck suppress ion performance anel per­
form an ce und er nomin al condit ions . Limi ta tions of
linear control , such as the one defined by the well­
known Bode Sensitivity Integral Theorem preclude
from improving th e shock suppress ion withou t de­
teriorating performan ce under nominal condit ions .
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Fig. 4: Measured t racking er ro r during the presence
of a shock.

To avoid this trad e-off, we propose the followin g ap­
pr oach 1.0 the design of the HDD contro ller: design a
linear controller tha t yields goo d performan ce under
nominal condit ions, and include a learning feedfor ­
ward algorit hm (as described in the previous sec­
t ions) 1.0 suppress the shocks. To moti vate the fea­
sibility of such an approach we mu st , according to
Secti on 2, prove that (1) a seq uence of shocks can
be cons ide red as an NPR-disturbance, (2) shocks are
sufficiently fast detectable and (3) shocks are limited
in their frequency range. The first property follows
from the fact that in eac h HDD 's application , sub­
seq uent shoc ks will be of approximately the sa me
shape, since this shapc will be mainly dependent on
the mechanical environment in which the HDD is
ernbedde d'' , Detect ability of thc shocks can be de­
noted from Figure 4, where the meas ur ed t racking
error (in track width [t.w.]) during the pr esen ce of a
shoc k is plot t ed . T his measured was obtained from
shoc k tabl e expe rime nts with a real HDD setup. Fi ­
nally, the Figure 4 shows that the contribution of
the shock 1.0 th e error is mainly loca ted in t he low­
frequency ran ge (Iower than abo ut 200 Hz ), so that
also the t hird requi rem en t is sa t isfied .
T he design of the shoc k suppression algorit hm can
be split in the design of the detector and the design
of t he learning feedfo rward algorit hm. Prerequ ire­
ments are the availability of a model of the plant ,
a model of the disturbances. and a linea r controller
C.

Design of the shock detector

Main effort in the design of the shoc k detector is in
the de te rm ination of the colorinq filter M. To solve
this problem, we let M have an AR. (Auto Regres­
sive) structure. T hen , the coefficients of the filter
can be obtaine d by solving the leas t square pr obl em
for linear regr ession mod eis , taking measurem ents
of the error as iden tifi ca tion da ta set (Ljung, 1987).

30f course, shocks wi ll have di fferent amplitudes, which
requires th e addit ion of a shock size est imator to t he a lgo­
r it hm pr esent ed in thi s paper .
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Alternatively, the coefficients can be calculated di­
rectly from the Toepliz matrix containing the covari­
ance coefficients of the error stochastic process . The
latter can be obtained by inverse Fourier transform
of the measured error spectrum, wh ich is available
from a experiments with the HDD setup . The choice
of the order of the filter is a trade-off between accu­
racy and compactness. We choose the order of the
filter 1.0 be 50.
T he rem aining design freedom is in the cho ice of Yr,
N and T H (or 1]). Reeall that Yr is t he contribution
of the shoc k 1.0 the error. Since the cont ribution of
th e shock 1.0 the error is loca ted in the low-fr equ ency
ran ge, t he eas iest way 1.0 determine Yr is by lew-p ass
filt ering the measurem ent of the erro r. N should
equal th e average detecti on t ime (in samples). From
simula t ions wit h the detector with differen t values
for N and differen t shoc k sizes, we found an opti­
mal value of 6. We choose T H equal 1.0 4 times the
standard devia t ion of t he output of the correlation
receiver (left-hand-side of (10)) under nominal con­
ditions, in order 1.0 minimize sufficiently the chance
on falsc alarms.

Design of the ieaming feedforward aigorithm

We deter mine B as the best approximate of R- 1

using the MAT LAB function zpetc.m, which is an
a lgorithm bascd on (Tomizuka, 1996) . The filter
we obtain t his way is an acc urate app roximation
of R- 1 up to 800 Hz. To determine t he necessary
cut-off frequen cy of the Q filter , we apply the ru le
of thumb (2). Given T; = 0.12 m s and ndev = 4
(from simulations with the det ector), we find that
f m ax « 500Hz , so the cut-off frequen cy of Q must
be far ely sm aller t han 500 H z . For both suffi­
cient robustness and satisfactory cornpe nsation of
the shoc ks in thc most relevan t frequen cy range,
we choose t he cut-off frequ cncy of Q equal 1.0 200
H z. For a sufficient amount of averaging, we choose
kt = 0.2 .

Simuiation resulis

In order to detennine the effectivity of the shock de­
tector, we compare t he perform ance of the detector
wit h that of a sim ple a lternative detection method:
a thresho ld on the absolute error . We choose the
value of this t hresho ld in such a way th at t he relia­
bili ty of the detector is t he same as for our correla­
t ion rece iver (i.e. 4 ti mes the standard devi a ton of
the erro r) . Figure 5 shows 40 sam ples of the outputs
of both detection a lgorit hms and the threshold s for
detection. It can be seen that th e corre lation re­
ceiver (lower part of th e figure) yield s a faster de­
teetien th an th e simple thresh old detector (uppe r
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par t of the figur e). The figure is representative for
the bet ter performance of the correlation receiver :
over hundreds of simulations with different shock
sizes, the detection speed of the correla tion receiver
ap peared to be almost one tim e sa mple faster t ha n
that of the simple threshold detector.
To investigate the effect ivity of th e learning feedfor-

5 10 15 20 25 30
corrc lat ion receiver

35 40

Simulated err ors of the HDD control syste m
for respectively the 1st, sth anel lQnd shock
aft el' activating the addit ional shock sup­
pr ession algor ithm (eletector + lea rn ing feeeI­
forward ).

Fig. 6:
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Fig. 5: 40 Samples of the outputs of th e simple
thres hold de tec to r (upper) and the correla­
tion receiver (Iower) during the presence of
a shock.

ward, we simulate d th e learning algorit hm in combi­
nation with th e det ector for a sequence of 20 shocks,
randomly occur ing in t ime . The simulatecl errors
due to respectively shocks 1, 5 anel 10 ar e plot­
t eel in Figure 6. As can be seen, the effect of th e
shocks diminishes thanks to our learn ing suppres­
sion algorithm. The first error peak is dccreascd
with approximate ly 60 %. For the lOth shock, only a
small err or peak occurs, righ t afte r th e shock arrival.
This can be explained from the fact th at the feed­
for ward is activate d only at the moment the shock
is detected , which is about 6 samples la ter tha n
t.he actua l shock arri val time . Cont inua tio n of th e
simulat ion with additional shocks showed that the
achieved suppress ion remained constant for I > 10.
T he feedforwa rd vector that was used for suppres­
sion of the 1Ot/· shock (and hence constructcd in 9
iterations of the update law), is plot ted in Figure 7.

6 Conc1usions

We introduced th e notion of " non-perioelically re­
peatin g (NPR) disturbances" to elescribe th ose non­
stat ionary disturbances that exhibit th e same be­
havior in some randomly distributeel tim e int ervals

0.2,-- --,---- - - ..-----..-------,
:i

t o~
'- - 0 2~----'-----'------'-----.J

. 0 100 200 300 400
time [samples]

Fig. 7: Simulated feedforward signal after 10 itera­
tions of th e HDD learn ing feeelforwarel shock
suppression algorithm.

anel are zero elsewhere. Such disturbances may ef­
fect the performan ce of mechanical servo syste ms
unacceptably. Assuming th em to be unmeasurabl e,
intuitively, they can be compe nsate d using a lookup­
table-base d feedforw arcl which is activated when the
pr ésence of th e dist ur bance is det ected from the out­
pu t. The restrictions of such an algori thrn limi t t he
class of disturban ces under considerat ion in this pa­
per to those NP R-dist ur bances that are sufficient ly
fast detectable and limi ted in their frequ ency ran ge
e1ue to the deviati on in detection time. A suitable
detector can be derived by introducing hyp oth eses
for respectively presence and abse nce of th e NPR­
disturbance and ca lculating the Likelihood Ratio
Test for th e detecti on problem . In impl ernentation,
th is detector is simply a discret e time filter whose
output is cornpared with a threshold to decide ei­
th er presence or ab sence. Since we assum ed th e
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shape of the NP R-distur bance 1,0 be unknown (and
possibly slowly chang ing in time) an algorit hm for
constructing and updating a suitable lookup tabJe
was included . By applying existing theo ry on Iter a­
t ive Learning Control (ILC), such an algorithm was
derived. Converganee resul ts for IL C do not Iully
apply, but can be used as a rule of thurnb for detcr­
mining suitable learn ing- and m bustness-fi lters. We
showed wit h a simulation examp le that the combi ­
na tion of the detector and the learning algorithm
can be used 1,0 improve the shoc k suppression in a
Hard Disk Dri ve system with approx imately 60 %.

Appendix

Derivation of the Likelihood Ratio Test
From (Ljung, 1987) we kn ow that the expectat ion of
y,,(t j + i) is t he one step ahead pr edi ction: Yn(tj +
*j + i - I). If M (q) is menie" , under hyp othesis
Ho, t his one step ahead predi cti on is given by:

y,,(tj + *j + i- I) = [1- M- I (q)]y( tj + i). (A.1)

Accordingly, t he probability density of y(tj + i) un­
der hyp othesis Ho is

py{t j+i)llIO(y(tj + i)I Ho) =

1 ( (y(t j + i) - [1 - lvI-I (q)]y( tj + i)) 2)- -exp - .
J2rr À 2À

(A.2)
Under hyp othesis Hl t he one step ahead pr edi ction
of y,,(t j + i) is given by:

y,,(t j + iltj +i - 1) = [1- M -l(q)](y(t j +i) -Yr(i) ),
(A .3)

and th e probability density of y(t j + i) under hy­
pothesis Hl is consequent ly

py{tj+i)11I 1 (y( tj + i )IHI ) = k x

(
(y(tj + i) - [1 - M-I( q)](y( tj + i) - Yr(i )) - Yr(i))2 )

exp - 2À

(A.4)

Accordingly, t he joint pr ob ability densi ties of y (tj)
un der respectively Ho and H l are given by:

pY{/j )lHo(y (t j )IHo) = f1 ~1 k x

(
(y(tj + i) - [1 - M-1( q)]y(tj + i))2 )

exp - 2À j (A .5)

Py(tj )IH1(y (t j )IHl ) = f1~ 1 k x

(
(y(tj + i) -[1- !vJ-1( q)](y( tj + i) - y,.(i )) - Yr(i ))2)

ex p - 2À .

(A.6)

4i.e . The zero t h coefficient of it s impulse response is uni ty,
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Substi tuting (A.5) and (A.6) in (9), ca nce ling com­
mon te rms and taking the logarithm we obtain:

N N

}.. '" Ar1 (q)y(t j+i)Ar1(q)Yr (i)-..!- "' (M - 1(q)Yr (i ))2,
À LJ 2À LJ

i=l 1= 1
(A. 7)

which leads in a straightforward way to (10) .
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Abstract . In this paper we provide a general result that allows to equivalently trans­
late robust performance analysis specifications characterized through a single quadratic
Lyapunov function into the corresponding analysis test with multipliers. Just as an
illustration we apply the technique to robust quadratic and robust generalized H 2 per­
formance, and we comment on the wide range of its applicability. Finally, we reveal how
this technique allows to approach LPV problems in which the control input and measure­
ment output mat rix ar e parameter dep end ent. The latter is made possible by letting the
paramet er enter th e LPV controller via a kemel representation th at generalizes the more
convent ion al LFT st ruc t ure .

Keywords . S-procedure, structured parametrie uncertainty, linear parametrically var y­
ing sys te ms.

1 A fuU block S-procedure

Suppose S is a subspace of IR" , T E IR1x
" is a full

row rank matrix. and ~ C IRk x l is a compact set
of matrices of full row rank. Define the family of
subspaces

Sb. := S n ker(~T) = {x ES : Tx E ker(~)}

indexed by ~ E ~.

In th e te rminology of the behavioral approach , S
is the system, T picks the inter connection variables
that are constrain ed by the uncertainties, the ele­
ments of ~ E ~ define kemel representations of the
possible unc ertainties, and Sb. is th e perturbed sys­
tem .
Suppose N E IR" x" is a fixed symmetrie matrix.
The goal is to render th e implicit negativity condi­
tion

tThis paper is pr esentod at th e 36th IEEE Conference on
Decision and Cont rol, 10-12 December 1997, San Diego , CA ,
USA. Copyright of th is pa pe r rernains with IEEE.

§T he author would like to th ank Ted Iwasaki (Tokyo In­
st it ute of Technology) for helpful dis cussions.
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explicit . We want to relate th is property, under cer­
tain technical hypotheses , to the existence of a mul­
tiplier P that satisfies

N +TTPT < 0 on S and P > 0 on ker(~)

for all uncertainties ~ E ~.

The required technical condition will be related to a
certain well-posedness property ; here it amounts to
the complementarity of the subspace Sb. to a fixed
subspace Sa c S that is sufficiently large. Mor eover ,
the quadratic form N is supposed to be nonnega­
tiv e on this subspace; in the applications we have in
mind , this is a property on the performance index
under consideration th at is , interestingly enough, in­
dispensabie in reducing the underlying cont roller de­
sign problem to an LMI problem . To be precise, we
require

dim(So) ~ k and N ~ 0 on Sa .

Theorem 1.1 The condition

V~ E ~: Sb. n Sa = {Ol, N < 0 on Sb.

holds iff there exists a matrix P that satisfies

V~ E ~ : { N + TT PT < 0 on S
P > 0 on ker(~)



(Note that throughout this paper we will employ the
abbreviation *P M for M T P M.)
We wil! use Theorem 1.1 to equivalently reformulate
this characterization as

holds for any trajectory of any of the LPV systems
with x(O) = O. Let us include the fol!owing technical
hypotheses:

o., has k columns, DIl PpD2 1 2': O.

The first property is obviously necessary for well­
posedness; the second property holds for the stan­
dard H oo or positive real index and rnany others.
It is well-known and elementary to show that robust
exponential stability and robust quadratic perfor­
mance is guaranteed by the existence of some X > 0
such that

(6)

(
A (.6. ) B~.6.») < O.
C(.6.) D(.6.)

\:1.6. E A: * (~ ~ ~ )
° °Pp

(1)

.6. : [0, (0) -t A

with a given set of values

2 Application to robust performance
problems

Consider the first order image representation

of a system (with A Hurwitz) in L 2 . We can assume
w.I.o.g. that the third block column of the matrix
has full column rank.
Here, Wl and W2 are latent variables; zp are the vari­
ables on which we impose the performance specifi­
cation, and Zu are the interconnection variables to
let the parameters enter the system.
We consider the linear parameter-varying (LPV)
systems obtained as follows: they are parametrized
by all continuous curves

AC jRkxl

that captures both the size and the structure of the
parameters . We assume that A is compact and con­
sists of full row rank matrices only. These parameter
curves enter (1) via a kemel representation as

We will clarify below that this generalizes the more
standard LFT structure.
As a first property, we intend to characterize that
the representation of LPV systems is well-posed:

(7)

(8)

< 0,

\:1.6. E A: P > °on ker(.6.).

where P is a multiplier that satisfies

Proof. We just apply Theorem 1.1 to

Theorem 2.1 Well-posedness (3) and (6) hold iff
tliere exists a P with (7) and (8) .

(2).6.(t)zu(t) = O.

(

OX OO)
X °°°N= 0000 ,T=(OO/O),

o 0 0 r;

•
Before commenting on this result, let us look at the
robust generalized H 2 problern that offers an inter­
esting additional insight into the solution of robust
mixed problems.
Suppose T2 and T00 are two matrices of full row
rank whose nurnber of columns equals the size of zp.
Then we intend to characterize that

(9)
(5)

(±) (A(.6.(t» B(.6.(t») ( x ) (4)
zp - C(.6.(t» D(.6.(t» W2

.6.Dll is nonsingular for every .6. E A. (3)

In the case of well-posedness (3), wc observe that the
LPV system admits the alternative representation

(
A(.6. ) B(.6.») (A B2 )
C(.6.) D(.6.) = C2 D22 +

+ (%:J (.6.Dll)-I.6. (Cl D I2) .

where

Given the performance index Pp , the second goal
is to guarantee uniform (in the uncertainty) robust
exponential stability, and robust quadratic perfor­
mance:
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holds for the whole family of systems (4) with x(O) =
O. If we have T2 zp = W 2 , this property amounts to
t he gain of the mapping L2 :3 W2 -7 T2zp E Loo de­
fined by (4) with x (O) = 0 being robustly not larger
than one. This gain has been call ed generalized H 2 ­

norm (Rotea, 1993 ).
Let us assume that

what is ind eed required to ensure IIToozplloo < 00

for all W2 E L 2 in (4) . Then the following resul t is
very easy to prove: If there exists an X > 0 such
that, for all ~ E a ,

for performance and parameter can be taken
block-diagonal,

• If t he parameter has a blo ck-diagonal struc­
t ure , the channe l-wise applicat ion of the stan­
dard S-procedure leads from (6) to (7) with a
block-diagonal sealing P. It is kn ow that t his
st ep introduces conservatism . Using mul tipli­
ers which are full and whose structure is not
explicit ly sp ecified at the outset leads to a re­
formulation without conservatism. Therefore,
we call the technique presented here a [ull-block
Srprocedure.

as well as

Remarks.

Theorem 2.2 Suppose T2D2 1 = O. Th eu uiell­
pos edn ess (3) and (10) , (11) hold iffthere exist mul­
tipliers PI and P2 that botli satisfy (8) and

• There are numerous further applications of the
full blo ck S-procedure that are cur re ntly un­
der investigation. As most prominen t ones, we
men tion that on e ca n straightforwardly exte nd
general robust mixed problem s as proposed in
(El Ghaoui and Folcher , 1996; Masubuchi et al. ,
1996 ) to full blo ck scalings what reduces conse r­
vatism; see also (Tokunaga et al. , 1996 ). Mor e­
over , the techniques apply to analysis problems
with parameter dependent Lyapunov functions
along the lines of (Feron et al. , 1995) .

• An important aspect is the ease to proceed from
(6) to (7) in a formal marmer, just by refer­
ring to Theorem 1.1. Moreover , the derivation
is not only straightforward , but leads to sim­
ple formulas that favorably compare with the ir
sometimes pretty intricate counterpart s in th e
literature.

3 Application to LPV contro1

For the discussion of LPV control we concentrate
on the quadratic performance specification with in­
dex Pp that is, in addition , non-singular. In con­
trast to robust cont rol, in LPV control it is as­
sumed that the parameter cur ve is on-line measur­
able. These design problems can be approached ei­
ther by directly using the ana lysis test (6) (Apkarian
et al. , 1995; Becker et al. , 1993 ; Kös e et al. , 1996 )
or by proceeding with the multiplier version (7)
(Packard, 1994 ; Apkarian and Gahinet , 1995 ; Becker
and Packard , 1994 ; Helmersson, 1995 ; Scorlet ti and
El Ghaoui , 1995 ; Scherer, 1996) .
The former suffers from the disadvantage that t he
matrices defining the control input and the mea­
sured output are not a llowed to dep end on t he pa­
rameter . In the latter , usually a restrict ed class of
structured scalings is employed . One of the main
motivations for the full blo ck S-procedure is to over­
come these restrictions in LPV cont rol.
Since we need dualization , the parameter dep endent
system is assumed to admit a slightly more sp ecial

(10)

(11)

• The equivalen ces of t hese robust performance
cha rac terizations seem not to have appeared
in the lit er ature. They exte nd (Megret ski and
Rantzer , 1997 ; lwasaki et al. , 1995) to robust
performance problems for general LFT uncer­
tainty descriptions. Comparable robust perfor­
mance sp ecifications with multipliers that are
only indirectly described have been provided in
(Tokunaga et al. , 1996; Scherer , 1996).

• It is an important structural insight that, in

Theorem 2.1, the combined multiplier (P 0 )o r,

* (~~ ~ ) (A(~) B~~)) < 0,
o 0 -T!T2 C(~) D(~)

(c(~)) T (-: T~OToo) (c(~)) < 0

t hen (4) is robustly exponent ially stabie and (9)
holds for any system traj ectory.
We end up with two inequalities in the param eter
~ . Therefor e , we have to apply Theorem 1.1 to each
of t hese inequali ti es individually, what leads to two
ind ependent multipliers to equivalent ly reformulate
this test.
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and a specific parameter curve 6. (.) enters as

As usual, 'u denotes the control input variabie and
y the measured output variabie.
We assume that the controller is described as

Due to the particular structure, the resulting two
inequalities simplify considerably; one ends up with
the LMIs

formulation with the dual performance index Pp and
the dual multipliers P that fulfill

(;~~ ;~~) < 0 on im (~T 6.e(~)T)'
The duality coupling for the performance index and
the multipliers is Pp = Pp-l and P = p- l respec­
tively.
The synthesis inequalities for the LPV problem at
hand are obtained along standard lines (Packard,
1994; Apkarian and Gahinet, 1995; Becker and
Packard, 1994; Helmersson, 1995; EI Ghaoui and
Folcher, 1996; Scherer, 1996): Start with the pri­
mal and dual analysis inequalities for the controller
system which involve the Lyapunov matrices X and
X-I. Then eliminate the controller parameters for
which one requires to compute basis matrices <I> and
lIJ of

(14)

(13)

(12)

6.(t) (Wu(t)) = O.
z,,(t)

description as

:i; A BI B z B
W u 0 I 0 0

(;)Zu Cl o., D l 2 El

wp 0 0 I 0
zp c. D Z I D zz e.
y C r, Fz 0

with parameters entering as

(15)

for a to be constructed scheduling function 6. e :
A --t JRkc xl c •

The description of the controlled system is obtained
by interconnecting the LTI systems (12), (14) to get

*

OX o 0 0 0 I

X 0 o 0 0 0
o 0 Q S 0 0
o 0 ST R 0 0
o 0 o 0 Qp s,
o 0 0 0 SJ Rp

1 0 0
A BI B z
o I 0

Cl D ll D 1Z

o 0 I
c, D ZI D 22

lIJ < 0 (18)

in the symmetrie matrices X, Y coupled as

:i; A BI Bz B3

W" 0 I 0 0

(iJ
Zu Cl Dil D lz D l 3

Wc = 0 0 I 0 (16)
Ze Cz DZI »« DZ3

W p 0 0 0 I

Zp C3 D 3 1 D 32 D 33

OYOOO 0
YOOOO 0

o 0 Q S 0 0
* OOST R 0 0

o 0 0 0 Qp s,
-T ­o 0 0 0 s; n;

<1» 0 (19)

'<16. E A: {~ll > 0 on ker(6.) (21)
Pi, < 0 on im(6.T) .

We observe that other parts of the multipliers sim­
ply drop out and do not occur in this result. In this
way one proves the necessity part of the following
theorem.

(20)

which satisfy

(~~»O
and in

for all 6. E A . Note that one can dualize this test
(Iwasaki et al., 1995; Scherer, 1996) to arrive at a

and letting the parameters enter via (13), (15).
The LPV problem now reads as follows: Find an
LTI controller (14) and a scheduling function 6.e
such that the controlled system (16), (13), (15) is
robustly exponentially stabie and robustly satisfies
the performance specification (5).
Robust stability and robust performance is charac­
terized through Theorem 2.1 by employing multipli­
ers P that satisfy
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Theorem 3.1 Th ere exists an LPV controller
(14), (15) [or (12), (13) such that the controlled sys­
tem satisfies the condition for robusi performance in
Th eerem 2.1 if and only if there exist X , Y, Pil, Ï\ I

that fulfill (18)-(20) and (21).

resorting to the standard LFT description of uncer­
tain systems; in that cas e the parameters enter as

(22)

where

As an important novel aspect, we make no assump­
tion on the multipliers. Indeed , this causes the main
difficulties in proving the reverse direction by con­
structing a suitable LPV controller.
Let us briefly describe how to construct such a con­
troller. For that purpose suppose that X, Y, Pll ,

Pil satisfy the synthesis conditions.
The most difficult step in the construction is covered
by the following theorem.

6_(6111
• 0)

o 6mIm

with the dim (Ij ) times repeated scalar parameters
6j varying in [-1,1]. Note that (22) can be written
as

(I -6(t)) (wu(t)) = 0
zu(t)

Theorem 3.2 Suppose the matrices Pll I Pll [ul­
fill (21). Then there exists a continuous function
~e(L~) and an extension P12, P211 P22 such that

P (
P i l P12) ti fi p - I (PIl *)= sa zs es =
P21 P22 * *

such that it nicely fits in our more general scenario.
If we reeall that

ker (I -6) = im (~) ,

the constraints (21) on the scalings hence read as

according to 6, 6T
, we can work with the relaxed

negativity jpositivity constraint

(~) T ($ ~) (~) > 0 (23)

imposed on the diagonal blocks only. This implies
that the left-hand sides of (23) , (24) are partially
concave, convex functions of tS respectively. Hence

(24)

(25)

(
I )T (Q S) ( I )

-6T ST R -tST < 0

and

Q=

for all tSj E [-1,1]. (Note that tS happens to be syrn­
metric; sin ce the generalization to a possibly non­
symmetrie structure 6 is straightforward, we neglect
this extra property.)
Let us now denote the extreme points of the set
of all 6 by s If we impose the strong constraint
Q < 0 and R > 0 on parts of the multipliers, we in­
fer that (23), (24) hold for all tS iff they holcl for all
extreme points 6j . This is the situation considered
in our previous work (Scherer, 1996). However , it is
simple to relax the strong negativity jpositivity con­
dition by referring to a partial convexity argument.
Indeed, if partitioning

- - I
Pil = Pil .

and such that (17) holds for all ~ E .6..

This results allows to find extended scalings and
a suitable scheduling function . If we observe that
(18)- (20) are nothing but th e synthesis inequalities
for the quadratic performance problem with index

(PO) the construction of the LTI part of theo Pp ,

controller can be obtained by a standard nominal
design procedure.
Remark. Note that the synthesis inequalities for
designing a robust controller (wc, Ze are absent) are
given by (18)-(20), (21) including the duality cou­
pling

This relation renders these conditions, as well­
known , non-convex in the variables Pil and Pil.
Under specific structural hypotheses on the multi­
pliers (as discussed below), th is procedure has been
followed in (Scherer, 1996) and is worked out in full
detail in (Scherer , 199ï) . A full discussion of the
novel procedure including all the proofs will be avail­
abl e in a forthcoming paper.

. Note that th e multipliers in (21) are described by
infinitely many linear matrix inequalities. They can
be reduced to finitely many inequalities by gridding
the parameter space zà. Instead, however, we pro­
pose to constrain the scalings, possibly involving
conservatism, such th at one can exploit convexity
in order to reduce the test to finitely many LMIs
that are amenable to standard software.
Let us illustrate this technique and the benefit of
the presented approach over existing ones by briefly
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one can again conclude that (23) , (24) are satisfied
for all b iff they ar e ar e fulfilled for the ext reme
points bi .
The set of synthesis inequ alities then consists of
(18)-(20) , (23)- (24) for t he ext reme points, and (25),
such that the feas ibility test amounts to a standard
LMI problem.
In the talk we will provid e an exa mple which re­
veals that this relaxation can considerably reduce
th e conservatism.

4 Conclusion

We have given a general full block S-pracedure in or­
der to rewrite robust performance tests formulated
in terms of a constant Lyapunov matrix into the
corresponding multiplier test without conservatism.
As an application, we have given a full solution to
the corr esponding LPV synthesis problem where the
multipliers are in no way restricted . This has been
made possible by proposing a novel scheme to sched­
ule the LPV contro ller; the parameters ar e viewed
to define a kemel representation of a static syste m
that is interconnected with the LTI par t of th e con­
t roller.
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A n internal-model-based framework for the analysis
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Abstract. Repetitive and iterative learning control are two modern control strategies,
used in tracking systems in which the signals are periadie in nature. Bath schemes are in
some sense based on the internal model principle applied to periodic signaIs. Because of
the great number of successful applications, both schemes have been investigated in their
own right, largely independent of the results available for the internal model principle.
This has clouded some basic properties of these schemes, with consequences for their
analysis and design. This paper returns to the origin of repetitive and learning control by
analyzing and designing both controllers within a general internal model based framework.
A link is made with several existing approaches, for which the design is shown to depend
on modifications of the internal model.

Keywords . Iterative learning control, repetitive control, internal model principle, duality,
synthesis.

1 Introduction

In practice, many tracking systems have to deal
with periodic reference andj'or disturbance signaIs,
for example computer disk drives, rotating machine
tools, or robots that have to perform their tasks re­
peatedly. It is weil known that any periodic signal
can be generated by an autonornous system consist­
ing of a time-delay element inside a positive feed­
back loop. Therefore, in view of the internal model
principle, (Francis and Wonham, 1975), it might be
expected that accommodation of these periodic sig­
nals can be achieved by duplicating this model in­
side a feedback loop. In the literature, two types of
compensators can be found which accomplish this:
the repetitive controller, see for example Inoue et al.
(1981), Rara et al. (1988), Tomizuka et al. (1989)
and Sadegh (1991), and the iterative leaming con-

tThis paper was presented at thc 36th IEEE Conference
on Decision and Control, 10-12 December 1997, San Diego,
CA, USA. Copyright of t.his paper remains with IEEE.

§The work of Dick de Roover is financially supported by
Philips Research Laboratories, Eindhoven, The Netherlands .
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troller, see for example Arimoto et al. (1984), Moore
et al. (1992) and Horowitz (1993) .

Although it has been recognized that both schemes
differ in the way periodic compensation is per­
formed, (Rara et al., 1988; Horowitz, 1993) , still the
impression exists that both schemes are equivalent.
However, in a recent paper, it was shown that the
schemes are not equivalent, but are related by dual­
ity, which is a consequence of the difference in loca­
tion of the internal model inside the compensator,
(de Roover and Bosgra, 1997). It was shown that
a repetitive controller has the structure of aservo
compensator-with the internal modellocated at the
system output-while a learning controller has the
structure of a disturbance observer, with the inter­
nal modellocated at the system input. In this paper
we use the general framework given in de Roover
and Bosgra (1997) to set up a general framework
for the synthesis of (MIMO) repetitive and learning
controllers. It is shown that a number of existing
repetitive and learning control schemes can be put
into th is framework, according to specific modifica-



tions in the internal model. Throughout this paper,
IR denotes the field of real numbers . Let n" denote
the dim ension of the vector u , then IR" denot es the
set of all n,, -vect or s with elements in IR. Likewise,
IR" xy denot es the set of all n " x n y matrices with
elements in IR, and I" denot es the n" x n" iden­
t ity matrix. Fur thermore, z denotes the discret e­
time delay op erat or , and IR(z) denotes the set of
all rational functi ons with real coefficients in z . Let
M E IR" xm t hen p(M) denot es the rank of M , and
p(M ):S min{n,m}.

2 The robust periodic control prob­
lem

Any periodic signal can be generated by an au­
tonomous system consisting of a time-delay element
inside a positive feedback loop, corresponding to the
periodicity and with appropriate initial conditions,
see Figure 1. For example, a discret e time periodic

'------- z - N I+---

Fig . 1: Periodic signa l w generated by an au­
tonomous system with appropriate initial
condit ions Xw O and N denoting the number
of delays.

w"

r e u p ++ u y

+ C(z) P (z )

Fig. 2: General periodic cont rol problem ; u p and
w" denote a periodic control signal and pe­
riodie input disturbance, resp ectively.

nal which is periodic with a period of N samples:
r(tj) = r(tj+Nt:>.T), j = O,6.T,26.T, ... , with 6.T
denoting the sampling time. Let e = r - y be th e
tracking error. Then we define the robust periodic
control problem as:

Definition 2.1 Th e robust periodic con trol ptob­
lem is to find a feedback compensator C (z ) [or th e
system P(z) such that:

1. Th e resulting compen sated system is expo tien­
tially stable.

2. The tracking error e tends to zero asymptoti­
cally, [or all periodic rejerences rand periodic
disturbances w" satisf ying (1Y .

3. Properties 1. and 2. are robust, i.e. they also
hold in case thc dynamics of Pare perturbed.

Repetitive and learning control ar e two strategies
which attempt to solve this problem.

signalof length N can be generated by:

with

xw(tHt}
w(tj)

A wx w(tj),

Cwxw(tj) , (1)

3 Synthesis in an internal-model­
based framework

In this section, we give necessary and sufficient con­
ditions , for both a repetitive and learning type of
controller to solve the problem, which ar e a dir ect
consequence of the general framework given in de
Roover and Bosgra (1997).

3.1 Repetitive control

A prototype repetitivc controller which might solve
the periodic control problem is given by:

I Note that there is no fundamental difference between an
error resulting from a disturbance at the output or from a
reference input r; we will only consider r .

with R(z) E IR(z)U XYdenoting a stabilizing repeti­
tive control gain , and cPw(z) = 1 - z- N is the mini­
mal polynomial ofthe autonomous system (1) . Note
that due to n y times duplication of cPw(z), the com­
pensator (3) has a state space realization which has

Not e that the spectrum of A w consists of N roots
equally spaeed on th e unit disk , i. e. an internal
model of this periodic sign al is simply given by:

(2)

Next, consider a discrete time linear time-invariant
(LTI) plant P(z) E IR(z)Y x" with input signal
u = up+w" E IR", and output signal y = Pu E IRY,
according to Figure 2. Given a desired output sig-
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C(z) = R(z) (cP;;;l (z)Iy ) , (3)



exist a repetitive controller that can solve the ro­
bust periodic control problem defined in Definition
2.1. Notwithstanding, a dual repetitive controller
might exist that can solve the robust periodic con­
trol problem for periodic dis turbances W u at the sys­
tem input, and for periodic reference signals r un­
der certain controllability restrictions (see de Roever
and Bosgra, 1997). A candidate dual repetitive con­
troller is given by:

with L(z) E R(z)uxy called the dual repetitive con­
trol gain. We call this dual repetitive controller
a continuously learning controller-r-ot simply learn­
ing controller-as opposite to iterative learning con­
trollers, because it continuously updates (learns) the
input signal uP' Dual to Theorem 3.1 the following
result analyses under which conditions a learning
controller (6) exists that solves the periodic control
problem:

Theorem 3.2 Let {A, B, C, D} be a minimal re­
alization o] P(z) E R(z)YxU , let {A/,Ct} be an
obseruable realization o] the nu -Jold duplication o]
«: (z) = 1/(l-z- N), and let r be available [or com­
pensetion. Then there exists a leartiinq controller
(6) that solves the robust periodic control problem,
defined in Definition 2.1, ij and only ij

p ([ ),J_-; A ~]) = n x + nu, 'V)... E a(Aw). (7)

and

In fact condition (7) guarantees the observability of
the series conneetion of et>;;;l(z)/u = (et>w(Z)/u)-l/u
followed by P(z).

Remark 3.3 The first condition oJ Theerem 3.2
states that P may not have transmission zeros 10­
cated at the spectrum o] A w, and that P must have
at least as many outputs as inputs. Houieuer, the
second condition-which is necessary [or asymptotic
tracking o] r , but not [or reieetion o] W u - is in gen­
eral only true ij P has at least as many inputs as
outputs. Th erejore, asymptotic tracking o] r using
a dual repeiiiiue controller is in general only possi­
bie ij P is square. Note also that the condition that
r should be available [or [eedback, is a necessaru re­
striction. which is not required [or the repetitive con­
trolier (3).

In de Roover and Bosgra (1997), it was shown that a
learning controller (6) has the structure of a distur­
bance observer, which is a consequence of the inter­
nal model being located at the system input. There­
fore, if the conditions of Theorem 3.2 are satisfied,

(8)

(6)

[
A r 0]

(B + LD)Kr A + BK + L(C - DK)

[ ~; ], Ce = [Kr -L], De = 0, (5)

with L denoting an observer gain, designed such
that (A + LC) is stabie. According to the sepa­
ration principle, Land [K Kr] can be designed
independently.

P ([ ),J_-CADB]) = n x + n y, 'V)... E a(Aw ) . (4)

Up(tj) = Krx,.(tj) + Kxe(tj),

with x ; E R" the state-vector of the ny-fold du­
plication of the internal model, and Xe E Re the
state-vector of any plant stabilizing compensator,
and [K Kr] a stabilizing state feedback for the
series conneetion of plant and internal model. For
example, an observer-based compensator can be de­
signed, which stabilizes the system {A, B, C, D}. In
this case, a state space realization for the resulting
compensator C(z) is given by:

This result can be directly derived from the results
available for a general scrvocompensator, by not­
ing that a repetitive controller is a servocompen­
sator for periodic signals (see de Roover and Bosgra,
1997). In fact, condition (4) guarantees the control­
lability of the series conneetion of P(z) followed by
et>;;/ (z)/y = /y(et>w(Z)/y)-l. It implies that the sys­
tem P does not have transmission zeros located at
the spectrum of A w , and that P has at least as many
inputs as outputs . If the conditions of Theorem 3.1
hold, the control input up can be designed according
to:

the structure of a servo compensator; this duplica­
tion is necessary to obtain robustness property 3.
of Definition 2.1. The following theorem gives a
necessary and suffici ënt condition for the repetitive
controller (3) to solve the robust repetitive control
problem:

Theorem 3.1 Let {A, B, C, D} be a minimal re­
alization o] P(z) E R(z)Yxu, let {Ar,Br} be a
controllable realization o] the ny-Jold duplication o]
et>;;;l(z) = 1/(1 - z -N) . Theti there exists a repei­
itive control system (3) that solves the robust pe­

riodie control problem, defined in Definition 2.1, ij
and only ij

3.2 Learning contro1

There might be situations where condition (4) does
not hold, for example if the system P has more
outputs than inputs. Consequently there does not
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the control input up can be constructed according
to:

Up(tj) = I(x(tj) + C/x/(tj),

with I( denoting a state feedback gain, designed
such that (A + BI() is stabie, x denoting the recon­
structed system state, and x/ denoting the state­
vector of the nu-fold duplication of the internal
model. In this case, the resulting compensator C(z)
has the following state space realization:

[
A l L1(C + DJ() ]

A e 0 A+BI(+L(C-DI() ' (9)

Be = [-i<], Ce = [Cl L], De = 0,

1
with [L L 1 ] a stabilizing observer gain for the se-
ries conneetion of plant and internal model. Accord­

ing to the separation principle, I( and [L LIJ T
can be designed independently. By investigating the
solutions (5) and (9), it is directly verified that the
repetitive controller and the leaming controller are
related by duality.

terrial model and stabilizing compensator, compare
(3), (6). In the next section we show that several
existing repetitive and learning control approaches
can be explained from the internal model framework
by a particular choice of the internal model. Conse­
quently, the same design philosophy applies to these
approaches as well, i.e. synthesis of a repetitive or
learning controller is nothing more than the choice
of a stabilizing compensator for the series connec­
tion of the plant and a particular internal model.

4 Connection with existing repeti­
tive and learning control schemes

For simplicity, in this section only tracking of a peri­
odic reference signal r is considered . Without loss of
generality we assume that the system under consid­
eration is stabie, which gives a bit more insight into
the discussed mechanisms, since equations become
more simpie.

4.1 Current-error feedback versus past-error
feedforward

Fig. 3: Discrete time internal model with delay el­
ement in forward path .

In fact, the internal model (10) delays the direct
transmission from the current error to the input
up ' In the literature on iterative learning control,
schemes based on the model (2) are called curreni­
error f eedback, see for example Owens (1993) and
Goh and Van (1996), while schemes based on the

In practical applications, the number of delays N in
the internal model can be rather large, and con­
sequent1y the dimension of the repetitive control
gain in (3) can be rather high, although the inter­
nal model itself has a rather simple structure. In
the literature, often an alternative stability analy­
sis is used for the repetitive control system (3), see
for example Tomizuka et al. (1989) and Rara et al.
(1988), where the delay chain is put into the for­
ward path of the controller, see Figure 3. Hence,
the internal model changes to:

3.3 Design philosophy

Application of the internal model framework to the
concepts of repetitive and learning control provides
insight into two fundamental aspects of these con­
cepts, which have not been discussed before. First,
it gives necessary and sufficient conditions for the
existence of a solution to the periodic control prob­
Iem. which guarantee the controllability and observ­
ability of the series conneetion of plant and internal
model. For a MIMO plant, these conditions pro-

. vide insight into the choice between a repetitive or
a learning controller, i .e. if the system has more in­
puts than outputs, a repetitive controller should be
used for both tracking and disturbance rejection,
whereas for a system with more outputs than inputs
a learning controller should be used for rejection of
disturbances at the system input; in this case, track­
ing of r is in general not possible, unless condition
(8) applies. For square systems, eith er a repetitive
or a learning controller can be used for tracking and
disturbance rejection, however, for learning control
the reference r should be available for compensation,
which is not necessary for repetitive control. Sec­
ond, once the existence of a solution has been veri­
fied, the design of a repetitive or leaming controller
is nothing more than the design of a stabilizing com­
pensator for the series conneetion of plant and in­
ternal model. In general. any technique can be used
for this design, e.g. observer-based state feedback
(LQG, H 2 ) , or robust control oriented techniques
like QFT, H oo , or tL-synthesis. The final compen­
sator then consists of the series conneetion of in-
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Fig. 4: Equivalent system representation of repeti­
tive control system.

delay chain has magnitude equal to one, the small
gain theorem can be used, which states that the
following condition is sufficient for the equivalent
system to be stabie:

Although the use of the small gain theorem may
yield low-dimensional repetitive gains, the resulting

. controller might be overly conservative in a sense
that there might exist no R(z) for which condition
(11) or (12) hold , although condition (4) might still

model (10) are called past-error feedforward, see for
example Amann et al. (1996), Padieu and Su (1990)
and Moore et al. (1992). The latter name indicates
the open loop nature of the control input up during
a trial. In the theory on repetitive control, also both
schemes can be found, see for example Hillerström
(1994) for current-error feedback, and Tomizuka et
al. 1989 and Rara et al. (1988) for past-error feed­
forward.
The stability analysis suggested in the literature,
now proceeds with isolating the delay chain of the
internal model (10) in an equivalent system repre­
sentation, (Rara et al., 1988). For the repetitive
controller (3), this is shown in Figure 4. Sincc the

4.2 Asymptotic versus finite time tracking

The internal model framework of Section 3 is asymp­
totic in nature, i. e. theoretically it takes infinite
time before the tracking and disturbance rejection
objective are achieved. In practice, however, track­
ing and disturbance rejection are achieved when­
ever the servo error e has settled within some user­
defined bounds, which is definitely not at infinity.
This renders the infinite time framework to be valid,
even for finite time objectives. For repetitive con­
trol, this is not an issue, since the output of the
repetitive controller acts continuously as a control
input. However, iterative learning con trol deals with
batch-wise updating of the control input up aftel'
each successive trial of the reference r, where the
duration of one batch-s-the length of one trial-is of
finite time. Consequently, the demand on asymp­
totic stability of the controlled system is replaced by
the demand on asymptotic convergence of the con­
trol signal to some fixed signal. This updating pro­
cess can be derived from the internal model based
scheme, If we progress on the dual repetitive control
system and substitute (10) into (6), wc obtain for
the plant input signal:

Now suppose the reference signalof length N is re­
peated an indefinite numb er of times, and at each
new trial of the reference the initial output of the

be true, i. e. there still might exist a solution to the
robust periodic control problem. This result is for­
malized in the following:

Corollary 4.1 Let {A., B, C, D} be a minimal re­
alization of P(z) E IR(z)Yxu, and let (2), ((10),
respectively) be an internol model of (1), then con­
dition (4) is true if condition (11) (condition (12).
respectively) is true.

This result shows the power of the design philos­
ophy based on the internal model framework: one
can choose either (2) or (10) as internal model, and
design a stabilizing compensator for the series con­
neetion of this specific model and the plant. In
de Roover (1996) an alternative synthesis technique
is proposed-based on the small gain theorem­
which directly minimizes (11) using an Hoc ap­
proach. With this approach, also model uncertainty
can be easily incorporated into the design, and a
stabilizing compensator can be computed with a /1,­
synthesis.

(4)W(Z)-1 Iu) L(z)e(tj)

C~-:-N I u) L(z)e(tj) {::}

(z -N Iu) (up(tj) + L(z)e(tj)). (13)

(11)11 t, - P(z)R(z) Ili< 1,

r - NIz y

++

~ I y - P(z)R(z) ..-

for some induced i-norm. Equation (11) motivates
to choose the repetitive control gain as R(z) =
P - 1 (z), i. e. equal to the (right) inverse of the sys­
tem P(z); consequently, the dimension of R is now
determined by the system P, and not by the num­
bel' N of the internal model anymore. Note the dif­
ference with current-error feedback schernes, which
require

11 it, - P(z)R(z))-1 lIi< 1, (12)

for closed loop stability, i.e. R(z) should be high­
gain. This shows the advantage of past-error
feedforward schemes over current-error feedback
schemes: the frequency up to which (11) holds in
practical situations, is in general 2-3 times larger
than the frequency up to which (12) is valid, see for
example de Roover et al. (1996).
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system is reset to the initial value of the reference,
i.e. y(kN) = r (O) where k = 0,1 ,2 , . . . denotes the
number of trials . Then t he control input (13) can
be written as:

which shows that the input signal is updated after
each trial of th e reference signal on the basis of the
tracking error. As a matter of fact , Equation (14)
is a general update law used in many past-error
feedforward learning cont rol schemes, see for exam­
ple Horowitz (1993), Kavli (1992) and Moore et al.
(1992) . Due to this discretization of the repetitive
learning process, no necessary condition for stabil­
ity of the learning system can be derived . However,
in Figure 5 th e equivalent system representation is

Corollary 4 .2 Let {A ,B,C,D} be a minimal re­
alization of P(z) E ffi(z)Y xu , and let (2) , ((lO),
respectively) be an internal model of (1) , then con­
dition (7) is true if condition (l5) (condition (16),
respectively) is true.

It should be noted that the use of frequency do­
main expressions, like (15) and (16), intrinsically
presume an infinite trial leng th in the learning pro­
cess, which seems only valid for theoretical and not
for practical purpose. However , if the trial length
is long with resp ect to the dynamics of the system
and the transient behaviour of th e refer ence sign al ,
this assumption seems justified. Moreover, if th e
system is causal on each trial, an infinite time con­
vergence condition also implies convergence on any
finite time interval by a simple truncation argument
(Amann et al. 1996).

11 (Ju - L( z)p(Z)) -l Ili< 1. (16)

Again using th e small gain theorem, a sufficient con­
dition for convergence is given by:

Dual to Corollary 4.1, we claim that the analysis
and synthesis procedure for the gain L, based on
the small gain theorem might be conservative wit h
respect to the general results presented in Section 3:

Fig . 5: Equivalent system representation of dual
repetitive control system.

given. Using the small gain theorem for this system,
a sufficient condition for convergence is given by:

11Q(z)( Ju - L (z) P(z )) Il i< 1,

4 .3 Performance versus robustness

In almost any (practical) situation, it is ofte n impos­
sible to find a rep etitive cont rol feedback R(z) that
exactly equals the right inverse of the syste m (condi­
tion (15)), either because this inverse does not exist,
for example if P is strictly proper or behaves non­
minimum phase, or because only an approximate
description of P is available. Therefore, in th e lit­
erature, a modified rep etitive control systern is sug­
gested, which uses an internal model of the form :

- 1 q(z)z-N (17)
</>m (z) = 1 _ q(z)Z-N'

with q(z) being a (low order) low pass filter with
magnitude equal to one at low frequencies, see also
Tomizuka et al. (1989) and Hara et al. (1988) . The
idea is to choose the bandwidth of q(z) up to a value
of z where R(z) is st ill a good approximation of
P- 1(z) . The filter q(z) provides an easy way to tune
robustness of the closed loop to high frequent model
errors at the cost of a nonzero tracking error at
high f~equencies. Likewise, the model (2) is modifi cd
to </>",(z) = 1 - q(z) z-N, because in general it is
impossible to fulfil condition (12) for all values of
z: In the literature on learning control systems, th e
same (dual) synthesis procedure can be found for
the gain L(z), see for example Kavli (1992) and de
Roover (1996) . In th is situation, L(z) should be a
close appraximation of th e lejt inverse of the system
P(z) . Due to the same practicallimitations of this
choice, a lew-pass filter Q(z) is used, which changes
the update law (14) t.o

u~+I(tj) = Q(z)(u~(tj) + L(z)é(tj)) ,

and consequent.ly changes the sufficient condit.ion for
st.ability to

(15)11 Ju - L( z)P( z) Ili< 1,

T
L( z) z- NJu----+

++

'-- Ju - L (z)P(z) I+-

for some induced i-norm, which is dual to (11) . T his
convergence analysis applies equally weIl to the up­
date law (14) as to the stability analysis of the in­
put signal (13), see for example Moore et al.(1992)
and de Roover (1996) . Likewise, by substituting
(2) into (6) , the following update law is derived
for current-error feedback schemes, see for example
Owens (1993), Goh and Yan (1996) and Amann et
al. (1996):

U~+I(tj) = u~(tj) + L(z)ek+ 1(tj).
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which increases the robustness of the learning sys­
tem to high frequ ent model err ors , at the cost of a
nonzero tracking error at high frequencies . Natu­
rally, the same argument applies for current-error
feedback learning cont rol schemes, (see Goh and
Yan , 1996; Amann et al., 1996).

5 Conclusions

This paper gives a general framework for the analy­
sis and design of repetitive and learni ng controllers,
explicit ly derived from results available for the in­
ternal model principle. The intern al model frame­
work gives necessary and sufficient conditions for ex­
istence of a solution to the problem of robust asymp­
totic tracking and rejection of periodic signals. The
existence conditions allow for a proper choice be­
tween a repetitive or learning controller, dependent
on location of zeros and number of inputs and out­
puts of the plant. On ce existe nce of a repetitive or
learning controller has been verified, the design of
such a controller is nothing more than the design of
a st abilizing compensator for the series conneet ion
of the plant and an internal model of the periodic
signa l, using an y design technique. It is shown that
a number of exist ing repeti tive and learning cont rol
approaches can be pu t into this framework by mak­
ing aspecific choice of th e internal moelel. Conse­
qu ently, the an alysis anel design of these approaches
can be generalizeel to the powerful analysis and de­
sign procedure of the internal model framework.
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Abstract. This paper compar es th ree open-loop command generating meth ods for th e
poin t-tc-p oin t cont rol of a wafer stage. Wh ereas the theo retical t ime-o pt irrial ban g-b an g
for ce command resul ts in excessive residual vibration du e 1,0 excitation of resonant modes,
shaped force profil es have the property not to excite these mod es while st ill a llowing for
fas t movements. The most successful sha ping method turned out 1,0 be the one which
was best ablc to handle un cer tainty in our knowledge of the reson an t mod e dyn ami cs ,
and the way this knowledg e is used 1,0 shape t he speetral content of the for ce commando
Besides comparing three shaping meth od s, it is also investi ga ted how the feed back and
feedforward compe nsator affect the poin t-tc-poin t mot ion.

Keywords. point- ta-poin t. cont rol, input shaping, mechani cal servornecha nism, residual
vibrat.ion.

1 Introduction

In order to be competitive, mod ern chip manufac­
tur ing machines are required to perforrn both fast
and acc urate ly. In par ti cular th e servomcchanism
perforrning the positioning of chips, is required 1,0

move the chips as fast and as acc urately as possi­
bie. Due 1,0 th e inh eren t fiexibility of the mechan­
ical const ruction of most positioning devices, these
performance requirements are confiicting, i.e . t hc
fas ter the system moves, the less accurate it will be,
due 1,0 la rge vibrations induced by fast moveruents
and large acce leration farces.
To overco me t his pr oblern , a high-performan ce mo­
t ion cont rol system ca n be designed, which provicles
stee ring and rogulation of t he positioning meclia­
nism . In genera l, a motion cont rol system of a scr-

+This pa per was pr esen ted a t th e 1997 Am eri can Co nt ro l
Co nference, June 4-6, 1997, Albuquerque, New Mexico , USA.
Co pyr ight of thi s pape r rernains with IE EE.

§T he work of Dick de Roever is finan ciall y supported by
Philips Research Lab oratori es , Eindhoven, The Netherlands.
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vomechanism has three degr ees of freedom , sec Fig­
ure 1. One way to cape with th e ftexibilities , is to
design a feedback cont roller, C , which attenuates
the induced vibrati ons in closed-l oop. Becau se of
stability requirements , a major drawback of this ap­
proach is th e limi ted use of high gain inside the loop,
in partienlar in the high frequency ran ge where the
fiexible dyn ami cs are more likely to occ ur. There­
fore, in this pap er , in addit ion to the closed-loop,
an open-loop approach is foliowed at set-point level:
suitable motion for ces, f , and reference t rajecto­
ries, r , are designed , which minimize vibration of
fiexible dynami cs at the end of a movement. In
the literature, a lar ge numb er of tec hniques is pr e­
sented which solve this so-called point-to-point con­
t rol probl em with minimal residual vibration, see for
exarnple Bhat and Miu (1990), Meckl and Scering
(1985 ), Singer and Seering (1990), and the refer­
ences th erein.

To speed up tracking of r , the motion force f and th e
reference r are aften rclated by a f eedforward com-
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analyses th e influence of C and F on the error e.

2 The wafer stage experimental set­
up

Figure 2 shows a schematic view of a prot.otype
wafel' stage experimental set-up, used for the ex­
periments shown in this paper. A wafel' is plac ed

1

Fig . 1: General 3 degree-of-freedom (3-DOF) mo­
tion control system; P, C, I, 7', H, y, e, denote
the plant, feedback compensator, force in­
put, output reference, system input, system
output, and tracking error, respectively.

pensator. F (see dashbox in Figure 1). Because of
the closed-loop impl ementation of land r , synthesis
of these signals is not trivial: one can eithe r start
with designing 7' and deriv e I according to I = Fi 7' ,

with F, sorne inverse compensator which may range
frorn a series of differ entiators - simply relating po­
sition to force - to complex models describing the
inverse dynamics of the system P, see for example
Kwon and Book (1990) , Moulin and Bayo (1991)
and Devasia (1996), or design land obtain 7' via
r = Fj I , with Fj sorne forward compensator, e.g.
a series of integrators or a model of the dynamics
of P - see for example Meckl and Kinceler (1994),
Singel' and Seering (1990) and Bhat and Miu (1991).
Clearly, the choice of F; or Ff influences the track­
ing of r. Which approach is favourable, depends on
the given application . In th is paper we follow t.he
latter one , because the inverse dynamics of Pare
unstable.

The goal of this paper is t.wofold. First, three dif­
ferent open-loop force command generating met.h­
ods are compared: a standard approach , which lirn­
it.s the jerk of t.he acceleration profiles t.o rninirniz e
residual vibration, is compared to t.wo modern ap­
proaches, which use knowledge of t.he system's res­
onant frequencies to minimize residual vibrat.ion.
Second, it. is experimentally analyzed how the feed­
back compensator C and feedforward compensator
F contribute to reduction of the t.racking error e.
1'0 this end , the next sect.ion describes t.he modelling
and feedback control of t.he experimental set-up , as a
starting point for subsequent sections. In Section 3,
t.he point-to-poirit control problem of t.his part.icular
system is mathematically formulated, and a th ree­
step solution is proposed . Next., Section 4 shows
the experimental results of three different cornmancl
generating methods, and Section 5 experimentally
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Fig . 2: Schematic view of a wafel' stage; 1: granite
bloek, 2: airfoot , 3: stator, 4: translator ,
5: laser interferometer, 6: wafel' chuck, 7:
mirror bloek.

on a wafel' chuck in the middle of the stage. The
stage, consisting of airfoot, translator, wafel' chuck
and mirror block, is driven by the linear motor in
z -direction, The stator of that motor is fixed to th e
translators of two other linear motors , hence driv­
ing the stage in y-direction; by driving these two
motors independently, also a slight rotation q) of th e
stage is possible, which freedom is usecl to correct
for misalignment of th e wafer . The position of the
stage in the horizontal plane is measured with three
laser interferorneters, one in x-direction and two in
y-direction; t.he rneasurcment resolution is approx­
imately 13 nanomeire [nm]. Thus, the positioning
system is multivariable, having three actuators and
three sensors , henceforth denot.ed as inputs and out­
puts, respectively. For sake of clarity, in this paper
only results from one input to one output are shown.
Aftel' alignment, the wafel' is alternately stepped
and exposed according to a certain prescribed pat­
tem. In this paper we only consider stepping of th e
wafel' from one position to another.
In Callafon et al. (1996) an exp erimental model was
derived for the stage, using frequency-domain iden­
tification techniques; a linearly parametrized time­
invariant model, denoted F, was fitted to a fre­
quency response of the system, estimated with a
Hewlett-Packard signal analyzer . Figure 3(a) shows
the computccl frcq ucncy response, together wit.h t.he
resulting 16th order model fitted to this response. In



3.1 Problem formulation

3 Point-to-point contro1 prob1em

T he task of a wafel' stage is 1,0 move a wafel' from
one chip position 1,0 another, ty pica lly a dist an ce of
10 mm. Hence, t he poi nt -tc-point control problem

(2)

(1)
Vt E [to,td ,
Vt E [ta, tI],

Vt E [ta, t d ,

y(t d ± 52 n m Vt > t I ,

< 0.12 mjs

< 62 N
< 5.0e4Njs

y(t )

iJ (t)
u(t)

ü(t)

Note that constraints (1) refiect the limit ations of
senso rs and actuators , while constraint (2) is a per ­
[ortnatice dem an d in the end-point; in this light ,
constraint (2) serv es as a criterion for a successful
move .

3.2 Three- s t ep solu t ion

To solve th is problem, we suggest the following
three-step approach:

Step 1 : Obtain a linear model , denoted P, which
des cribes the relevant system dynamics , such that
y~Pu.

Step 2: Design a pair U, r} such that f (t) fulfils
the constraints (1) on u(t), and r(t) fulfils t he con­
straints (1),(2) on y(t).
Step 3: Implement the pair U,r } in the 3-DOF
nomin al t rac king scheme of F igure 1.

3 .3 Differe nt inp u t d esign methods

To accomplish Step 2, th ree different open-loop
command generating methods are used. The first ,
somewhat heuristic method, considers a so-called
'bang-bang' input signal with limited slope, see for
example Lewin (1994) and Miu and Bhat (1991 ).
The idea is 1,0 min imize the high frequency content
of the inp ut signal by decreasing the slope of th is
signa!. As a consequence, t he t ransition t imes be­
tween the zero and peak input levels are increased ,
res ulting in a smoother command signalof longer
duration . T he method is easy to apply since no
knowledge of the fiexible dynamics is req uired at

Step 1 has been carried out in Sect ion 2, res ulting
in the 16th orde r model show n in Figure 3(a). Step
2 concerns the cho ice of an input design method ­
which will be the sub ject of th e next subsectien ­
and the choice of a feedforward com pensator F. The
actual irnplementation of Step 3 will be the topic of
Section 4.

D esign acontrol u(t) , t E [ta, td , which moves the
stage from y(to) to y(tl), wi th y(tl) - y(to) = l e -2
m , such that tI - to is minimal, and the fo llowing
cons traints are satisfied:

for a wafel' stage can be formulated in terms of ac­
tuator inputs , u, and sensor outputs, y , which we
assume 1,0 be th e real system inputs and outputs re­
spectively:

10'

(bI

10'
Frequency (Hz)

10'
Frequency [Hz)

(cl

Bod e magni tude of (a) 16th order model
P (solid) and estimated frequ en cy response
(dashed) , (b) feedback controller C, (c) re­
sulting output sensitivity S, and (d) plant
mult ipli ed by sensit ivity SP.

th e fit procedure , extra weights were applied which
emphasized t he mid- frequ en cy range, im por tan t for
control des ign . This figur e shows a typical response
of a general mechanical servomechanism: at low fre­
quencies , t he response has the shape of a dou ble
integrator according to Tewton's 2nd law, and at
middle and high freque ncies some resonan ces show
up du e to t he fiexible components .
Becau se the system is marginally stabie (do uble
integr a tor ), first a feedback cont roller is designed
to stabilize the system; besid es, feedback cont ro l
enables the suppress ion of external disturban ces,
like electric actuator no ise, and enhances robust­
ness against modelling erro rs . In de Groen (1996) a
MIMO feedback des ign has been performed for th e
wafel' stage using QFT. Figure 3(b) shows a magni­
tude Bode plot of tho resulting controller, and Fig­
ur es 3(c) and 3(d) show a magnitude Bode plot of
th e resulting output scnsitivity t ransfer function S
- defined as S = (1 + PC)-l - and Smultiplied by
P, respectively, which is the transfer funct ion from
f 1,0 e. Note that to some cxtent damping of the
open loop resonant frequencies has bee n increased
in th is closed loop.
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'rit E [to, td, (4)

with V = 3.83kgs den oting a constant velocity gain.
To sys tematically design proper signals J and r , we
first analyzed the reson an t mod e pr op er ti es of the
16th order mod el, see Table 1. l t is rather sur prising

Fig. 4: Command response bang-bang force profi le
for 10 mm step in x-direc tion; (a) force pro­
file , (b) nor mali zed spectrum of for ce pro­
file, (c) tracking error, (d) tracking error
with performance bo unds during settling.
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scaled wit hin a ±1 range, is therefore given by:

u(t) = 0.1 (;1+ \;8) J(t),

a l!. The optimal jerk is obtained by manual t un ing
with cycle time as criterion.
Two other methods are investigated which do re­
quire some knowledge of the dynamics of the fiexi­
bilities. One method concerns the design of a finite
impulse response (F IR) filte r, to preshape an exist­
ing command signal (see Singel' and Seeri ng, 1990;
Singhose et al., 1995). T he idea is 1,0 synthesize
an FIR filter wh ich removes the energy contribution
of the command signal at the system resonant fre­
quencies. T he FIR filter has to be convolved wit h
an existing command signal, for example a t ime op­
timal bang-bang input, and pr eser ves its vib ration
red uci ng prope rties aftel' convo lution . T he kn owl­
eclge req uirecl 1,0 use th is method , is t he locati on of
the natural frequ en cy of the flexibil ity together wit h
its damping ratio, i.e. the loca t ion of the complex
po lcs of a 2nd order system describing t he flexibil­
ity. In Bhat and Miu (1990) it was shown that the
FIR filter has the Laplace domain interpreta t ion of
placing zeros at the loca tions of the resonant po les.
The other method concerns the synthesis of a series
of 'versines' , which approximate a bang-bang com­
mand signal with lirnitcd velocity (see Meckl and
Seering, 1988). These versine functions allow energy
rernoval from the input sig nal in a narrow band sur ­
rounding the system nat ur al frequ encies. T his tec h­
nique neglects the damping of the reson an t Irequen­
cies, hence on ly minimizing the energy contribution
of the input signal at the natural frequen cies in the
Fourier dom ain ; consequently, t he only knowledge of
the system requi red , are the loca tions of the na tural
frequencies of the reso nant mod es.

I A y [%] I(

1.42e2 2.4ge-2 23.3

1.55e2 2.46e-2 73.6

2.28e2 4.50e-2 2.14

3.03e2 5.97e-2 0.66

3.98e2 6.12e-2 0.26

7.57e2 3.1ge-3 0.03

1.10e3 2.33e-2 0.01

I wn [Hz] I

t hat two hardly visib le reso nanee mod es near 150Hz
are resp onsibl e for abo ut 97% of the static error of
residual vibration at the sys te m output afte l' a step
input. Thcreforc, we deeid ed to design command
signals which minimize residual vibration stemming
from these low frequ ent modes.

Tabl e 1: Resonant Mo de prope rties of 16th order
mod el; W n den otes natural frequen cy, (
denotes rela ti ve damping, and A y denotes
relati ve statie error in the output aftel' a
step input.

(3)

To illustra te th e need for carefully design ed inpu t
signals, Figure 4 sho ws shows a ban g-b an g com­
mand (a) toget her with its sp ectrum (b), and th e
res ult ing t racking error e aftel' implem entation of
this signal in the set-up of Figure 1, (c), (d). The
residual vibration in the en dpoint - a consequence
of t he exc itation of all flexible mod es - is clearly vis­
ible. These experimental resul t s wer e obtained with
the forward compe nsator Ft be ing a simple double
integrator wit h time-delay, i.e. :

4 Experimental results

with Td = 1.15~T den oting the delay-t irne, an d
~T = 3e-4s bein g the sam pling time of the con­
t ro ller; M = 10.4kg denotes the mass of th e stage.
I3esieles, 1,0 compe nsate for viscous fricti on during
stage movem ent at maximum velo cit y, a velo city de­
pendent term has been added 1,0 the actual cont ro l
signa!. The actual contro l signal, which has 1,0 be
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Fig. 6: Command response FIR pr eshaped force
profil e for 10 tnrti step in x- direc t ion; (a)
force profil e, (b) normalized spectrum of
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ing err or with performance bounds during
settling.
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Figure 5 shows the designed force profile with lim­
ited jerk (a) , together with its sp ectrum (b), and
the resu lting t racking error in (c) and (d) . The jerk
was tuned manually to th e optimal value of 5e3N/ s
for a 10 truti step in z -direc t ion , For impl ementa-

Fig. 5: Command response limited jerk force profil e
for 10 mrn ste p in z -dircction ; (a) force pro­
file, (b) normalized spect ru m of force pro­
file, (c) tracking error, (d) trackin g error
with performan ce bounds during set t ling.

t ion we used th e same forw ard compensator (3) and
friction compe ns at ion (4) . Clearly, t he residual vi­
br a tion has been rernoved from th e err or, compare
Figure 4(c) ,(d) with Fi gure 5(c) ,(d). This can be
explained from the sp ectrum of th e limited jerk sig­
nal , which has small values at the syste m reson ant
mod es . Alt.hough the method is eas y to apply, it
might. be overly conse rva t ive in a sen se that energy
has been rem oved from the input sp ectrum , not only
at frequency locations of resonant modes , but also at
ot her frequencies, Therefor e, also two model-based
input clesign tec hniques are conside re el .

Figure 6 shows the res ults of th c FIR pr eshap c
met.hod . We designed one series of three pul ses (ro­
bust ZVD slmpe r (see Singhose et al. , 1995) for a
fict it ious resonance at 150H z with relative damping
( = 2.47e-2 , and convolved this pul se series with
the bang-bang command of Figure 4(a) . Concluding
from t.he input spec t rum, the 150Hz component has
bee n complete ly removecl, whi lc at. othcr frequ en­
cies th e spec t ru m is equal to the original sp ectrum
of the ban g-bang input , pr eserving a re latively fast
for ce commando However , st ill residual vibration is
pr esent., ste mming from the resonant mode at 228
Hz. Appar ently, th e force input has too mu ch en­
ergy at this frequ en cy.

F igure 7 shows the synt hes ized ver sin e series. Using
the software described in Meckl and Seerin g (1988),
we design ed a series of 5 versine basis fun cti ons
with a notch surrounding 5% of a fictitious reso­
nance mode a t dimensionless frequen cy 150*0.02 =
3. Whereas t he FIR pr esh ap e met.hod remcues en­
ergy from a given spec t ru m, the versine seri es adds
energy to its sp ectrum by expanding more basis
fun ct.ions int.o it.s series; in our case, a total of 5
basis fun ctions adds energy to th e signal up to ap­
proximat.ely 200 Hz. As a result , a rela tiv ely fast
force command is obtained , with the property of
suppres sing alrnost all of the ori gin al residual vibra­
tion , compare Figures 4 and 7.

Tabl e 2 quantitatively summarizes the obtained re­
sult.s. In this tabIe, T s t ep deno t.es th e durati on of
t he comrnand signal, T s ettl e denotes the t ime be­
t.ween Ts t ep and t.he poin t at which th e t racking er­
ror has settled wit hin the performan ce band around
t.he end-point, and Tcy cl e is t.he sum of T s t e p and
T settl e ' Gooel results are obtaincd with the heuristi c
limited jerk approach , but things can be improved
using more sophist icated mod el-based techniques .
In this case , the series of versines perforrned best.,
becau se it was best abl e to sh ap e the spec t rum of
the force input . Although the FIR pr eshape method
pr eserv ed th e fastest force command, ex tra sh aping
near 228Hz is necessary to suppress rem aining vi­
bration. and consequ ently th e force command will
slow down .
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la> (b) I bang-bang I lim. jerk I
Ts t ep [sj 1.04e-1 1.16e-1
Tsettl e [sj 0.64e-1 0.16e-1
Tcy cl e [sj 1.68e-1 1.32e-1
Ts t ep [%] 100 112

Tcycl e [%] 100 78.5

I FIR shape I versmes I
Ts t ep [sj 1.10e-1 1.12e-1
Ts ettl e [sj 0.35e-1 0.17e-1
Tcy cl e [sj 1.45e-1 1.2ge-1
Ts t ep [%] 106 108
Tcycl e [%] 86.3 76.8

Fig. 7: Command response versine force profile for
10 mm step in x-direction; (a) force profile,
(b) normalized spectrum offorce profile, (c)
tracking error, (d) tracking error with per­
formance bounds during settling.

5 Role of feedback and feedforward
compensator

In the previous section we have seen the sueeess of
smart input design. An important question which
remains is: What is the mie of the feedback and feed­
[oruiard compensators C and F, respectioelsj? This
will be addressed in this section.
To investigate the role of feedback in the suppres­
sion of residual vibration, we compared open-loop
and closed-loop simulations. Consider the general
configuration of Figure 1. Clearly, if the forward
compensator F is equal to the plant P, the result­
ing tracking error e is equal to zero for all t . Hcncc,
if F is equal to the simpIe model (3) - which we
used in our experirnents - a non-zero tracking er­
ror is to be expected resulting from the resonant
modes, whieh will be regulated by the feedback com­
pensator C. Figure 8(a) shows the simulated open­
loop differenee between the simple model (3) and
the complex 16th order model shown in Figure 3(a),
convolved with the bang-bang force shown in Fig­
ure 4(a). Clearly, the effect of the f1exible modes is
visible in the error. Moreover. the feedback com­
pensator will respond to this error according to the
shape of the sensitivity function S, shown in Figure
3(c), i.e. for frequencies where IS(iw)j < 0 dB, the
open-loop error will be suppressed, but for frequen­
cies where IS(iw)1 > 0 dB, the open-loop tracking
error will be amplified. Since the maximum obtain­
able bandwidth 1 is limited to approximately 100Hz,

1 We denote the bandwidth as the first value of w where
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Table 2: Experimental results of bang-bang com­
mand signal and three vibration reducing
command signals.

we state that the feedback compensator C in gen­
eral works against the suppression of residual vibra­
tion. This is confirmed, both by simulations and
measurements, see Figure 8(b) and (c), respectively.
Although there is still sorne discrepancy between the
modelled and measured settling behaviour, there is
a remarkable resemblance between the closed-loop
simulation and measurement, which amplifies our
line of reasoning. The adverse effect of feedback in
suppressing residual vibration, in addition, stresses
the need for careful design of force commands.

This observation strongly motivates to replace the
simple forward compensator (3) by the complex
16th order model, to avoid reaction of C to the open­
loop traeking error. Experiments have been per­
formed for all previous mentioned foree commands,
with F equal to the lGth order model P. For the
bang-bang force command, this experiment is shown
in Figure 8(d). Although the error has been reduced
to 50% of the original error during step time, the
error during settling time has remained unchanged.
This is explained from the fact that the filtered ref­
erence signal, 'T" = ftJ, was set to its final value
after reaching the desired end-point, i. e. the sys­
tem output y vibrates in the end-point , while the
reference was fixed to the desired end-point value.
This tendency also showed up in the experiments
with shaped force commands. Note that the error
during step time is not completely zero, which must
be explained from the fact that the model ft is not a
perfect match of the real plant P. Henee, the choice
of a complex forward compensator F only affects
the error during step time, but, sad to say, hardly

15(iw)1 = 0 dB
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influ en ces the err or during settling.

Fig. 8: Servo err or using bang-bang force profile;
(a) simulated op en- loop e = (e- S T d

/ M 8
2

­

F)f , (b) simulated closed loop e =
S (e- S T d

/ M 8
2

- [»f , (c) measured closed
loop e = S (e- s7d / M 8

2
- P )f , (d) measured

closed loop e = S(? - P)f.

In this paper we investigated the point-to-point con­
trol of a wafel' stage. The key issu e in obtaining fast
forc e commands with vibration free movements , is
the shaping of the sp ectrum of t he force com mand
only at those frequencies where the resonant modes
ar e located . A comparison of t hree open-loop force
command generating methods showed a pr efer enee
for t he mod el-b ascel approximation of a bang-bang
com rnand with a series of vers ines , because it was
best abIe to shape the force sp ectrum.
In add it ion, th e ro le of the feedback and feedfor­
ward compensator in the suppression of residual vi­
br ation has been analyzed . Simulations and expe ri­
ments showed t he adverse effect of feedback in case
the magnitude of the sens it ivity is larger th en on e
at flexible mode locations. The use of a high-order
forward com pens a to r instead of a simple approxima­
tion, improves the error suppression during motion ,
but hardly affect s the erro r during settling.
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Abstract. An approach is pr esented that can be used to obtain low complexity controllers
for an unk now n system. In t his ap proach, the ident ificat ion of a set of models is used to
represent t he incomplete knowledge of the system. Subsequently, the set is used for the
synthesis of a robust controller. In order to design low complexity controllers, the aim is
to find a low complexity representation of the set. Addit ionally, a closed loop reduction
tool can be used to dec rease the controller complexity further. This approach wil! be
illustrated by an application to a multivariable positioning mechanism pr esent in a wafer
st ep per.

Keywords . System identification ; robust control; servomechanisms ; mu ltivariable sys-
tems.

1 Introduction

Industrial systems need feedback control to meet
enhanced acc uracy or performance req uirements.
In many applications the plant to be cont rolled
is partly kn own , whereas limi ted complexity con­
t rollers are requ ired due to hardware limita tions,
Both the inadequ ate know ledge of a plan t to be con­
t.rolled and the restrietion on t he complexity of the
controller to be used makes the design of such a
feedback controller achallengi ng task. In th is pa­
per , an approach is presented that can be used to
obtain such low complexity (low order) linear feed­
back cont rollers for an unknown system.
To deal with the lack of information on th e plant ,
th e approach in this paper sta rts with th e est imat ion
of a set of models by means of system identifica tion
techniques, su ch t.hat th e unknown plant is an ele­
ment of th e set . Such a set of models is unavoidable

tThis paper was pr esen red a t th e 2nd IPAC Symposium
on Ro b ust Cont ro l Design (ROCO ND' 97), 25-27 June 1997 ,
Bud apest , Hungary. Copy right of this paper rernains with
IFAC .

§T he rese a rch of Raymoud de Callafon was supported by
t he Dut ch Ins ti tu te of Systcms and Control (D ISC) ; CUITcnt
add ress: Department AMES , Unive rsity of California at San
Diego , La Jo lla, CA 92093-0'111, USA .
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as th e data used for identification purposes on ly rep­
resents a finite time, possibly disturbed, observation
of the plant causing th e know ledge of the plant to
remain incomplete. As a consequence , a set of mod­
els consists of all models that are eit her validated
(Ljung, 1987) or cannot be invalidated (Smith et al.,
1997) by the observations obtained from the plant .

Subsequent ly, a rob ust controller ca n be designed
on the basis of this set of models . For that purpose,
the set sho uld be built up from a nominal model
along with an allowable model perturbation (Boyd
and Barrat , 1991). A general rep resentation of a
set of models can be written in terms of linear frac­
tional t.ransformation (LFT) based model per turba­
t ion (Boyd and Barrat , 1991). Such an LFT, based
on a (dual) Youla-Kucera parametrization, is being
est imate d in this paper and shown to be particularl y
useful for both ident ificat ion and control design pur­
poses (de Callafon and Van den Hof, 1997) .

To rest riet the complexity (McMil!an degree) of th e
controller, the aim is to estimate a low complexity
rep resentat ion of the LFT via an approximate iden­
tification. This is due to the fact that this LFT
dir ectly influences the order of a robust cont roller
being compute d (Boy d and Barrat , 1991 ; Zhou et



al., 1996 ). For fur ther reduction of the controller
complexity, an additional controller reduction can
be employed. In this paper , a closed loop reduction
that is based on the work by Ceton et al. (1993) is
shown to be useful for reducin g the complexity of
the contro ller.
The subsequent ste ps of approximate identification
of an LFT and th e design of a robust cont roller fol­
lowed by a closed loop cont ro ller reduction will be il­
lum inated in this pap er. To illustrate th e approach ,
th e applica t ion to a mul tivariable posi tioning mech­
anisrn pr esent in a wafel' steppe r has been included.

2 Preliminaries

paper. In this perspective, the performance objec­
t ive function J(P , C ) as given in (2) will be used to
evaluate both the identification of a set of models P
and th e additional reduction of a robust cont ro ller
designed based on th e set P . For that purpose, the
set of models P as used in this paper is discussed
below.

2.2 Model uncertainty set

As indicated in Section 1, the incomplete knowledge
of a plant Po is represented by means of a set of
moelels P . An (upper) LFT

F,,(Q,~) := Q22 + Q21~(J - Qll~)-IQI2 (3)

provides a general notation te represent all models
PEP as follows

Pi = {P I P = Fu(Q ,~)

with él E IR.Hoo and Ilél ll oo < ,- I}

where (Ne, De) and (N , ÎJ) respectively denote a
right coprime factorization (rcl) of the controller
C and a nominal model P, that satisfies T(P ,C) E
IRHoo ' ii , vV denote stabie and stably invertible
weighting functions used to normalize the upper
bound on ViS. vV to ,-I. It can be verified that
the coefficient matrix Q in the LFT of (3) reads as
follows .

where él inelicates an unknown (but bounded by
,-I) uncer tainty that reflects the incomplet e knowl­
edge of th e plan t Po. The ent r ies of th e coefficient
matrix Q in (3) indi cate how th e set of mod els P has
been st ruc t ure el, where P := F( Q , 0) = Q22 denot es
the nominal moelel of the set P .
In this paper , th e coefficient matrix Q is form ed
by employing the knowl edge of any (possibly unsta­
bie) controller denoted by C, that is used to form a
stabilizing feedback conneetion T(Po , C). In many
practical situations, the presence of such a stabi­
lizing controller C is unavoidable due instability of
the plant Po or additional safety requirements dur­
ing operation.
Employing t he knowledge of such a stabilizing feed­
back controller C and using the algebraic the­
ory of fractional model representations (Vidyasagar ,
1985), the coefficient matrix Q in (3) is formed by
considering a model perturbation that is structured
similar to a (dual) Youla-Kucera parametrization:

(4)
P = {P I P = (N + DeiS.) (ÎJ - NeiS. )-1

with iS. E IR.Hoo and II V6vVI I < ,-I }

+fTI 1/. I P I
+ + I I +~

I C I 7'2

Ye I I Ue +

2.1 Norm-based feedback design

Let the notation Pand C be used to denote fini te
dimensional , linear time invariant (FDLTI) (possi­
bly unstable) sys tems, where C is used to indicate
a cont ro ller. For notational convenience a con trol
objective function is denoted by J(P ,C) E IR.Hoo
and the notion of performance will be characterized
by the value of th e norm IIJ (P,C)lloo: a smaller
value of II J(P, C)lloo indicates better performance
(Van den Hof and Schram a , 1995 ).
A feedback conneer ion of a syste m P and a con­
troller C is den oted by T (P , C) and defined as the
conneetion structure depicted in Figure 1. It is as-

sumed that a conneetion T(P ,C) is weil posed , that
is det(1 + CP) :t 0 (Boyel anel Barrat, 1991) . Thc
mapping from th e signals col(r2' rd onto col(y, ti) is
given by the transfer function matrix T (P, C ) with

T(P , C) := [ ~ ] (I + CP) - I [C I] , (1)

Fig. 1: Feedback conneetion structure T(P, C).

IIJ(P, C)lIoo := IIU2T (P , C)Ulll oo (2)

Note that T (P, C ) is internally stabie if and only if
T (P , C ) E IR.Hoo (Schrama and Bosgra, 1993) . In
order to maintain generality, J(P, C) is taken to be
a weighted form of T (P, C):

where U2 and UI are (square) weighting functions.
The performance characterization (2) is fair ly gen­
eral and will be used for analysis purposes in this

(5)
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lt should be noted that in orde r to guarantee tha t
Po E P, addit ional pri or information on the plan t
Po must be introduccd . This is du e to the fact that
Po E P cannot be validated solely on the basis of
finite t ime, possibly disturbed , observa t ions com­
ing from the plant Po (Mäkilä et al., 1995 ; Ninness
and Good win , 1995 ). Su ch information is in accor­
dance with the un certainty mod ellin g pr ocedure of
Hak voor t (1994), th at is used in this pap er to bound
the un cer tainty .6. in (4) .

.6. such that Po E P (via systcm iden tifica tion tec h­
niques) will effect ively minimize the worst case per­
forman ce (de Calla fon and Van den Hof, 1997). This
pr op er ty can be exploited to formulate a (control
relevant ) iden tification pr obl em to estimate a set of
models by employing the knowledge of a stabilizing
controller G that is currently bein g implem ented on
the (unknown) plan t Po.

3 Estimation of a set of models

3.1 Control relevant identification

3.2 Estimation of a nominal model

IIJ(Po, G)lloo + IIJ(P,G) - J (Po , G) lloo

(8)sup IIJ(P, G)ll oo
P EP

Estimation of a nominal mo de l involves the estima-
. . · - 1

tion of P = N D , subjeetod to internal stability
of the feedback conneetion T(Î>, G), suc h that (8)
is being minimized . At this stage, t he variabl es V
and Ware unknown and ass umed to vary freely in
order to satisfy Po EP. Conse quent ly, th e set P is
st ill unknown and (8) cannot be computed . How­
ever, for any P EP the following upper bound for
IIJ (P, G) lloo ca n be given .

In order to design an enhance d performing robust
controller, it is pr efer abie to use a set of models P
for which

sup IIJ (P , C) lloo
P EP

is minimized . Clea rly, t his mak es the modelling of
a set of models P and the design of a robust con­
troller interrela ted (Skelton, 1989 ). To deal with the
interrelation between mod elling and contro l design ,
knowledge of a cont roller G that is implem ented on
the unknown plant Po, simila r as in (4), can be ex­
ploited to estimate a set of mod els P . In that case,
a set of mod els P subjected to the condition Po E P
should be estimated such tha t

is min imized . In this way, a set of mod els is found for
which the worst case performance for t he controller
G is minimized .
As the cont ro ller ë is ass umed to be known , the
unknown variabl es in thc coefficient matrix Q of (5)
a re th e fact ori zation (N, ÎJ) of a nominal model and
t he weighting fun cti ons CV,W) . Minimizing (8) us­
ing these variabics simultaneo usly is (as yet ) unfca­
sible. Therefore, minimiza tion of (8) is tackled by
estimating the re] (N ,ÎJ) and the pair ( ~Î, W) sepa­
rately. In this way, (standard) tools for the iden tifi­
cation of a nominal factoriza tion and an un cer tainty
bound can be employed.

(7)

Lemma 2.1 Consider th e set P defined in (4)
and a con tro ller C such that the map J (P, C)
U2T( P, C)UI is well-posed [or all P EP. Th en

which is an affine express ion in zx, As a result , when
the cont ro ller G is applied to th e plant Po, findin g
the smallest possibl e allowable model perturbation

Proof: By algebraic manipulation , see de Callafon
and Van den Hof (1997) . 0

Tt can be obse rved from (6) that subst it ution of
C = ë yields Mll = O. This implies th a t when
a cont ro ller C (equal to the contro ller G used in thc
construction of the set P in (4)) is applied to the set
P, stability ro bustness is satisfied, regardless of the
value of I in (4). This advantage, obse rved also by
Sefton et al. (1990), is not shared by alternative un­
certainty characterizations such as an open loop ad­
dit ive uncertainty dcscri pti on. Moreover. for C = G
t he upper LFT F,,(M , .6.) modifi es into

uiltere the entries of M are given by

J (P, C) = F,, (M,~ ) "lP EP

Mil -vv-\ b+ Cil)-I(C - ë) Dc(';-l (6)

M12 vÎ'· - 1(ÎJ + Cil) - I [C I ]UI

M 2 1 - U2 [ -;; ] (I + PC)- l (I + p ë )Dcf; - 1

M 22 U2 [ ~ ] (b + cfn- 1 [C 1] UI

2 .3 Evaluation of performance

The theo ry of fracti onal mod el represen ta tions pr o­
vides a unifi ed approach to handle both stabie and
unstabl e models and cont ro llers within the set P of
(4). Additionally, th e set P has som e favourabl e
propert ies that can be illuminated by evaluat ing
the performan ce object ivo fun ction J(P, C) for all
PE P.
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As II J( Po 1 (7)1100 in (3.2) do es not depend on the
nominal mod el P, a re! (N, ÎJ) of a nominal mod el
can be found by minimizing

Estimation of a re! of a nominal mod el of lim­
ited complexity by min imizing (9) on the bas is of
closed loop experiments obtained from the conncc­
tio n T (Po , ë) , has been stud ied in Van den Hof et al.
(1995). An approach to minimize (9) on the basis of
frequency do main data can be found in de Ca llafon
and Van den Hof (1995).

II J(P, ë) - J (Po , ë)lloo (9)

(standard) H oo-norm based cont ro l design , wherein
the worst case pe rformance is bein g optimized. For
that purpose, a IJ,-syn thesis via a so-called D-K iter­
ation (Zhou et al., 1996) can be used. In order to use
the available tec hniques on IJ,-syn thesis , the transfer
function M in Lemm a 2.1 sho uld be represen ted as a
lower fractional transformation F I(G , C) , where the
controller C to be designcd has been extracted. An
expression for G can be found by standard algebraic
mani pul a tions.

5 Closed loop reduction

where P denotes the set of models being estimated .
For J (P, C) = U2T (P ,C)U[ 1 (ll) const it utes a

4 Controller design

T he set of models P represen ts the incomplete
knowledge on the plan t Po and can be used for sub­
seq uent cont ro l design . Again taking into account
the performance specifica t ion (2), a cont roller C can
bc designed by minimizing

II.6.i(w)11:s ó(w) with pr obability ~ a (10)

where a is a pr echoscn probability. In the multivari­
able case, the upper bo und (10) can be obtain ed for
eac h t rans fer fun ction . Subsequ ently, stabie and sta­
bly inver tible weigh t ing filter s \Î (w) and/or \~r (w ) of
limi ted complexity ca n be constructe d to over bound
Ó(w) (Hakvoort, 1994).

3.3 Estirnation of uncertainty bounds

Estimation of an all owable mod el perturbati on in­
volves the characte rization of a ll upper bound on t.
in (4) via (\Î, W) such that (8) is bein g minimized
and Po E P . For that purpose, first a frequ ency de­
pendent upper bound on the allowable mod el per­
t ur bation t. in (5) is det ermined such that Po E P .
For that purpose, any un cer tainty estimation proce­
dure can be used , as the input and output data of
the allowable model perturbation t. can be accessed
simply by a filteri ng of the input 1L and output y
signals present in th e feedback conneetion T (Po , ë)
(de Callafon and Van de n Hof, 1997 ).
Sim ila r to the ap proach pr esen ted in (Lee et al.,
1993), t~e availability of the input and output sig­
nals of .6. gives rise to an ope n loop identifi ca tion
problem of the stabie du al Youl a-Kucera param e­
te r. However , thc estimat ion is bein g used here to
find an upper bound on t. . An un certainty esti­
mation routine such as the procedure described by
Hakvoort (1994) ca n be used to obtain a frequ en cy
dependent upper bound for .6.

6 Application to waferstepper

The approach outlined in this paper has been ap­
plied to a mul tivariable positioning mechani sm , de­
noted by the wafel' stage, pr esent in a wafel' ste ppe r .
A wafel' stepper is a fas t and high accuracy position ­
ing machin e, used in chip manufacturing processes ;
a schematic view is depi cted in Figure 2. The posi­
t ion of th e wafel' chuck on th e horizontal sur face of
a granite block is measured by means of three laser
interferometry measurem ents, whereas three linear
motors are used to position th e wafel' chuck. The
th ree cur rents to the linear motors denote th e input
1L, whereas th e three position measurements denote
th e output y of th e systc m .

6 .1 D.es cr ip t ion of the positioning rnecha­
rnsrn

The design of a controller as mentioned in Section 4
generally leads to full order cont ro llers, a lt ho ugh
limited complexity of thc coefficient matrix Q in (5)
can be enforced by the approxirna te identificati on of
a re! (N, ÎJ) and the weight ing filter s (\Î, W) .
In light of the perform an ce ob jective function
J (P, C) given in (2), a reducti on of the controller
may be required , t hat takes account of this perfor­
mance fun ction. For th at purpose, a closed loop bal­
anced reduction, as proposed by Ce ton et al. (1993),
is weil suited. In Ceton et al. (1993) , a similarity
transformation that balances the states of a stabie
feedback con neetion is used for partial balancing of
the (unstable) controller states (Wortelboer, 1993) .
As a res uit, an (unstable) contro ller can be red uced
in closed loop , taking into account t he closed loop
ope ration of th e controller.
The closed loop configuration in Ceton et al. (1993)
is slightly differen t from the one used in this paper.
However , the results of Ce to n et al. (1993) can bc
readily carried over to perform closed loop reduc­
tion of the contro ller C in th e feedback conneetion
T(P, C) , incorporating the performance weightings
U2 and UI .

(ll)sup IIJ(P ,C) ll oo
PEP
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Fig. 2: Schematic view of a wafel' stage; 1:wafel'
chuck, 2:laser interfer orneters , 3:linear mo­
tors.

A eliagonal PID cont roller is useel as an initial con­
t roller ë to st abilize and position the wafer chuck for
experimental purposes. External references signals
Tl and T 2 are used to excite the closeel loop simi­
lar to Figure 1. Time and frequ ency elomain data
where gat hered for identificati on purposes. The aim
is to design a low complexity controller that is able
to attain a high bandwidth , t racking and suppres­
sion of residual vibra tions. For tha t purpose, only
relatively simple (diago nal) weighting fun ctions U2

and UI are used to enforce a controller with high
ga in at low frequ encies.

6.2 Estimation of a nominal factorization

Fir st a MIMO nominal 74 col(N , D) havin g 6 out­
pu ts and 3 inputs is est irna ted. For th at purposes,
frequ ency measurements ar e used to cur ve fit a fac­
torization (N,D) of 30th orde r using the pro cedure
described in de Callafon and Van den Hof (1995).
This procedure requires an initial estimate for the
non-Iinear optimization which is found by a MIMO
leas t squa res cur ve fitting (de Callafon et al., 1996).
An amplit ude Bod e plot of the result is pr esented in
Figures 3 and 4. It can be observed from these fig­
mes that the frequ ency domain data has only been
approximate d by the factori za tion (N, D ), as more
accurate modellin g would require a much higher or­
der model.

6.3 Estimation of model uncertainty

Given the nominal factorization (N, D ) and a nor­
malized TC! (Ne, De) of the cont ro ller C, an estima­
tio n of the allowable model per turbation Li in (4) is
perfo rmed. For that purpose, the uncer tainty esti­
mation as pr esented in (Hakvoort , 1994) has been
ap plied to est imate a frequ ency dependent upper
b01Wd on Li. Due to space lirnitations on ly the re­
sult is presented in Figure 5.
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Fig. 3: Amplitude Bode plot of nominal numer a­
tor factor N (-), and the corresponding fre­
quency domain data (... )

It can be observed from Figure 5 t hat the upper
bound of the frequ ency domain est imation of Li is
cross ing the upper bound b(w). Partly, this is due
to the fact t he upper bound only holds within a
presp ecified probabili ty of 95%.

6.4 Full order controller and reduction

On the basis of the nominal factori za tion (N, iJ) and
(only), a single stabIe and st abie invertible weighting
filte r V th at over-b ounds th e upper bounds b(w) de­
picted in Figure 5, a robust cont roller has been de­
signed by means of a p,-synthesis. An amplitude
Bod e plot of the cont roller has been depicted in
Figure 6.
Despite of the low complexity mod elling, th e full
order cont roller being designed st ill has a McMillan
degree of 74. Additional redu ction of the cont roller
as descrined in section 5 enables the controller to be
redu ced to 32nd orde r. The addit ional closed loop
redu cti on deteri ora tes the perform an ce robustn ess
only by 2.12 %. T he 32nd order controller has been
applied to the wafer stepper mechani sm successfully.

7 Conclusions

In this paper a systernatic approac h to find a low
complexity controller for a unknown sys tem has
been pr esented . The approach consists of a system
identification technique to estimate a mod el uncer­
tainty set , followed by a robust cont roller design and
an additional contro ller reduction. In all th ese st eps,
the performance and th e closed loop op eration of
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f [Hz]

Fig. 4: Amplitude Bod e plot of nominal denomina­
tor fact or b (-) and the corresponding fre­
quency dom ain data (. .. )

both the un certainty set and the low complexity
controller being construc te d is taken into account.
The approach has been illustrated on a highly com­
plex multivariable mechanical servo system pr esent
in a wafer stepper. This has resulted in a relatively
low order controller that successfully has been ap­
plied .
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