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Abstract

One of the challenges of neuromorphic computing is efficiently routing spikes from neu-
rons to their connected synapses. The aim of this thesis is to design a spike-routing
architecture for flexible connections on single-chip neuromorphic systems. A model for
estimating area, power consumption, memory, spike latency and link utilisation for neu-
romorphic spike-routing architecture is described. This model leads to the proposal for
a new spike-routing architecture with a hybrid addressing scheme and a novel synaptic
encoding scheme.

The proposed architecture is implemented in a SystemC simulation tool with a
supporting tool for encoding arbitrary SNN topologies for the synapse encoding scheme.
Running the simulations with synthetic benchmarks and a handwriting recognition SNN
shows that the proposed architecture is memory-efficient and provides low latency spike-
routing with high synaptic activation concurrency.
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Introduction 1
One of the currently most visible changes in technology is the increased usage of artificial
intelligence. Computers used to be only applicable for algorithmic tasks like calculations
and generating 3D images. But computers are more and more used for tasks humans
are good at speech recognition, facial recognition and detecting fraud. A driving factor
in this development is the use of neural networks. These brain-inspired computation
models provide a way to do these tasks by first learning from a set of known training
data.

An interesting development in the field of hardware are neuromorphic systems.
These are hardware implementations of Spiking Neural Networks (SNN) and consist of
a large set of hardware neurons that replicate the behaviour of neurons found in brains.
Data is encoded as spikes that travel between neurons. By creating many connections
between these neurons, a neural network is built. Every connection is called a synapse
and has a weight that represents the connection strength.

A neuron can have hundreds to thousands of incoming connections. In this thesis,
it is assumed that every connection has its own hardware implementation of a synapse.
A logical arrangement for this is the neuro-synaptic array from Figure 1.1.

Figure 1.1: Simplified overview of neuro-synaptic array.

When a neuron produces a spike, this spike should be transported to the correct
synapses of the neurons it is connected to. Creating direct wire connections between
neurons and synapses is often infeasible because of the high number of connections.
Therefore an often used approach is using Address Event Representation: encoding
spikes as addresses and transferring them on a bus.

1.1 Problem Statement

When designing an AER-based neuro-synaptic spike routing architecture, there are
several metrics that are important:
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Synapse utilisation: what fraction of the hardware synapses are in use when a neural
network is mapped to the array. In most cases, synapses are a significant fraction
of the total chip area. Having unused synapses is, therefore, a waste of area.

Connection flexibility: to what degree can a neuro-synaptic array be used for differ-
ent neural network topologies. More flexibility means the neuromorphic system
can be used for a wider variety of applications and the topology can be tweaked
after production.

Memory size: how much memory is needed to store the connection configuration.
Size of memory can have a significant impact on the total area and power con-
sumption of a neuromorphic system.

Throughput: how many neural spikes can be processed in a time-window. More
throughput allows for bigger neural networks or higher spiking rates.

Latency: the time for a neural spike to lead to a synapse activation. Keeping this
small and as constant as possible is important because information is encoded in
the timing of spikes.

Designing a solution that has the best properties for all these points is impossible.
There is always a trade-off to be made. Especially between the first three (Figure 1.2).

Figure 1.2: Trade-off for storing connections in neuromorphic systems.

For example, by connecting neurons to synapses with wiring, no memory is needed
and all hardware synapses can be used, but the neural network topology is fixed at chip
design time. Another extreme is having a lookup table with every neuron to synapse
connection stored in it. This requires a lot of memory but provides maximum flexibility
in connectivity. Finally, a way to optimise for flexibility and memory size is by creating
a hardware synapse for every combination of two neurons. Connections are enabled by
setting the synaptic weight to a non-zero value. This requires no extra memory but
may result in low synapse utilisation.

Latency and throughput are often negatively correlated for neuromorphic systems
because of the high fan-out from a single neural spike to many synaptic activations.
Therefore the latency is influenced by the rate at which synaptic activations can be
processed. If this rate is low, spikes will have to wait for each other to be processed,
increasing latency, which is undesirable because it affects the information encoded in the
spike timing. By increasing the number of synaptic activations that can be processed
concurrently, spike latency can be kept in bounds.

2



In this thesis, we will research the effect of different design parameters on the afore-
mentioned metrics and use that to design a spike-routing architecture with high con-
nection flexibility while optimising for memory size and synaptic event concurrency.

1.2 Goals

• Identify relevant design parameters for creating a spike routing architectures for
neuromorphic systems.

• Analyse and model the effect of design parameters on memory size, area, power,
throughput and latency.

• Design a flexible architecture for spike routing in neuromorphic systems optimised
for memory size and concurrency.

1.3 Contributions

• Created a model for estimating area, power and throughput for different neuro-
morphic spike-routing architectures.

• Designed a memory-efficient neuromorphic interconnect architecture and imple-
mented a simulation model in SystemC.

• Designed and implemented software to map neurons and synapses to a grid under
the constraints of the designed architecture.

1.4 Thesis Outline

In Chapter 3 a design space exploration of AER-based neuro-synaptic spike routing
is made. This leads to a model that can be used to quickly estimate the effects of
various design parameters. Next, in Chapter 4 a SystemC simulation of a spike-routing
architecture based on the findings in the previous chapter is implemented. Also, various
tools assisting in the simulation flow are introduced. In Chapter 5 the simulation
toolbox is used to evaluate the performance of the proposed architecture. Finally,
Chapter 6 draws conclusions and provides suggestions for future work.
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Background 2
2.1 Brain Inspired Computing

In 1990, Mead first proposed the idea of neuromorphic computing[9]. This is the
idea of computing inspired by the working of brains. He described the differences
between traditional digital computing and the way brains perform computations. Mead
identified that brains may be slower at certain types of computations, like arithmetic,
but they are fundamentally more energy efficient.

In this section, we will first take a look at how brains function and then take a look
at how that is applied for neuromorphic systems.

2.1.1 Working of the Brain

Brains consist of a network of neurons. For human brains, this can be up to 95 billion
neurons [10]. A neurons consists of multiple parts, as depicted in Figure 2.1. The cell
body of the neuron is called to soma. Connected to the soma are the dendrites, which
acts as inputs for the neuron. Also connected to the soma is the axon, with on its end
multiple axon terminals. The axon can be many times longer than the size of the soma.
Each of these axon terminals is connected to the dendrite of another neuron, thereby
creating a network of neurons. Two neurons are not physically connected. Between
them is a gap, called the synapse. Any single neuron can be connected to up to 10
thousand other neurons.

Dendrite

Soma

Axon

Synapse

Post-synaptic

Neuron

Pre-synaptic

Neuron

Figure 2.1: Overview of two connected neurons. Adapted from [1]

Communication between neurons is the essence that enables them to process infor-
mation. This happens by the means of electrical spikes. We will consider the Leaky
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Integrate-and-Fire model (Figure 2.2). This is a simplified model of the actual work-
ings, but it allows for a conceptual understanding of the workings of the network of
neurons. In this model, every spike at a neuron’s dendrite generates a current, depen-
dent on the characteristics of the synapse This current changes the internal potential
of the neuron according to the following equation:

C
dV (t)

dt
+

V (t)

R
= I(t) (2.1)

. Where C represents an internal capacitance and R a leakage resistance. I(t) In
other words: a positive incoming current increases the potential and a negative current
decreases it. The leakage lets the potential gradually drift towards 0. If the internal
potential surpasses the threshold voltage, the neuron generates an output spike and the
internal potential is reset to 0 and it enters a refractory period. During this period, the
neuron ignores any incoming spikes and therefore will not generate any output spikes.

Figure 2.2: Leaky integrate and fire model.

Because of the leakage of the neuron’s potential, the timing of the arrival of different
input spike becomes important. If multiple spikes arrive in a short period of time, the
neuron might generate an output spike. But if the arrival of these spikes is spread of
a longer period, the internal potential might have leaked too much it to surpass the
threshold.

As stated before, the size and the duration of the current that is generated when a
spike traverses a synapse is dependent on the synaptic strength. This strength comes
from the biological characteristics of the synapse.

2.1.2 Difference of the brain and traditional pc

When Mead proposed neuromorphic computing, he identified fundamental differences
between biological and digital computing which can be found in the difference between
analog and digital computation. By being analog in nature, a synapse can have a
more complex input to output relation than a digital gate that represents a boolean
function. This leads to more power efficient devices because no energy is wasted on
rounding outputs to binary values[9].

A second difference that has become more and more prevalent as time progressed,
is the absence of a memory bottleneck in biological computations[11]. Because of the
division between the computing unit and the memory in the Von Neumann architecture
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for general purpose computing, there is an inherent bottleneck on the communication
bus between the two. This has driven the need for many layers in memory caches for
the computing unit to run at maximum performance. Consequently increasing power
consumption and memory footprint. For a brain, on the other hand, data is stored
in their synaptic connections and their strength. This means that the memory and
computation are intertwined and there is no such thing as a memory bottleneck.

Figure 2.3: Schematic overview of Von Neumann architecture. Adapted from[2]

2.1.3 Neural Networks

Besides brains being more energy and area efficient than man-made computers, they
have also been significantly better in performing certain tasks. While computers have
long outperformed humans when doing arithmetic, performing tasks like pattern recog-
nition have long been very difficult. Therefore, inspiration has been taken from biology
and neural networks were introduced in the field of computer science.

Maass identifies three different generations of neural networks[12]:

1. Digital Neural Networks: neurons have a time-constant binary state value.

2. Analog Neural Networks: neurons have a time-constant analog state value.

3. Spiking Neural Networks: neurons have a time-varying analog state value.

Generation 1 neural networks are very rudimentary and are rarely used in practice.
The second generation finds wide application in software usage. Meanwhile, the third
generation is interesting for neuromorphic computing applications. The latter of these
two will be explained in more detail below.
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2.1.3.1 Second Generation

Second generation neural networks consist of multiple neurons that all have numeric
state value. These neurons are connected by directional weighted connections. The
neuron computes the sum of all neurons that are connected to it weighted by the value
of the corresponding weights. The neuron’s output is this sum passed through an
activation function, e.g. a sigmod function (σ(y) = 1

1+e−y ).
Networks from this generation are mostly layer-based. Which means that all neurons

are arranged in layers (see Figure 2.4). The first layer is the input layer and consists of
Ni neurons. Any data that is inputted to the network is encoded to Ni values and used
as state values for the neurons in the input layer. Values of all other neurons are then
sequentially calculated. The output of the network can be determined from the state
values of neurons in the last layer: the output layer. For example, in the case of digit
recognition, there could be one output neuron for every digit and the neuron with the
highest value represents the recognised digit.

Figure 2.4: Overview of a 5-layer neural network[3].

Essential for the correct functionality of these neural networks is its set of connection
weights. The most common way to arrive at a set of working weights, is using a training
algorithm in combination with a set of training data. The general working principle of
these algorithms is that they iteratively adjust the weights to get the known desired
output at the output layer for the inputs of the training data.

These networks have been widely used for tasks like image classification[13], speech
recognition[14], face recognition[15] and fraud detection[16]. Implementation specifics,
like network structure, vary between applications, but all applications are roughly based
on the method described previously. One notable thing is that most applications are
for problems that it is difficult to write an algorithm for but that humans are generally
considered to be good at.

Second generation neural networks are most often implemented in software. Which
means that they run on general purpose hardware. Therefore their main benefit is in
the type of applications they can perform, not necessarily power efficiency.
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2.1.3.2 Third Generation

Second generation networks have a big difference with biological computation. Whereas
brains use the timing of spikes to convey information, in first and second generation
networks information is represented by values that are independent of time. To come
closer towards the biological functionality, the third generation of neural networks was
developed: Spiking Neural Networks (SNN)[12].

Like the previous generation of neural networks, SNNs also consist of many inter-
connected neurons. Instead of using analog values for encoding information, SNNs are
more biological accurate by using spikes. Information is encoded in the relative timing
of these spikes compared to both of the same neuron and other neurons.

Most commonly used neuron is the leaky integrate-and-fire neuron as described
in 2.1.1. This means that every neuron has an internal state value. This value is
modified by the connection strength when a neuron receives an incoming spike on one
of its connections. Just as its biological equivalent, neurons in an SNN often have a
refractory period in which they do not produce any spikes. This also determines the
maximum rate at which a neuron can fire.

Input and output to the network is encoded in the timing of spikes for neurons in
their respective layers. Encoding can be either based on the relative spiking frequencies
of different neurons or on the relative timing of singles spikes for different neurons.

2.2 Neural Net Topologies

Over the years, SNNs have been used for a variety of applications. The network topolo-
gies used vary. But overall there are a few recurring types.

2.2.1 Feed-Forward Network

First of all, the feed-forward topology. As these kinds of networks also find a wide
application in generation 1 and 2 neural networks, their application in SNN’s is not
surprising. A feed-forward network consists of multiple layers of neurons with con-
nections only going to the same or subsequent layers (as described in Section 2.1.3).
For example, in both [17] and [18] a 5-layer feed-forward network is used for image
recognition.

2.2.2 Self-Organizing Map

A second topology that found its origin in earlier generation neural networks, is the
Self-Organizing Map (SOM). These networks consist of two layers of neurons: an input
layer and an output layer. Connections between these layers are chosen (semi-)random.
As inputs, features of the input signal are encoded to spikes. What these features are,
depends on the application. By applying a self-learning algorithm, the network is then
trained to give the (mostly) equal outputs for inputs that are similar and give a different
output for inputs that are not similar. These networks are therefore very suitable for
classification problems. Important to recognize is that the SOM on itself will not tell
what the defining characteristic of a class of similar inputs is. For example, in the case
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of digit recognition, the SOM will classify two samples of the digit ’2’ as similar, but it
will not output what digit it is. To actually output ’2’, an extra layer of processing is
needed that links the recognized classes into numbers.

In [19] a SOM is used for speech recognition. The inputs features to the network
are the relative power of different notes corrected for the human selectivity to certain
frequencies (Mel-Frequency Cepstral Coefficients) in a speech sample. This is used to
classify these samples into different recognized words. In the network used, the input
layer is fully connected to all neurons in the output layer.

A SOM is used for ECG-signal classification in [20]. An input encoder is used to
convert the ECG signals into spikes for the neural net. This network consists of 10
input neurons, that all have connections to a random set of circa 25 of the 100 outputs
neurons. The neurons in the output layer are all fully connected to each other.

2.2.3 Liquid State Machine

The third commonly used topology for SNN’s is a Liquid State Machine (LSM). This
topology is based on three layers: an input and output layer with a liquid state in
between (Figure 2.5). This liquid state contains a large set of neurons that are quasi-
randomly connected to each other. In most implementations, the chance that two
neurons are connected is inversely related to their distance in a 2D or 3D grid. The
same is true for connections from the input layer to the liquid state and from the liquid
state to the output layer.

Figure 2.5: Schematic overview of a Liquid State Machine. Dots represent neurons and the
arrows represent synaptic connections. The reservoir neurons form the liquid state. [4]

In [4] a LSM is used for word recognition in speech. Just as in [19] (see Section 2.2.2),
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Mel-Frequency Cepstral Coefficients are used as the inputs to this network. Any two
neurons a and b have their connection probability defined as Pconn(a, b) = C · e

−D2(a,b)

λ2 .
With D(a, b) being the euclidean distance between two neurons in a 3D grid and C and
λ being constants.

2.3 Neuromorphic Hardware

With the limits of IC scaling getting nearer[21][22], the interest in application spe-
cific hardware increases. Using specialised hardware can provide an improved power
efficiency, reduced chip area and improved latency and throughput at the cost of re-
duced application flexibility when compared to general-purpose computing hardware.
For these reasons, creating a hardware architecture specifically for SNN’s can be very
beneficial.

In fact, SNNs are very well suited for implementation in hardware. Biological neu-
rons and synapses have a non-linear response that can be closely mimicked with only
a few transistors[23][24]. This means that can be implemented in analog hardware
instead of having to simulate their behaviour in digital logic. This means a possible
reduction of power consumption by multiple orders of magnitude[9].

2.3.1 AER

One problem that arises with implementing an SNN in hardware is transporting spikes
between neurons. The naive method is to create a wire for every connection. However,
this does not scale well to a high connection count and does not allow any reconfigura-
bility for the connections.

Therefore [25] proposed the method of Address Event Representation (AER). With
AER all spike events are encoded as addresses and sent over a bus (Figure 2.6). At the
synapses, these addresses are decoded into the correct synaptic activations. The used
addresses can either represent the source neuron of the destination synapse. The time
of the event itself does not have to be encoded as long as the latency of the bus is low
and does not vary much. This is generally not a problem because neural spike rates are
in the range 0-1000 Hz [26] and bus speeds can be orders of magnitudes higher. This
also means the events of many neurons can be multiplexed on a single bus.

Figure 2.6: Conceptual diagram of AER working as a bus for spiking events.[5]
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2.4 State of the Art

2.4.1 Implementation options

2.4.1.1 Array structure

The first difference in the implementation of a neuromorphic system is in how the
neuro-synaptic array is structured. In [6] four different types are identified:

Fully dedicated: every neuron has dedicated hardware and every synapse (and
its weight) also have dedicated hardware and every connection between neuron and
synapses has its own dedicated wire.

Shared axon: neuron and synapses still have dedicated hardware but the connections
between neurons and synapses are shared by using a bus.

Shared synapse: every neuron only has a single hardware implementation in hard-
ware. This either means that all synapses have the same weight or that there is some
kind of memory for storing the weights of the different synapses.

Shared neuron: in this case multiple neurons share the same hardware. This means
that both the synapse weights and the state of the neuron must be stored in a memory.

2.4.1.2 Clustering

Most neuromorphic systems divide the total set of neurons and synapses into clusters
to improve scalability. The benefit is that the locality of connections can be utilised.
Spikes destined for a synapse in the same cluster, do not have to leave the cluster.

The number of clusters and how interconnection of them is achieved differs.

2.4.1.3 Connectivity storage

If the connections in a neuromorphic system are reconfigurable, some method of storing
the current connectivity is needed. The method for encoding connections and the place
where the memory is located varies.

2.4.1.4 Supported connectivity

There can be a difference in what kind of connectivity is supported by the implementa-
tion. The number of connections a neuron can have is often limited (though this limit
might not be reached in any practical applications). There can also be limitations on
which neurons the connection can be to. For example, in some implementations there
can be limited connections to neurons in other clusters.
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2.4.1.5 Simulation speed

For different hardware implementations, it may differ at what speed they run. This
can either be similar to biological speeds or faster than that. Biological time has the
benefit of being able to handle many real-life signals in real-time, e.g. speech. Keeping
as close as possible to biology, so the best way to emulate biological behaviour. Higher
than biological speed has the benefit that throughput increases. As long as the input
and output are corrected for the fact that the system is running faster. For example,
it allows for simulating brains over periods of years in a fraction of the time.

Furthermore, it is also possible to run a system discontinuously. So every event is
recorded and provided with a timestamp to be replayed at the desired time. This has
the benefit that hardware can be re-used for multiple neurons and synapses, at the cost
of having to save spike events in memory.

2.4.2 State of the Art
2.4.2.1 Neurogrid

The Neurogrid system[6] consists of analog neurons and synapses that run at biological
speed. Each of the 1 million has 4 separate synapses that can be individually addressed.
All synaptic activations are processed sequentially, so only a single synapse can be
activated per cluster per clock cycle.

Figure 2.7: Overview of the Neurogrid architecture. Adapted from [6].

Neurons are divided into 16 clusters that are interconnected with a tree network
on chip (Figure 2.7). Within a cluster, neurons are arranged in a 256x256 grid. For
routing spikes between different clusters, an on-chip memory of 4 Kb per cluster is used.
Spikes can only be routed to the synapses of neurons at the same grid location in other
clusters with this memory. To route spikes to arbitrary synapses, a daughterboard with
256 Mb RAM is used.
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2.4.2.2 SpiNNaker

SpiNNaker[7] is a completely digital neuromorphic architecture to simulate SNN’s. A
complete system consists of up to 48 SpiNNaker nodes on a single PCB. Each of these
nodes is a package containing 18 ARM968 processor cores (Figure 2.8). Every core
has its own set of neurons and synapses it processes sequentially, synchronised with a
global clock.

Figure 2.8: Overview of a SpiNNaker node[7].

Within a package, spikes are communicated using a network on chip. To communi-
cate spikes between different nodes, every node is connected to 6 neighbouring nodes
with a 32-bit link. Every node has a router with a routing table in a content address-
able memory. This table is used to decide to which of its neighbouring nodes a spike
should be routed. This routing table is also used to route incoming to any of the node’s
cores.

2.4.2.3 TrueNorth

This is a completely digital system with its own shared axons-like array architecture.
A TrueNorth[27] chip contains 1 million neurons divided over 4096 clusters. Every
cluster of 256 neurons has 256 inputs. These inputs are connected to the neurons
with a crossbar (Figure 2.9). The activated links on the crossbar represent a synaptic
connection. The output spike of a neuron can be routed to exactly one of these inputs
and therefore to a maximum of 256 synapses. This input can also be in another cluster.
To route spikes between clusters, they are interconnected with a 64x64 mesh grid NoC.

Every cluster contains a routing table with an entry per neuron. This entry deter-
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Figure 2.9: Overview of the TrueNorth core. On the left are the inputs and on the bottom
are the neurons. They are connected by a switchboard of synapses (the dots). Each of these
can individually be turned on or off. The depicted connection is from one core to another.
Adapted from [28].

mines to which input in which cluster the spike should be routed. Furthermore, every
crossbar has 256x256 bits of memory to store its configuration.

2.4.2.4 ROLLS

ROLLS[23] is a system consisting of 256 neurons with 512 synapses each running.
Both have analog implementations and run at biological speed. These neurons are
all in a single cluster. Output spikes are directly fed back to the synapses through
an AER bus. Connections are not stored explicitly but are implied by the weights
of the synapses. If the weight of a synapse between to neurons is non-zero, there is
a connection. Therefore it could be reasoned that an equivalent of 256 × 512 bits
of memory is used to store connectivity. This architecture supports any connectivity
between neurons is supported, but sparse connectivity leads to a lot of unused synapses.

2.4.2.5 BrainScaleS

BrainScaleS[29] consists of wafers of 180k neurons and 40M synapses. It uses a shared
axon architecture with analog synapses and neurons, but weights of the synapses are
digitally stored. The system runs at 103 − 105× biological speed.

Every wafer is divided into 32 clusters (HICANNs). These clusters can route spikes
to their neighbours using an on-wafer routing grid. Furthermore, longer-range connec-
tions are handled by a 2-layer tree, see Figure 2.10. The storage of the connections
takes place across all of these layers. However, what size these memories are, cannot be
found. Only that one of the layers uses 120 Mb of memory per wafer. The architecture
allows for arbitrary connections between neurons in the same cluster, but connections
to other clusters are limited in number. To what degree exactly, is not stated, but it is
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assumed that the probability of two neurons being connected drops exponentially over
distance.

Figure 2.10: Overview of the BrainScaleS architecture[8].

2.4.3 Research Gap

Looking at the current State of the Art, what is missing is a flexible spike-routing archi-
tecture usable for single-chip shared axon neuromorphic systems. Neurogrid provides
a system for flexible connections but requires a separate daughterboard for anything
other than connections to a neuron with the same location in another cluster. The
SpiNNaker spike-routing architecture is designed for a shared neuron neuromorphic
system. TrueNorth has very limited connectivity by only allowing connections to 256
neurons in a single cluster. ROLLS relies on synaptic weights for defining connections
and therefore have a lot of obsolete synapses if connectivity is sparse. Furthermore,
the architecture is not expendable beyond a single cluster. Finally, BrainScaleS is fully
optimized for a large-scale system. For example, it requires FPGA’s for it’s routing of
spikes between layers.
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Design Space Exploration 3
The goal of this chapter is to create a design space exploration for spike-routing in
neuromorphic systems. This can be used to quickly estimate the effect of different de-
sign parameters on the overall feasibility and limits of the design. First the architecture
under consideration is discussed in Section 3.1. Next, different different design parame-
ters are identified in Section 3.2.1. Different interesting output metrics are discussed in
Section 3.2.2. After that, the different properties of the system are modelled. Finally,
the model is evaluated and the resulting conclusions are stated.

3.1 Architecture Overview

For the model to be further analysed, the system under consideration first has to be
described. It is assumed that the system consists of Nneurons neurons with on average
Fin synapses each, totalling to Nsynapses synapses. Each neuron has an average spike
rate Ravg at which it produces spikes. Furthermore, each neuron has a refractory period
Trefr. A neuron will not generate a spike for at least Trefr after a previous spike.

3.1.1 Neuro-synaptic array

Neurons and synapses are arranged in a grid called a neuro-synaptic array. The array
has one output signal for every neuron, which is high if the neuron generates a spike
and goes back to low once the spike has been acknowledged by the logic it is connected
to. It is assumed that this logic processes simultaneous spikes sequentially.

Synapses are arranged in a two-dimensional grid. The number of rows (Nrows) is
equal to the number of neurons and the number of columns (Ncols) is equal to Fin.
The grid has a total of Nrows + Ncols inputs, corresponding to each row and column.
A synapse is activated by enabling its corresponding row and column input. By acti-
vating the input of one column and multiple rows, multiple synapses can be activated
simultaneously.

3.1.2 Clusters

To improve the scalability of the system, it can be divided into multiple clusters of
neuro-synaptic arrays (see Figure 3.1). The total system consists of Nclusters clusters
with Nnc neurons each. These clusters are connected with a Network on Chip (NoC).
See Section 3.6 for a further discussion of the NoC.

Because every neuro-synaptic array has Nnc outputs, every cluster has an encoder
and lookup table that translate these outputs to one or more addresses. These addresses
are then either put on a local link if their destination is the cluster itself or sent to the
NoC if they are destined for another cluster. Finally, coming from the local link or the
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NoC these addresses are received by another lookup table that converts them to one or
more column and row addresses. These addresses are then used to activate the correct
column and rows of the synaptic arrays. What the different lookup tables do, depends
on the addressing (Section 3.4) and synapse encoding (3.5) schemes used.

Figure 3.1: Schematic overview of a modelled cluster.

3.2 Design Space

3.2.1 Input parameters

SNN topology parameters

CD is the Connection Distribution and is used to model the characteristics of
different SNN topologies (see Section 3.3.1)

Nneurons is the total number of neurons in the topology and therefore dictates the
size of the neural net.

Fin is the maximum number of incoming connections a neuron can have. This
determines the number of hardware synapses each neuron has.

Fout is the maximum number of outgoing connections a neuron can have. This
is mainly used to calculate the sizes of entries in lookup tables (see Sec-
tion 3.4.4).

18



Spiking parameters

Ravg is the average spike rate of a neuron. It is used to model the spiking be-
haviour of the neurons.

Trefr is the refractory period of a neuron. From it, the maximum spike rate of a
single neuron is calculated.

Architecture parameters

Nclusters is the number of clusters and therefore determines the number of neurons
per cluster.

AS is the addressing scheme used (see Section 3.4).

SES is the synapse encoding scheme used (see Section 3.5).

NT is the NoC-topology used (see Section 3.6).

3.2.2 Model outputs

M is the size of different lookup tables in bits. As these lookup tables can be
big, they can have a significant impact on the power and area estimations.
Furthermore, their size can be used to calculate the memory efficiency of the
architecture.

R is the packet rate of different links in the architecture (see 3.4.2). This can
be used to estimate the necessary clock frequency.

L is the spike latency, defined as the number of clock cycles between a neural
spike and last corresponding synaptic activation. This can be used to check
whether spike latency requirements are met.

c is the concurrency of synaptic activations. This gives an insight into how
many synapses can be activated in each clock cycle.

A is the estimated area of the spike-routing architecture. It is composed of
the areas of different components and can be used to check implementation
feasibility on certain die size.

P is the estimated power of the spike-routing architecture. It is composed of
the power consumption of different components but does not compose the
contain the power consumption of the neuro-synaptic array because that is
treated as a black box as much as possible.

For the latter two, a 45 nm process is used for the estimations. The reason for this is
that this is the smallest process that is supported by the various power and area models
that are used.
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3.2.3 Model Components

In the following sections, these points will be under evaluation:

Connectivity: in section 3.3 the connectivity of SNNs is described by simplified con-
nection distributions. These distributions are later used to model the effects of
different topologies.

Addressing: section 3.4 describes different Addressing Schemes to use for AER and
their effect on the lookup tables, the size and utilisation of local and inter-cluster
links and spike latency.

Synapse Encoding: in 3.5 different methods for encoding synaptic activations in the
destination lookup table with the goal to increase the synaptic activation concur-
rency and decrease the size of this LUT.

NoC: section 3.6 describes different topologies and their effect on spike latency and
link utilisation.

3.3 Connectivity

An important factor in estimating traffic and latency in the interconnect system is
how neurons are connected. This connectivity depends on the topology of the neural
network that is used.

3.3.1 Connection distribution

For modelling purposes, the connectivity is approached by a connection probability
function. For this, all neurons are considered to be on a numbered line. Let x be the
distance between neurons a and b on this line, then the probability of there being a
synaptic connection from a to b is given by f(x).

Two different types of distributions will be used: uniform and local. For the uni-
form distribution, the probability of a connection is independent on the distance. This
reflects the connectivity as found in some Self Organizing Maps and Liquid State Ma-
chines. The connection probability function for this distribution is:

funiform(x) =
Fin

Nneurons
(3.1)

For the local distribution the relative position of two neurons influences the chance
there is a connection. The closer together, the higher the connection probability. This
is mathematically represented by using a scaled exponential distribution:

flocal(x) = λe
−λx
C (3.2)

In equation 3.2, λ is the parameter that describes the locality of the distribution: a
higher value means the connections are shorter on average. The parameter C is used
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to scale the distribution in such a way that the total average number of connections
equals to Fin. The value of C can be calculated iteratively using equation 3.3.

Fin =

∫ Nneurons

0

λe
−λx
C dx = C

(
1− e

−Nneuronsλ
C

)
(3.3)

These probability functions are used later in this chapter to model the different
connection distributions.

3.3.2 Notation

In this section, a notation is introduced to count specific connections in the system.
This is later used to derive equations for properties of the system.

The construction is always of the following form:
Denominator [a ⇒ b] (3.4)

The part a ⇒ b describes all connections that should be select. There are different
options for a and b:

n(i) Neuron i

c(i) Cluster i

x Anything

To further clarify, here are some examples:

n(i) ⇒ c(j) All connections from neuron i to any neuron in cluster j.
c(i) ⇒ x All connections from any neuron in cluster i

x ⇒ x All connections.

The first part of the construction is the denominator. It describes what is counted
uniquely. It can be one of these options: Synapses, Neurons or Clusters. In the case of
Synapses, all synapses in the connection set are counted, for example:

Synapses [x ⇒ c(i)] The number of synapses from any neuron to cluster i.
Synapses [c(i) ⇒ c(j)] The number of synapses from cluster i to cluster j.
Synapses [x ⇒ n(i)] The number of synapses from any neuron to neuron i.

When Neurons or Clusters is used, either a or b should be x. The result is the
number of unique neurons or clusters respectively at the place of the x. To illustrate:

3.4 Addressing

The basis of using AER is spike-routing using addresses. What addressing scheme is
used, has an impact on the performance and size of the architecture. In this section,
first different addressing schemes are discussed and afterwards the impact of these
addressing scheme on these properties is modelled.
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Neurons [x ⇒ c(i)] The number of neurons that has any connection to cluster i.
Neurons [c(i) ⇒ x] The number of neurons in cluster i (with at least one connection).
Clusters [n(i) ⇒ x] The number of clusters that neuron i has at least one connection to.
Clusters [x ⇒ n(i)] The number of clusters that neuron i has at least one connection

originating from.

3.4.1 Addressing Schemes

In this section three different addressing schemes are discussed: Source Addressing,
Destination Addressing and Hybrid Addressing. The first of these two have been under
consideration since the early days of AER[30]. The latter is a new proposal for an
addressing scheme.

3.4.1.1 Source Addressing

The first addressing scheme is Source Addressing (Figure 3.2). In this scheme, the
address of the firing neuron is encoded in the AER packets. When it leaves the cluster,
the address of the cluster should be appended to make it globally unique. Because from
the source address alone it cannot be told to what the destinations of the spike are,
the packet is sent to all clusters. Since the packet is equal for all destinations, it can
be broadcast. The destination cluster contains a Lookup Table (LUT). This is used to
convert the source address to a sequence of destination synapses.

Figure 3.2: Schematic overview of Source Addressing. When a neuron (N) fires, it sends a
packet to all clusters (including itself), with the address of the neuron that fired. In these
clusters a LUT is used to convert this source address into a list of synapses (S) that should
be activated.
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3.4.1.2 Destination Addressing

The second addressing scheme is Destination Addressing (Figure 3.3). In this scheme,
the Lookup Table is moved to the source cluster. Here the address of the spiking neuron
is converted into a list of synapse addresses with their corresponding clusters. These are
then routed to the correct cluster by the NoC. In the destination cluster, the addresses
are used to activate the correct synapses.

Figure 3.3: Schematic overview of Destination Addressing. When a neuron (N) fires, all
destination synapses are looked up in a LUT. These are then sent to the cluster in which the
synapse resides, where the synapse (S) is activated.

3.4.1.3 Hybrid Addressing

Finally, the scheme we propose is Hybrid Addressing. This is a combination of the
previous schemes. A two-stage lookup is used. In the source cluster, the address of the
spiking neuron is converted to a list of intermediate addresses that all correspond to a
single cluster with at least one destination synapse in it. These intermediate addresses
are then routed to their corresponding clusters. There the second lookup is performed.
The intermediate address is translated to a list of synapses that should be activated.

3.4.2 Traffic

For modelling the traffic within and between clusters, the model as shown in Figure 3.5
is used. This describes the flow of spikes from neurons to synapses, expressed in packet
rates. The packet rates can be used to determine the clock frequency of the system.
The clock frequency should always be higher than the packet rate at any point to avoid
congestion.

Rneurons is the spike rate of the neurons in a cluster and λout is the number of packets
per spike. The rate of outgoing packets per cluster is given by Rout. These packets are
distributed over the local link and the NoC by a factor k. The total incoming rate (Rin)
consist of the traffic from the local link and the incoming traffic from the NoC. Every
incoming packet can causes λin synaptic activations, leading to a synaptic activation
rate of Ractivation.
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Figure 3.4: Schematic overview of Hybrid Addressing. When a neuron (N) fires, an interme-
diate address is looked up for all clusters that contain at least one synapse that should be
activated. These are then sent to the corresponding cluster, where a LUT is used to translate
these intermediate addresses to synapses (S) to activate.

Figure 3.5: Traffic flow from neurons to synapses in a cluster.

These relations can be summarised in the following equations:

Rout = λoutRneurons (3.5)
Rlocal = kRout (3.6)

Rglobal,out = (1− k)Rout (3.7)
Rout = Rlocal +Rglobal,out (3.8)
Rin = Rlocal +Rglobal,in (3.9)

Rglobal,in = ANoCRglobal,out (3.10)
Ractivation = λinRin (3.11)

The parameters k, ANoC, λout and λin are determined by the used addressing scheme
(Section 3.4.1) and the connection distribution (Section 3.3.1). Combing all these
equations leads to the following equation for the synaptic activation rate:

Ractivation = λinλout [k + ANoC(1− k)]Rneurons (3.12)

Because the average number of synaptic activations coming from a single neuron acti-
vation is Fin, it must be true that:

Fin = λinλout [k + ANoC(1− k)] (3.13)
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This can then be used to calculate the parameters for different addressing schemes.
Let’s first consider Source Addressing. Because the source address is sent twice (once

to the NoC and once to the local link), λout = 2 and k = 0.5. Because addresses are
always broadcasted to all clusters, the incoming traffic is higher: ANoC = Nclusters − 1.
From 3.13 then follows that λin = Fin

Nclusters
.

Secondly, for Destination Addressing, all address translation is done in the originat-
ing cluster, so λout = Fin and λin = 1. The distribution between local and global traffic
depends on the distribution of connections: k = Synapses[c⇒c]

Synapses[c⇒x]
. Because all packets going

in the NoC have a single destination cluster, ANoC = 1.
Finally, for Hybrid Addressing λin and λout are dependent on the connection distri-

bution. λout is equal to the average number of clusters neurons have synapses in. Since
ANoC is also 1 for this scheme, that means that λin = Fin

λout
. Finally, if we assume that

every neuron has at least 1 connection in its own cluster, this means that k = 1
λout

.
If the fclock of the system is known, these different link rates can be converted into

link utilisations with the following equation:

U =
R

fclock
(3.14)

3.4.3 Address Sizes

As the addresses are different for all three schemes, so is their size. The size of the
address is dependent on what it uniquely has to describe. In the case of Source Ad-
dressing, the address is used to identify the neuron that fired. That means that every
neuron in the system should have a unique address. With Destination Addressing, the
address is used to identify a synapse in a cluster. So every synapse in a cluster should
have a unique address. Furthermore, that address should arrive in the correct cluster.
Therefore, an address describing the cluster is appended.

The case of Hybrid Addressing is a little more complicated. Here the size of the
address is dependent on the connectivity. Every neuron that has at least one synapse in
a certain cluster has an entry in its lookup table. That means the size of the address is
dependent on the number of neurons that have synapses in a cluster. Furthermore, these
intermediate addresses have to be routed to the correct cluster, so they are appended
with an address uniquely describing a cluster.

This all leads to the following equations for the sizes of the addresses:

SSA = ⌈log2(Nneurons)⌉ (3.15)
SDA = ⌈log2(Nsc)⌉+ ⌈log2(Nclusters)⌉ (3.16)
SHA = ⌈log2(Neurons [x ⇒ c(i)])⌉+ ⌈log2(Nclusters)⌉ (3.17)

These sizes can then be used as the widths of the links for the NoC.

3.4.4 Lookup Tables

Depending on the used addressing at different places in the system Lookup Tables are
used to store connections. These LUTs are used for 1 to many lookups. Where the
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number of outputs for a single input is variable. To accommodate for this, the lookups
are split in 2 steps (Figure 3.6). In the first step, the number of lookups and an offset
for the second step are looked up. In the second step, the corresponding number of
lookups is executed.

Figure 3.6: Example of a two stage 1 to many lookup. In the example the input 0x01 is
converted to three output values.

In the case of Source Addressing and Destination Addressing one 2-step lookup per
cluster is needed. In the case of Hybrid Addressing a 2-step lookup is needed in both
the source and the destination cluster. In Table 3.1 and Table 3.2 the sizes of the LUTs
for different steps can be found.

Table 3.1: Size of the step 1 LUTs for different addressing schemes for cluster i.

Entry width
Scheme LUT Number of entries Offset Length

SA S1 Nneurons ⌈log2 (Synapses [x ⇒ c(i)])⌉ ⌈log2(Fout)⌉
DA D1 Nnc ⌈log2 (Synapses [c(i) ⇒ x])⌉ ⌈log2(Fout)⌉
HA S1 Nnc

⌈
log2

(∑
n ϵ c(i) Clusters [n ⇒ x]

)⌉
⌈log2(Nclusters)⌉

D1 Neurons [x ⇒ c(i)] ⌈log2 (Synapses [x ⇒ c(i)])⌉ ⌈log2(Fout)⌉

The sizes of the different lookup tables are dependent network topology they have
to encode. In the case of Source and Destination Addressing it is only the number
of neurons, synapses and clusters that influence the size. For Hybrid Addressing the
distribution of connections over clusters is also a factor. The expected size of the LUTs
for different neuron counts can be found in Figure 3.7a.

The Hybrid Addressing scheme becomes more memory-efficient for more local con-
nection distributions. This is because Source Addressing has an entry in the step 1
LUT for each neuron in every cluster, where Hybrid Addressing only has an entry in
the destination cluster if there is actually a destination synapse. For local connection
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Table 3.2: Size of the step 2 LUTs for different addressing schemes for cluster i.

Scheme LUT Number of entries Entry width

SA S2 Synapses [x ⇒ c(i)] ⌈log2(Nsc)⌉
DA D2 Synapses [c(i) ⇒ x] ⌈log2(Nsc)⌉+ ⌈log2(Nclusters)⌉
HA S2

∑
n ϵ c(i) Clusters [n ⇒ x] ⌈log2(Neurons [x ⇒ c(i)])⌉+ ⌈log2(Nclusters)⌉

D2 Synapses [x ⇒ c(i)] ⌈log2(Nsc)⌉

distributions, the number of clusters with a destination synapse is often smaller than
the total number of clusters, giving the Hybrid scheme its benefit in memory efficiency.
This effect can also be observed in Figure 3.7b: as the number of destination clusters
decreases, so does the expected LUT size for Hybrid Addressing.

(a) (b)

Figure 3.7: Modelled LUT sizes for the different addressing schemes. The number of clusters
is 25 and every neuron has 128 synapses. The first plot (a) shows the sizes for different
numbers of neurons. For Destination and Source Addressing there is no difference for different
connection distributions. For Hybrid Addressing the LUT sizes for different values of λ is
plotted. In the right plot (b) the number of neurons is kept constant at 3200, but the average
number of clusters they have synapses in is variable.

3.4.5 Latency

Because of the difference in lookup structure, all three addressing schemes have dif-
ferences in expected latencies for transferring spikes. The main reason for this lies in
whether lookups can be performed in parallel. As illustrated in Figure 3.8, Source
Addressing and Hybrid Addressing can distribute lookups over multiple clusters, which
reduces the latency.

To quantify the difference in latency, we look at the latency assuming destina-
tions are evenly distributed over n clusters. The time differences between a neuronal
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(a) Source Addressing

(b) Destination Addressing

(c) Hybrid Addressing

Figure 3.8: Example of the differences in latency for the different addressing schemes. The
horizontal axis is the time scale after with the leftmost point representing a spike event of
a neuron in cluster A with 12 synapses. The yellow box with NoC represent activity in
the NoC and the green boxes with LUT represent the activity of the LUT. For simplicity,
it is assumed that all routing and lookup take equal time and are independent of distance.
For Source Addressing (a) three different LUTs can work in parallel after the source address
has been transmitted. With Destination Addressing (b), all addresses have to be looked up
sequentially in cluster A. In the Hybrid Addressing scheme (c) the intermediate addresses have
to be looked up sequentially in cluster A, but further lookups can be performed in parallel in
the destination clusters.

spike event and the latest corresponding synaptic activation for the different addressing
schemes is given by:

LSA = LNoC + LLUT · Fin

n
(3.18)

LDA = LNoC + LLUT · Fin (3.19)

LHA = LNoC + LLUT ·
[
Fin

n
+ n

]
(3.20)

With LNoC being the latency for transporting a packet across the diameter of the NoC
and LLUT the latency for doing a single lookup in a LUT. This is visualised in Figure 3.9.

For Source Addressing, latency decreases as the number of clusters increases. How-
ever, for Hybrid Addressing there is an optimum in the number of clusters because
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at a certain point the extra time for looking up intermediate addresses outweighs the
benefit of performing lookups in parallel.

number of clusters

la
te

nc
y

Source Addressing
Destination Addressing

Hybrid Addressing

Figure 3.9: Trend of the change in latency due to parallelisation over multiple clusters for the
different addressing schemes. An even distribution of neurons over clusters is assumed.

3.5 Synapse Encoding

Until this point, it was assumed that for every synapse that has to be activated, an
address is stored in a LUT. However, to increase memory efficiency and concurrency,
several optimisations can be made to destination synapses are encoded in the lookup
tables. In this section, some proposed measures will be described.

3.5.1 Banking

The first improvement is banking the lookup tables. By splitting the LUT in B banks
and sending the same lookup address to all banks, the addresses of B synapses can
be looked up in parallel (see Figure 3.10b). In the best case scenario, this improves
concurrency by a factor B without a reduction in memory efficiency.

However, in practice this is an upper bound. Because if the number of destination
synapses corresponding to the same presynaptic neuron is not an exact multiple of B,
an entry in one or more of the banks will be unused. To capture this numerically, the
concept of banking efficiency (ηbanking) is introduced. This has a value between 1

B
and

1 and represents how well the synapses of a presynaptic neuron can be divided over
multiple banks. The efficiency for the synapses in cluster c of presynaptic neuron n is
defined as:

ηbanking(n, c) =
Synapses [n ⇒ c]

B
⌈

Synapses[n⇒c]
B

⌉ (3.21)

With B being the number of banks. To make this concept more practical, from now
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(a) Simple synapse encoding (b) Banking

(c) Column reuse

Figure 3.10: Illustrations of different improvements for synapse encoding. Simple synapse
encoding (a) is the base situation where the row and column address of every synapse are
stored in the LUT and one synapse is activated at a time. With banking (b) multiple synapses
are activated simultaneously by splitting the lookups over multiple banks. Finally, with
column reuse (c) the same column address is stored only once for multiple synapses.

on the average banking efficiency for a cluster is used. This is defined as:

η̄banking(c) =
1

Synapses [x ⇒ c]

∑
n ϵ c

ηbanking(n, c) Synapses [n ⇒ c] (3.22)

The banking efficiency can now be used to calculate the effective increase in con-
currency for lookups:

c = η̄banking B (3.23)

As stated before, if banking cannot be performed optimally, memory efficiency is
lowered. For example, take the case that there are 15 destination synapses and 4 banks.
In the first 3 activation rounds, all banks output the address of 1 synapse. However,
in the last round, one bank is unused, leaving an unused entry in the LUT. Memory
efficiency is reduced by a factor 1

ηbanking
.

When two synapses (a and b) that are in different rows and columns are activated
simultaneously, the row and column select lines of both synapses have to be enabled.
This activates not only synapse a and b, but also the synapse that is in the row of
synapse a and the column of synapse b and vice versa (see Figure 3.11). To circumvent
this problem, only synapses in the same column are activated simultaneously.
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Figure 3.11: Example of what happens when two synapses in different columns and row are
activated simultaneously. In this case, the red synapses are meant to be activated and the
yellow synapses are also activated as a side effect.

3.5.2 Column Reuse

If banking is applied, an extra improvement that can be made is Column Reuse. This
means that column and row addresses are both stored in separate banks of the lookup
table: B banks for row addresses and only 1 for a column address. So the same column
address is used for B synapses (see Figure 3.10c).

This improves memory efficiency as the number of bits needed for storing column
addresses is lowered. The average number of bits in the LUT needed in cluster c when
using Column Reuse is given by:

M̄synapse(c) =
⌈log2(Ncolumns)⌉
η̄banking(c)B

+ ⌈log2(Nrows)⌉ (3.24)

Column reuse can have a negative impact on the mapping efficiency of the cluster.
Because every synapse of the same activation round has to be placed in the same col-
umn. This limits the placement options when mapping synapses to the neuro-synaptic
array.

3.5.3 Row Grouping

The third improvement is Row Grouping. This means combining multiple rows into
sets of g rows. LUTs for rows now contain two values: the address of a Row Set and g
Select bits. The latter encodes which of the rows in the set that should be activated.
This way up to g rows can be activated with a single lookup (see Figure 3.12), increasing
concurrency.

Row Grouping is especially beneficial when multiple rows in the same set are ac-
tivated simultaneously. Let ηgrouping be the grouping-efficiency, defined as the average
fraction of activated rows per row set per LUT entry. Then the average memory per
synapse is (without any banking):

M̄synapse(c) =
⌈log2(Ncolumns)⌉+ ⌈log2(Nrows)− log2(g)⌉+ g

η̄grouping(c) · g
(3.25)

Figure 3.13 shows the effects of different set sizes. Bigger groups lead to higher memory
saving potential, but the penalty for a low grouping efficiency also increases.
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Figure 3.12: Schematic representation of Row Grouping. The LUT for the rows contains the
number of a Row Set and a corresponding value. This value represents the rows in the set
that should be activated.
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Figure 3.13: Memory per synapse for increasing grouping efficiency. Different set sizes are
compared to not using row grouping at all. Calculations are for a cluster with 128 neurons
with 128 synapses each. As 1

g ≤ ηgrouping ≤ 1, the lines are only plotted for that domain.

3.5.4 Column Address Offsetting

The final improvement to be discussed is offsetting column addresses. This is done
by using the Boffset highest significant bits of the LUT lookup address as the highest
significant bits for the column address. This decreases the memory required for storing
column addresses but also decreases mapping flexibility.

The average memory used per synapse (assuming no other improvements are ap-
plied) is:

M̄synapse(c) = ⌈log2(Ncolumns)⌉ −Boffset + ⌈log2(Nrows)⌉ (3.26)
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3.5.5 Combining

The improvements from previous can be combined into a single architecture. If all
are applied, that leads to the following equation for the average memory per synaptic
connection:

M̄synapse(c) =
⌈log2(Ncolumns)⌉ −Boffset

η̄banking(c) ·B · η̄grouping(c) · g
+

⌈log2(Nrows)− log2(g)⌉+ g

η̄grouping(c) · g
(3.27)

The combined effect on the concurrency from Banking and Row Grouping can simply
be multiplied:

c = ηbanking B · ηgrouping g (3.28)
The overall effect on the mapping efficiency is more difficult to capture in an equa-

tion. Banking, Row Grouping, Column Address Offsetting have a potential negative
impact on what fraction of the synapses in the neuro-synaptic array can be used.

3.6 NoC

3.6.1 Topology

Different network topologies can be used to arrange the clusters into a network. The
model supports four different options: ring, mesh, binary tree (B-tree) and quaternary
tree (Q-tree). A schematic overview of their layout can be found in Figure 3.14. The
choice of topology has an effect on the latency, the bandwidth and the area needed for
implementation.

(a) Ring (b) Mesh (c) B-tree (d) Q-tree

Figure 3.14: Overview of NoC topologies supported by the model. Yellow boxes represent
clusters and the blue boxes represent routers.

3.6.2 Link load

For the analysis of the different topologies, the properties as found in Table 3.3 are
used. The number of links is used to calculate the average packet rate per link. If all
traffic is evenly divided over all links, this is:

Rlink =
Nclusters ·Rglobal,in

(
H̄ + 1

)
Nlinks

(3.29)
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Table 3.3: Properties of the different network topologies supported by the model. N is the
number of nodes.

Topology Diameter Node degree Routers Total links Bisection Width
D Nlinks Wbisection

Ring ⌊N/2⌋+ 2 3 N N 2

Mesh 2
√
N 5 N 2(N −

√
N)

√
N

B-Tree 2⌈log2(N)⌉ 3 N − 1 N − 2 1

Q-Tree 2⌈log4(N)⌉ 5 N−1
3

N−1
3 − 1 2

Where H̄ is the average hop count for a packet. This is calculated by calculating the
hop count for every combination of two clusters and taking the weighted average based
on the occurrence of that cluster combination in the connection distribution.

In practice, traffic is not always evenly divided over all links. Especially in the case
of tree topologies, the links near the root node can have a relatively higher load when a
lot of the package traverse from one side of the tree to the other. For this, the bisection
width is used. The bisection width describes the minimum number of links that have to
be cut to divide the network into two equal parts. An estimation of the fraction of the
packets going through the bisection is Pr(H ≥ D

2
), the probability that a packet has a

hop count at least half the network diameter. This leads to the following equation for
the packet rate through a bisection link:

Rbisection-link = Rlink
Pr(H ≥ D

2
)

Nlinks
Wbisection

(3.30)

The higher value of Rlink and Rbisection-link is used as the effective average link rate. This
should always be lower than the clock frequency of the NoC.

3.6.3 Latency

The latency introduced by the NoC depends on the current state of the network. If
the load is low, latency is lower than when the NoC congested. However, something
can be said about the minimum latency. This merely depends on the number of hops
a packet for synapse s must travel and the time spent in each router:

LNoC(s) = H(s) · Thop (3.31)

The number of hops can be calculated based on the used topology and Thop depends
on the router architecture.
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3.7 Power and Area estimation

3.7.1 Neuro-synaptic array

Design of the neuro-synaptic array itself falls outside the scope of this thesis. However,
its area is needed to estimate the length of the different links. Therefore, the following
equation is used to estimate the area, assuming the area of individual neurons and
synapses is known:

Aarray = Nsc · Asynapse +Nnc · Aneuron (3.32)

3.7.2 Lookup tables

As the various lookup tables in the clusters can get quite big, their area and power
consumption should be taken into account. To get an estimation, the model from
CACTI6.5 is used[31]. This tool gives area, power and delay estimations for SRAM
caches. By configuring it for a cache with associativity of 1, results for an SRAM lookup
table can be obtained.

Table 3.4: LUT power and area figures from CACTI6.5 for a 45 nm process.

Size Static power Energy per lookup Area Access time
[bits] [nW] [pJ] [µm2] [ns]

512 16 1.1 506 0.77
1024 31 1.3 781 0.90
2048 59 1.6 1303 0.92
4096 113 2.1 2311 0.98
8192 268 2.7 4032 1.0
16384 477 3.6 7522 1.2
32768 922 5.0 13819 1.2
65536 1726 7.3 26219 1.5
131072 3409 11.0 49862 1.5
262144 6456 18.7 94943 2.1

The model outputs as found in Table 3.4 are linearly interpolated to the actual sizes
of the LUTs.

Combining the static power dissipation and the energy per lookup leads to the total
power consumption for the lookup tables(PLUT):

PLUT = Pstatic +Rlookup · Elookup (3.33)

Rlookup depends on the location of the lookup table. For LUTs in the source cluster
(for Destination Addressing and Hybrid Addressing), Rlookup is Rneurons for step 1 of the
lookup and Rout for step 2. For the lookup tables in the destination cluster (for Source
Addressing and Hybrid Addressing), this rate is Rin for step 1 and Ractivation for step 2.
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3.7.3 Local interconnect

The local interconnect is the combination of all data links within a cluster. To estimate
the power and area of these links, the length should be known. The assumption is
made that the local interconnect spans 2 sides of the neuro-synaptic array, giving
llocal-links = 2

√
Aarray.

Wire pitch and switching energy are taken from the CACTI6.5 model: Wwire =
0.36µm and Esw = 0.4fJ µm−1. For the power consumption of the wiring, the data rate
is also needed. As an estimation, the average of Rout, Rlocal and Rin is used as the data
rate and the switching probability α is set at 0.5.

Combining, this leads to the following equations for the area and power consumption
of the local interconnect in a cluster:

Alocal-links = S · llocal-links ·Wwire (3.34)

Plocal-links = α · S · llocal-links · Esw
Rout +Rlocal +Rin

3
(3.35)

S is taken from Section 3.4.3

3.7.4 NoC

For estimating the power consumption and area of the NoC, ORION is used[32]. This
tool gives an estimation for the area and power consumption of NoC routers. It has
many configuration options, e.g., setting the depth of different buffers, choosing tech-
nology size and setting the number of virtual channels per link.

A simple router design is used to minimise power and area consumption. So no
virtual channels and only input buffers of depth 1 are used. The technology size is set
to 45 nm. The flit width is based on the address sizes as discussed in Section 3.4.3 and
the number of router ports is based on the node degree from Table 3.3. This leads to
the power and energy numbers as found in Table 3.5.

The area is directly taken from this table, linearly interpolated if needed. For the
power consumption the following equation is used:

Prouter = Ps +Rlink · Eflit (3.36)

For calculating the area and power consumption of the NoC links, the model from
Section 3.7.3 is used. But now the length of the links is given by:

lNoC-link =
√

Acluster (3.37)

3.8 Evaluation

The last step of the design space exploration is evaluating the model. To achieve this,
most of the described model is implemented in an Excel spreadsheet. By using the
built-in data tables functionality, the results for iterating over one or more parameters
can be easily calculated and plotted. This allows for fast evaluation of the model.
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Table 3.5: Power and area figures from ORION.

Degree Flit width A Ps Eflit

[bits] [µm2] [µW] [pJ/flit]

3 16 1006 32.5 272
32 1409 41.7 385
64 2215 60.3 611

5 16 2251 67.7 428
32 3204 86.8 601
64 5112 125 948

As a baseline for the evaluation the parameters from Table 3.6 are used. The baseline
local connection distribution with λ = 2 has on average 87% of a neuron’s connections
within the same cluster and the other 13% to synapses in other clusters.

Table 3.6: Baseline evaluation parameters.

CD Local (λ = 2) AS Hybrid
Nneurons 16,384 SES Simple
Fin 512 NT Mesh
Fout 512 Aneuron 100µm2

Ravg 1 kHz Asynapse 10µm2

Nclusters 16 fclock 100 MHz
Nnc 1024

3.8.1 Clustering

First the effect of cluster sizes is evaluated. To achieve this, the number of neurons
per cluster is varied while keeping the total number of neurons constant. Plots of the
modelled area and power numbers can be found in Figure 3.15. First conclusion from
this is that the total area of the LUTs and neuro-synaptic are mostly independent of
the cluster size. That means that after a certain cluster size, the total area remains
almost constant. In this case that is around 256 neurons per cluster.

Secondly, regarding the power, there seems to be an optimal cluster size. At a certain
point, the decrease in power from having fewer routers, does not weigh up against the
increased lookup table power consumption. This power consumption increases because
the average size per LUT increases for bigger clusters. The bigger the memory for a
LUT, the higher the energy cost for a single lookup. As the total lookups stays roughly
the same, this leads to a higher overall power consumption.
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Figure 3.15: Modelled area and power for varying cluster sizes.

3.8.2 Addressing

Figure 3.16 shows the effects on the local link utilisation for the different addressing
schemes. The first takeaway is that for the smaller cluster sizes, Hybrid Addressing
gives the lowest load on the NoC. As the sizes of the clusters increase, this difference
diminishes because most connections are local. Furthermore, the local links seem to be
the bottleneck for almost all cluster sizes. This stresses the Synapse Encoding methods
to improve activation concurrency, as a higher concurrency leads to a fewer packets
having to be sent over the local link.
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Figure 3.16: Utilisation of local and NoC links for different addressing schemes and varying
cluster sizes.

Also the effect of the addressing schemes on memory size is investigated. This is
done by plotting memory size per synapse for the different addressing for a varying
number of neurons (Figure 3.17). The number of neurons per cluster is kept constant.
For the local distribution, Hybrid Addressing is definitely the best option. For the
uniform distribution, Source Addressing is best for Nneurons < 131, 072. For bigger
networks, Destination Addressing is better memory-wise.

It should be taken into account that the uniform connection distribution is a worst-
case connectivity, as it has no structured pattern. Therefore the memory requirements
from Figure 3.17b should be seen as a maximum for the number of neurons. In practice,
any connectivity that is not completely random will have results closer to Figure 3.17a.

Previous points combined with the latency considerations from Section 3.8 make us
consider Hybrid Addressing as an interesting addressing scheme for further evaluation
in Chapter 4.
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Figure 3.17: LUT size per synapse for the local and uniform connection distribution.

3.8.3 Synapse Encoding

Effects of Synapse encoding are more difficult to evaluate because of the heavy de-
pendence on the ηbanking and ηgrouping, which are difficult to estimate. They will be
further addressed in Chapter 4. There these values will be obtained by mapping SNNs
on neuro-synaptic arrays. However, the previously found link utilisations and mem-
ory requirements show that there is a lot of potential for efficient synapse encoding to
improve these.

3.9 Conclusion

In this chapter we made a design space exploration of neuro-synaptic spike-routing
in neuromorphic systems. This has led to a model that can be used to estimate the
consequences of several design parameters on memory size, area, power consumption,
latency and link utilisation. Furthermore, the model has been evaluated for a variety
of parameters. This has shown the necessity of dividing neurons into multiple clusters.
Furthermore, it has shown that Hybrid Addressing is an interesting addressing scheme
for further use. Finally, evaluation of Synapse Encoding has been left to the following
chapters.
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Simulation 4
The model from the previous chapter can only be partially used to estimate the per-
formance of the spike-routing architecture. Mainly because it only takes into account
connection distributions and spike rates, not actual connections and individual spikes.
To get a better understanding of the performance of the architecture, a SystemC sim-
ulation was created.

SystemC is chosen because of its ability to simulate large systems at high speed.
And because it is based on C, interfacing with other tools is relatively easy.

4.1 System Overview

The system that’s simulated is based on the system that is described in Chapter 3.
It uses Hybrid Addressing and all options for synapse encoding are implemented with
configurable parameters. An overview of a single cluster is shown in Figure 4.1.

Figure 4.1: System overview for simulation

For the inter-cluster links, 32 bits are used. 8 of which are for the cluster address
and the other 24 for the intermediate address. This means that the maximum number
of clusters is 256 and every cluster can have 16M incoming axons.

Implementation of the NoC has been kept as simple as possible (Figure 4.2). As
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a topology, the mesh grid is chosen. This allows for the use of dimension order rout-
ing, which is a simple and deadlock-free routing algorithm. The size of the router
input buffers is configurable and set at 1 by default. Wormhole switching is used in
combination with round robin arbitration.

Figure 4.2: NoC router

4.2 Neuro-synaptic array

The neuro-synaptic array is considered a black box in the simulation system. There is
no interaction between the synapses and the neurons. Neural spikes are injected from
a file source and all synaptic activations are logged to a file. How it is implemented can
be seen in Figure 4.3. The input of the neuro-synaptic array consists of Nrows + Ncols
wires.

The output of the neuro-synaptic array consists of Nrows wires. These correspond to
the neuronal activations and serve as input to the simulation. The neuronal activations
do no depend on the synaptic activations but are loaded from a file of input spikes (see
Section 4.3.4). The Spike Loader loads this file and passes these spikes one by one to the
Neuron Driver, which activates the wires corresponding to the neuron that spikes. A
fifo in front of the Neuron Driver makes sure only 1 output wire is active simultaneously.
Only after a spike has been acknowledged, will the next spike be popped from the fifo.

4.3 Simulation Flow

Running the simulation consists of multiple steps, as shown in Figure 4.4. All those
steps will be discussed one by one in this section.

Throughout the flow, multiple files are output. Most of them are in JSON-format.
This is not a very size efficient file format, but it has the benefit that is very well
readable by the human eye. This makes it a lot easier to inspect the results of different
steps in the pipeline. Furthermore, it allows an easy interface between Python and
SystemC components, as both have libraries for reading those files. Because JSON-
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Figure 4.3: Implementation of the neuro-synaptic array in the simulation.

Figure 4.4: Simulation flow

files contain a lot of repeated content, the file size can be reduced by using gzip when
necessary.

4.3.1 Topology Generation

To create different SNN for the simulation, different topology generators have been
created. These scripts are implemented in Python and generate an SNN topology based
on different input parameters. These are the three generators that were implemented:

Uniform(Nneurons, Fin) creates a network of Nneurons neurons where each neuron has
Fin incoming connections coming from a random selection of neurons.

Layered(Nneurons, Fin, n) creates a network of Nneurons divided over n layers. Every
neuron in layer i has Fin incoming connections coming from the layer i−1. Neurons
in layer 1 have no incoming connections.

Local(Fin, λ) creates a network of Nneurons neurons where each neuron has Fin incom-
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ing connections. These connections follow the local distribution as described in
Section 3.3.1.

All neurons are assigned an incremental number as identifier. The output of the
generator is a list with all neurons listed on a separate line. Behind the neuron is a
space separated list of all neurons it has a connection to. This would be the output for
the topology from Figure 4.5:

Topology generator output sample
0 1 2 3
1 3
2 3
3

Figure 4.5: Example of a very simple SNN topology

4.3.2 Mapping

This topology file can then be used in the next step to map the topology to the neuro-
synaptic arrays. This step consists of two steps: assigning neurons to clusters and
mapping neurons and synapses to an array.

4.3.2.1 Clustering

For assigning the neurons over Nclusters different clusters, two different methods are
used.

The first method just takes the neurons in the order as declared in the input file and
divides them into clusters of size Nnc. This means the first Nnc are clustered together
and the second Nnc, etcetera. Especially for the layered and local topologies, this can
work well because neurons with many connections between them are also near each
other in the topology file.

The second method makes use of graph partitioning to divide the neurons into clus-
ters. By using the adjacency-matrix of all connections as input to a graph partitioning
algorithm the number of inter-cluster connections is minimised. The algorithm ob-
jective is set to Nclusters partitions. For implementation, the Python wrapper for the
METIS algorithm is used[33].
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4.3.2.2 Array Mapping

After all neurons have been assigned to a cluster, they have to be assigned to one of
the hardware neurons in an array. Furthermore, each connection has to be assigned to
a hardware implementation of a synapse. Symbolically this can be seen as mapping a
connection ck,i (from neuron k to neuron i) to a synapse si,j (see Figure 4.6).

Figure 4.6: Numbering of neurons and synapses in neuro-synaptic array

The importance of this step depends on the synapse encoding scheme that is used.
For example, if the simple encoding scheme from Section 3.5 is used, the mapping of
the neurons does not matter and for the synapses, it is only important that the synapse
is in the row of the correct neuron. However, if a more complex encoding scheme is
used, the placement does become of importance as it directly influences ηbanking and
ηgrouping, which influences the memory efficiency and the number of hardware synapses
that are needed (or the inverse: the number of connections that can be mapped to a
single neuro-synaptic array).

First, an ordered list of all connections is made. Initial ordering is performed by the
id of the pre-synaptic neuron. Then all connections are iterated over one by one. The
first connection originating from a pre-synaptic neuron is always mapped to the leftmost
free synapse in the correct row. So if si,1 is already used, ck,i will be mapped to si,2.
For all consequent connections originating from the same pre-synaptic neuron will first
be tried to map to synapses in columns that already used for connections originating
from the same pre-synaptic neuron. This is to maximise ηbanking and ηgrouping.

Because the mapping is stored in the state of many Python objects, the easiest way
to save it to a file is by using the Python Pickle functionality. This allows saving of
arbitrary Python objects in a custom binary format.

4.3.2.3 Mapping Optimisation

The above process leads a mapping, but not necessarily to an efficient mapping. In
an effort to improve efficiency, an optimisation process is added. This process is a
search for the optimal order of neurons in the array and the optimal order in which the
connections are iterated. For both, the optimisation is performed by using Simulated
Annealing.

Simulated Annealing is a technique for iteratively converging towards an optimum.
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It consists of three looped steps: changing the state, evaluating state energy and ac-
cepting or reverting the change.

In the first step, a swap is performed. In case the neuron order is optimised, two
neurons (a and b) are swapped in position, so neuron b is placed in row a and neuron
a is placed in row b. When connection order is optimised, all connections of two pre-
synaptic neurons are swapped in the ordered list of connections.

Secondly, the state energy is evaluated. This means that a mapping is performed
with the procedure from Section 4.3.2.2. The energy of this mapping is expressed as
E = ηbanking · ηgrouping. So the lower the energy, the more efficient the mapping.

Finally, the difference in the energy between the new and old state is calculated.
Based on this difference, it is decided whether the change is accepted or reverted. If
the new energy is lower, the change is directly accepted. If it is higher, the chance of
the change being accepted is given by:

paccept = e−
k·∆E

T (4.1)

Here T is the current temperature; a value starting at T0 that is decremented by
one every n iterations until it reaches 0 (then the optimisation is over). It is found
that a T0 = 30, n = Nnc and k = 104 leads to reliable improvement of the mapping
performance.

4.3.3 LUT Building

The next step in the pipeline is building content for the LUTs. This is done from
destination to source, so first the content of D2 and D1 and next S1, S2 and L.

First, a list of all row sets in a cluster C that belong to a pre-synaptic neuron is
created. A maximum of g of these sets in the same column are then combined into
an activation group. Every activation group gets 1 entry in LUT D2. All entries in
D2 corresponding to the same pre-synaptic neuron are placed consecutively. Next, for
every presynaptic neuron, an entry is added to D1 or L, with an offset referring to the
first entry in D2 and the length being the number of entries in D2. It is added to L if
the pre-synaptic neuron is in the same cluster. The address in L being the address of
the neuron.

If the pre-synaptic neuron is not in the same cluster, the entry is added to D1 and
the address in D1 is then used at the Intermediate Address. This Intermediate Address
in combination with the coordinates of cluster C is then added to S2 of the cluster
of the pre-synaptic neuron. There can be multiple consecutive entries for different
destination clusters in S2 for the same pre-synaptic neuron. For all of these together,
one entry is added to S1 with the offset corresponding to the first entry in S2 and the
length corresponding to the number of entries in S2. The address of this entry in S1
corresponds to the address of the pre-synaptic neuron.

All these LUT entries are combined into a single JSON file. Below is a sample
overview of the LUT configuration file. For a full overview see Appendix A.
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LUT content configuration file
{

"0": { // cluster number
"L": [...], // content for LUT L
"S1": [...], // content for LUT S1
"S2": [...], // content for LUT S2
"D1": [...], // content for LUT D1
"D2": [...] // content for LUT D2

},
"1": {...}

}

After the content of all LUTs is generated, the size of all lookup tables is calculated
by multiplying the number of entries by the width of their entries in bits.

4.3.4 Spike Generation

As an input for spike data the simulation takes in a JSON-formatted file with the
following format:

Spike input file sample
{

"10":[ // time in ns
{

"neuron":5,
"x": 0,
"y": 1

},
...
],
"50":[ // time in ns

{
"neuron": 2,
"x": 0,
"y": 0

},
...

],
...

}

The example above triggers a spike in neuron 5 of the cluster at location (0,1) at 10ns
and one in neuron 2 of the cluster at location (0,0) at 50ns.

These input files can be obtained in two ways. The first way is by running an
existing SNN simulation and extracting all spike events. This can be used to easily test
the performance of an existing SNN.
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Secondly, one of the spike generators can be used. There are three of these that are
implemented in Python:

Constant Rate(Ravg) This generator has a Ravg as parameter and generates a spike
for every neuron every 1

Ravg
s with a random offset for the first spike (Figure 4.7a).

Poisson(Ravg) This generator has a Ravg as parameter and creates a poisson distribu-
tion of spikes for every neuron (Figure 4.7b).

Burst(G1, G2, α) This generator takes two other generators and an activation fraction
(α) as inputs. It convolutes the spikes of G1 with G2 for a fraction α of the
time. For example, if G1 is a Constant Rate 5Hz generator, G2 is a Constant
Rate 1000Hz generator and α = 0.5, the Burst generator will generate poisson
distributed spikes at 1000Hz every 0.2s for 0.1s (Figure 4.7c).

(a) Constant Rate (b) Poisson (c) Burst

Figure 4.7: Spikes as generated for a single neuron for different spike generators. Y-axis
represents the number of spikes per 10ms. For a and b Ravg =100Hz. For c G1 is 5Hz
Constant Rate generator, G2 is a 1000Hz Poisson generator and α = 0.5.

For all these generators a refractory period (Trefr) can be set. A generator does
not generate two spikes for the same neuron within the refractory period. If this were
to happen, the second spike is moved to the moment when the refractory period has
passed.

4.3.5 Simulator

As stated before, the simulator is a tool implemented in SystemC. It takes in a spike
input file and the LUT configuration file. It runs for the specified time and outputs a
trace file.

This trace file contains a list of all inputted spikes and all synaptic activations.
Because all inputted spikes are tagged with a unique identifier and this identifier is
copied to all packets that originate from this spike, the input spike can be linked to the
synaptic activations it caused. All events are accompanied by the time in nanoseconds
when they occurred. This leads to the following format for the trace file:
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Trace file sample
[

{
"src": {

"cluster_id": 0,
"neuron": 75,
"time": 930.0

},
"dsts": [

{
"cluster_id": 0,
"neuron": 1,
"time": 1000.0

},
{

"cluster_id": 5,
"neuron": 9,
"time": 1210.0

},
...

]
},
...

]

4.3.6 Analysis

The last step in the pipeline is analysis. This step, first of all, serves to check whether
the trace file is a possible output given a mapping and spike input. It verifies whether
all correct synapses were activated.

Furthermore, it also computes the latency for every synaptic activation from the
input of the spike to the moment of the synaptic activation. Just as the latency jitter,
which is the difference between the latency and the minimum recorded latency for
that connection. With the total number of synaptic activations per cluster and the
simulation time, the synaptic activation rate is calculated.

4.4 Summary

In this chapter a simulation toolbox for evaluating the performance of the proposed
spike-routing architecture was described. Also support tools for the simulation flow
were discussed, including a tool for mapping SNN topologies onto neuro-synaptic arrays.
In the next chapter these tools will be used to evaluate the performance of the proposed
spike-routing architecture.
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Performance Evaluation 5
In this chapter, the performance of the architecture will be evaluated. The focus will
be on an architecture of 3× 3 clusters with 128 neurons with 128 synapses each. The
reason for choosing these dimensions is that it provides a good balance between seeing
the effects of clustering, having reasonable size neuro-synaptic arrays and being able to
actually run simulations on it.

Three different SNN topologies are used throughout the first part of this chapter.
All of them consist of 1152 neurons with 128 synapses each. The first one has a uniform
connection distribution. The second has a local connection distribution with λ = 2.
The last topology is a layered topology with 5 layers.

The chapter is structured as follows. First, the mapping tool from Chapter 4 will
be evaluated and an optimal configuration for the architecture will be derived. Then,
the latency and throughput will be tested for the above-mentioned topologies. Finally,
the architecture will be evaluated for a custom SNN topology for handwritten digit
recognition.

5.1 Mapping

In this section, the performance of the mapping algorithm for varying parameters is
evaluated to come to an optimal set of parameters.

To compare the performance of different mappings, the following figure of merit is
used:

FoM =
concurrency × mapping efficiency

bits per connection (5.1)

With the following definition for the number of bits per connection:

bits per connection =
memory size

number of synapses × mapping efficiency (5.2)

The basis of this FoM is that high concurrency and few bits per synapse should
improve the value of the FoM. However, if only these two factors are incorporated an
optimum will be found at a mapping configuration with a very low resulting mapping ef-
ficiency (fraction of the synapses that is actually in use). Consequently, neuro-synaptic
arrays have to be a lot bigger, leading to a bigger overall system. To address this, the
mapping efficiency is also incorporated in the FoM. This is defined as:

mapping efficiency =
maximum number of connections

number of synapses (5.3)

So if on an array of 16,384 synapses only 14,000 connections can be mapped, the
mapping efficiency is 0.85.
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In the end, the found configuration will be compared with the baseline configuration.
This is the configuration that only uses simple synapse encoding i.e., B = 1, g = 1 and
Boffset = 0.

5.1.1 Clustering method

First, the effect of using graph partitioning for clustering neurons is analysed. To
achieve this, the difference in FoM for a variety of mapping configurations is tested for
three different SNN topologies. As can be seen in Table 5.1, the graph partitioning
worsens the FoM if the order from the generated topology is used. An explanation for
this can be found in the way SNN topologies are generated. The generation method
already results in neurons that have many connections being in the same cluster.

This is further substantiated by running the same test again, but shuffling all neu-
rons. Graph partitioning does improve mapping performance in this case.

Nevertheless, graph partitioning will not be used for any further tests because it
does not improve performance for the used topology generators.

Table 5.1: Effect of clustering on FoM for generated or randomized neuron .

Topology Generated order Randomized order

Uniform 0% +1%
Local -14% +229%
Layered -3% +228%

With the clustering method known, it can also be determined to how many clusters
a neuron is connected on average. This can be found in Table 5.2. The first column
show what fraction of neurons has a connection to at least one neuron in the same
cluster. This means that every neuron in the uniform and local connection distribution
has at least one connection to the cluster in the same cluster. For the layered topology,
this is only 44%.

Table 5.2: Average number of clusters a neuron is connected to.

Topology Self Other clusters

Uniform 100% 8
Local 100% 3.3
Layered 44% 2.5

5.1.2 Mapping optimisation

After running many mapping optimisations for different topologies, it is found that the
effectiveness of the optimisation depends on the SNN topology used, as can be seen in
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Table 5.3. For all three topologies, optimising the connection order improves the FoM.
For the uniform and layered topology, optimising the neuron order also improves the
FoM. However, for the latter combining both methods is only marginally better than
optimising for the connection order.

Because the optimisation process is a compute-intensive process, only for the uni-
form topology both optimisation methods will be used. For the other topologies, only
connection order optimisation is applied.

Table 5.3: Effect of mapping optimisation methods on FoM.

Topology Neuron Order Connection Order Both

Uniform +8% +15% +20%
Local 0% +25% +22%
Layered +9% +81% +83%

5.1.3 Banking and Grouping

Next is investigating the effects of different values of B and g on the mapping perfor-
mance. This is done by mapping different topologies on a 16-cluster system with 128
neurons per cluster and 128 synapses per neuron. Performance is evaluated by look-
ing at the mapping efficiency, the concurrency factor and the average number of bits
needed per connection. For B, a test range of 1-8 has been chosen because higher values
lead to more complex hardware implementation. Furthermore, B · g is kept below 128,
because higher values are guaranteed less efficient. The column address offset is kept
at 0 for now. The results can be found in Figure 5.1.

From the results, it follows that increasing B increases the concurrency for all values
of g. This is unsurprising, as the concurrency will increase as long as ηbanking > 1

B
. Since

1
B

is also the minimum value for ηbanking, the concurrency can only increase or remain
equal.

As for the number of bits per synapse, this is lowest for B = 2 and B = 4. The
reason for this is that first adding more banks reduces the number of LUT bits because
of Column Reuse. However, as the number of banks increases, not all banks are used
every cycle, i.e., ηbanking decreases, increasing the total number of LUT entries.

The relation between g and concurrency is also positive. Here the same holds as for
B: concurrency can either increase or remain equal for larger row groups. However, as
g increases, this comes at an increased memory cost. This can be explained by looking
at the rightmost part of 3.25: g

ηgrouping·g = 1
ηgrouping

. This part becomes big when ηgrouping

decreases. Which is exactly what happens for high values of g.
Overall, the best FoM is achieved for B = 4 and g = 8. Therefore this configuration

has been chosen for further evaluation.
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Figure 5.1: Mapping performance for varying row group size and banking factors.

5.1.4 Column Offset

Finally, the effect of the column offset is investigated. The number of column offset bits
has no relation to the concurrency. Therefore only the effect on the mapping efficiency
and memory consumption is considered. The same test as in Section 5.1.3 is run, but
now the column offset is ranged from 0 to 7 bits. The can be found in Figure 5.2.

Figure 5.2: Effect of changing column offset.

Increasing the column offset decreases the mapping efficiency and the number of
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bits per synapse. However, it also increases concurrency. Reason for this is that a big-
ger column offset means that there are fewer columns the connections of a presynaptic
neuron can be mapped to. This in its turn means that if during mapping a column has
a few synapses left, these cannot necessarily be used for the connections of any presy-
naptic neuron. This leads to some unmapped synapses, hence the decreases mapping
efficiency. But it also leads to more connections of the same presynaptic neuron being
mapped to the same column, increasing banking and grouping efficiency and thereby
the concurrency.

The mean FoM for the different topologies is highest for a column offset of 1 bit.
Therefore this value will be used in the following sections.

5.1.5 Summary

Combining these parameters leads to the results for mapping the different topologies
onto the architecture as can be found in Table 5.4. The results are compared with the
baseline configuration.

Table 5.4: Mapping performance for the chosen parameters of the architecture.

Topology Mapping efficiency Concurrency Bits per synapse FoM Improvement

Baseline 100% 1.0 15.2 0.066 -

Uniform 82% 3.5 17.0 0.14 ×2.13

Local 72% 7.3 8.2 0.46 ×6.99

Layered 72% 11.2 5.4 1.1 ×16.72

5.2 Simulation

In this section, the performance of the architecture with the previously chosen param-
eters will be evaluated by simulating with a variety of spike inputs. The default setup
for these simulations can be found in Table 5.5. First, the maximum spike input rate
and synaptic activation rates are determined. Next, the effect of varying the input rate
and finally the effect of burst traffic is evaluated.

In all cases the system is simulated with a clock cycle time of 10 ns. Unless stated
otherwise, the spike input is Poisson distributed and the neuron refractory period is
half of the average time between spikes.

5.2.1 Saturation point

To evaluate the maximum throughput of the system, the system is saturated with a
spike rate of 300 kHz and no refractory period. The resulting synaptic activations
rate is treated as the maximum the system can handle. Divided by the total num-
ber of synapses, this gives the maximum spike frequency per neuron. Full test setup
parameters can be found in Table 5.6. The results can be found in Table 5.7.
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Table 5.5: Default simulation setup

Nclusters 9
Nnc 128
Fin 128
B 4
g 8
Boffset 1

Table 5.6: Saturation test setup.

Spike distribution Poisson(300 kHz)
Trefr 0s
fclock 100 MHz

Table 5.7: Maximum spike input and output.

Topology Spike input Synaptic activations
per cluster

uniform 13.9 kHz 228M act/s
local 27.6 kHz 453M act/s
layered 38.5 kHz 631M act/s

Next, the effect of the number of neurons and the number of synapses per neuron is
determined. So the same setup is taken, but Nnc and Fin are varied. Maximum rates
for different topologies are averaged. This leads to the results found in Figure 5.3. For
this setup, an increase in the number of synapses leads to a higher saturation point.
Furthermore, the saturation point is a little lower for 256 neurons per cluster. An
explanation can be found in that the architecture parameters are optimised for 128
and that increasing the number of neurons decreases ηgrouping and hence the synaptic
activation concurrency.

5.2.2 Latency

To get spike latency during regular operation, the system is tested with a Poisson spike
input of 1 kHz with a minimum inter-spike distance of 500 µs (Table 5.8). In Figures
5.4, 5.5 and 5.6 the results of these simulations can be found. On the left are violin
plots of the distribution of latency for spikes separated by the number of hops used on
the NoC. On the right side, the latency jitter for spikes is plotted, which is calculated
as the difference between the minimum latency for a spike of a certain connection and
the actual latency of a spike.
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Figure 5.3: Plot maximum synaptic activation rates for varying neuro-synaptic array sizes.

Table 5.8: Latency test setup

Spike distribution Poisson(1 kHz)
Trefr 500 µs
fclock 100 MHz

Latency and latency jitter are highest for the uniform connection distribution. The
first is a direct consequence of the lower concurrency for this topology and the lower
synaptic activation rate. This means more cycles are needed to activate all correct
synapses, hence the longer latency. The higher latency jitter can be explained by
the high number of clusters neurons have connections to (Table 5.2). This means

(a) (b)

Figure 5.4: Latency and latency jitter for uniform connection distribution with a poisson
spike input of 1 kHz.
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(a) (b)

Figure 5.5: Latency and latency jitter for local connection distribution with a poisson spike
input of 1 kHz.

(a) (b)

Figure 5.6: Latency and latency jitter for layered connection distribution with a poisson spike
input of 1 kHz.

more traffic on the NoC and therefore a higher probability of contention of one on
the components on a spike’s route which causes additional delay and therefore latency
jitter.

For the local and layered connection distribution, the results are comparable. The
main difference is a higher maximum latency jitter for the local distribution. An ex-
planation for this can probably be found in the higher number of clusters a neuron
has connections to and lower concurrency in comparison to the layered connection
distribution. This increases the chance of contention and therefore the latency jitter.

Nevertheless, the latency jitter is low for all cases. Even for the uniform connection
distribution, 99% of all spikes arrive within 280ns of the minimum latency, which is
orders of magnitude lower than the average time between two spikes.

Also, the effect of varying the neuro-synaptic array configurations on the latency
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jitter is tested. The setup from Table 5.8 is again used, but now the number of neurons
per clusters and the number of synapses per neuron is varied. This leads to the result
of Figure 5.7.

Figure 5.7: Plot of spike latency jitter for varying neuro-synaptic array configurations.

5.2.3 Spike rate

For evaluating the influence of spike input rate, the latency jitter for varying spike rates
is plotted in Figure 5.8. See Table 5.9 for the test parameters. Spike rates vary from
100Hz to 38.5 kHz but are always kept below the maximum spike rate from Table 5.7.
The refractory period is always half of the average time between two spikes.

Table 5.9: Spike rate test setup

Spike distribution Poisson(Ravg)
Ravg 100Hz - 38.5kHz
Trefr

1
2Ravg

fclock 100 MHz

As the input spike rate increases, both the mean and maximum latency jitter in-
crease. The reason for this is that contention in the system increases as the traffic
increases. Therefore the probability that a spike has to wait for another packet some-
where on its path from neuron to synapse increases and so does the latency jitter.

5.2.4 Spike bursts

Next, the effect of the burstiness of the input spikes is evaluated. An average spike
rate of 1 kHz is applied to a system with local distributed connections. A burst spike
pattern from 4.3.4 is used to model the burstiness of the traffic. By decreasing α, spikes
of a neuron are more focussed in a small time window. Test setup details can be found
in Table 5.10. Results can be found in Table 5.11.

59



Figure 5.8: Plot of spike latency jitter for varying poisson distributed spike inputs.

Table 5.10: Spike bursts test setup

Spike distribution Burst(Constant(100Hz), Poisson(1000Hz
α ), α)

Burst fraction (α) 0.01 - 1
Trefr

500µs
α

fclock 100 MHz

Table 5.11: Latency jitter for varying burstiness of spike input with an average rate of 1 kHz.

Burst fraction Mean latency jitter Max latency jitter

100% 1.39 ns 260 ns
50% 1.97 ns 300 ns
10% 2.08 ns 330 ns
1% 3.05 ns 340 ns

Latency jitter increases as the burstiness of the spike input increases. This can be
explained by the increased spike rate when a neuron is bursting. When two neurons
are bursting simultaneously, the chance that they both produce a spike in a small time
frame is higher than when the spike rate is constant. Therefore the chance of contention
is higher.

5.3 Application

Finally, the performance of the spike-routing architecture is verified by using it for
a real-world application. The application under consideration is a handwritten digit
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recognition system. It can be used to classify the digits of the MNIST handwritten
digit database[34]. This is a set of 70,000 28× 28 pixel images of handwritten digits.

5.3.1 Setup

The used SNN is a 4-layer network, see Figure 5.9. The input layer consists of 784
neurons which all correspond to a single input image pixel. Every neuron in the first
layer is randomly connected to 10 different neurons in the second layer, which consists
of 100 neurons. These neurons are fully connected to the third layer of 50 neurons.
This layer is fully connected to the output layer of 10 neurons. These 10 neurons all
represent one digit.

Figure 5.9: SNN topology for handwritten digit recognition.

Because only 160 of the SNN’s neurons have incoming connections and therefore
need synapses, the topology can fit 7.2 times in the architecture from Section 5.1 with
1152 neurons. So the SNN is replicated 6 times to mimic a fully utilised system. This
leads to the following

Table 5.12: Handwriting SNN mapping results

Total LUT size 1.02 Mb
Memory per connection 12.7 bits
Synaptic activation concurrency 7.2

Spike input data is generated by an external SNN simulator that was also used to
train the network for digit recognition. It is then fed with a Poisson spike input of 100
Hz. The simulator is run and all resulting spikes in the network are captured. This
capture is then used as a spike input for the spike-routing simulator.

5.3.2 Results

The described setup is run for 100ms with a total of 78,522 neural spikes and 1,365,826
synaptic activations. The resulting latency and latency jitter can be found in Fig-
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ure 5.10.

(a) (b)

Figure 5.10: Latency and latency jitter for spikes in handwriting recognition SNN with the
optimised configuration.

The latency and latency jitter are significantly higher than for the previous bench-
marks. The reason for this that there are more neurons spikes in close succession than
in previous tests. A cause for this is that in SNNs neurons can synchronise and fire at
(roughly) the same moment. This effect is not present in the synthetic spike inputs.
Nevertheless, latency jitter never exceeds 1µs and for 99% of the spikes, it is below
520ns.

The same test is also run for the baseline configuration of g = 1, B = 1 and Boffset =
0. These results can be found in Figure 5.11. This clearly shows the effect of the higher
synaptic activation concurrency of the synapse encoding scheme, as both the average
latency and the latency jitter are significantly higher for the baseline configuration.

(a) (b)

Figure 5.11: Latency and latency jitter for spikes in handwriting recognition SNN with the
baseline configuration.
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5.3.3 Power and Area

Using the power and area models from Chapter 3 and the parameters from Table 5.13,
the power consumption and area of the spike-routing architecture is estimated.

Table 5.13: Parameters for power and area estimation.

Ravg 100Hz
Aneuron 100µm2

Asynapse 10µm2

The main consideration from this estimation is the relatively big part of the power
consumption for the Noc routers. So this is the main focus point for reducing overall
power consumption. This can be achieved by either increasing the cluster size (and
decreasing the number of routers) or by trying to reduce an individual router’s static
power consumption.

Furthermore, the area of the spike-routing architecture is 22% of the total system
including the neuro-synaptic array. This means the area is a significant part, but
inclusion on the same die should be feasible.
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Table 5.14: Area and power estimation for implementation in 45 nm.

Cluster (9x)
Area 0.223 mm2

Power 91.2 µW

Neuro-synaptic array
Neurons area 12,800 µm2

Synapses area 163,840 µm2

Total area 176,640 µm2

Local interconnect
Area 4,838 µm2

Power 1.8 µW

LUTs
Area 39,540 µm2

Static power 2.5 µW
Lookup power 14.1 µW

Router
Area 2,251 µm2

Static power 67.7 µW
Dynamic power 5.1 µW

NoC links
Area 15,450 µm2

Power 0.30 µW
Total

Area (excl. neuro-synaptic arrays) 0.44 mm2

Area (incl. neuro-synaptic arrays) 2.0 mm2

Power (excl. neuro-synaptic arrays) 821 µW
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Conclusion 6
The aim of this thesis has been to design a memory-efficient spike-routing architecture
for neuromorphic systems with high synaptic activation concurrency. In Chapter 3
we made a design space exploration. This led to a simplified model of spike-routing
in neuromorphic systems that allows for quick evaluation of design parameters. Fur-
thermore, the design space exploration shows that Hybrid Addressing can be really
memory-efficient and can decrease the load on the NoC in comparison to the other
evaluated schemes. Finally, it shows that clustering can improve power consumption
and the importance of having an efficient synapse encoding scheme.

Chapter 4 described the implementation of a simulation of the spike-routing archi-
tecture described in the previous chapter. It also described several tools for supporting
the simulation flow. In Chapter 5 this simulation was used to evaluate the mapping
process and the spike-routing architecture itself. From these results, it can be concluded
that the proposed synapse encoding scheme can help in improving memory-efficiency
and synaptic activation concurrency. The results also show that the mapping optimi-
sation process has an overall positive effect on mapping performance. The performance
of the spike-routing itself is good. In the tests, spike latency rarely exceeded 1µs and
latency jitter typically stayed below 500ns. Finally, the digit recognition test shows
that the architecture also works well for a real-world application and it confirms the
benefits of using the synapse encoding scheme.

6.1 Future work

Synthesizing for FPGA Current results are only based on modelling and simula-
tion. Synthesizing the SystemC-code for an FPGA could provide a more accurate
performance evaluation.

Variable synapse encoding for different clusters Currently, the assumption is that
all clusters use the same synapse encoding. However, the architecture allows for chang-
ing this on a per cluster basis. Then neurons and synapses can be assigned to the
cluster where their mapping efficiency is highest. This could especially be beneficial if
an irregular connection distribution is used e.g., a layered network with different layer
sizes.

Improve mapping optimisation performance For big SNNs, the mapping optimi-
sation process currently takes a long time. This could be improved by using a heuristic
to determine which change to make in the state instead of making a random mutation.
By doing this, the algorithm can more quickly converge to an optimal solution because
the probability that a mutation positively affects the state energy increases.
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Implement neuro-synaptic array Not having an implementation for the neurons
and synapses, drives the need for a synthetic spike generator. By actually creating
implementations for neurons and synapses in the simulation, simulation results can
become more accurate.

I/O-interface Currently, the only way to get spikes in and out of the system is by
injecting spikes at neurons and read incoming spikes at the synapses. This does not work
for an implementation with an actual neuro-synaptic array. For a practical application,
there should be an I/O-interface that allows sourcing and recording of AER packets.

Packet time-to-live In some rare cases, a spike event might have a way long latency
than average. By adding a timestamp to the packet, it can be tracked how long the
packet has been in the system. If this exceeds the maximum time-to-live (TTL), the
packet is dropped. As long as the fraction of dropped packets is kept low, this does not
have to negatively impact the performance of the SNN.
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LUT content configuration file A
An example of a configuration file for LUT contents:

{
"0": { // cluster number

"L": [
{

"offset": 5,
"length": 23

},
...

],
"S1": [

{
"offset": 7,
"length": 3

},
...

],
"S2": [

{
"cluster_x": 1,
"cluster_y": 0,
"intermediate_address": 33

},
...

],
"D1": [

{
"offset": 11,
"length": 55

},
...

],
"D2": [

{
"column": 9,
"rows": [

{
"set_address": 3,
"activate": "1011",

},
...

],
},
...

],
},
...

}

71


	Abstract
	Acknowledgments
	Introduction
	Problem Statement
	Goals
	Contributions
	Thesis Outline

	Background
	Brain Inspired Computing
	Working of the Brain
	Difference of the brain and traditional pc
	Neural Networks

	Neural Net Topologies
	Feed-Forward Network
	Self-Organizing Map
	Liquid State Machine

	Neuromorphic Hardware
	AER

	State of the Art
	Implementation options
	State of the Art
	Research Gap


	Design Space Exploration
	Architecture Overview
	Neuro-synaptic array
	Clusters

	Design Space
	Input parameters
	Model outputs
	Model Components

	Connectivity
	Connection distribution
	Notation

	Addressing
	Addressing Schemes
	Traffic
	Address Sizes
	Lookup Tables
	Latency

	Synapse Encoding
	Banking
	Column Reuse
	Row Grouping
	Column Address Offsetting
	Combining

	NoC
	Topology
	Link load
	Latency

	Power and Area estimation
	Neuro-synaptic array
	Lookup tables
	Local interconnect
	NoC

	Evaluation
	Clustering
	Addressing
	Synapse Encoding

	Conclusion

	Simulation
	System Overview
	Neuro-synaptic array
	Simulation Flow
	Topology Generation
	Mapping
	LUT Building
	Spike Generation
	Simulator
	Analysis

	Summary

	Performance Evaluation
	Mapping
	Clustering method
	Mapping optimisation
	Banking and Grouping
	Column Offset
	Summary

	Simulation
	Saturation point
	Latency
	Spike rate
	Spike bursts

	Application
	Setup
	Results
	Power and Area


	Conclusion
	Future work

	LUT content configuration file

