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Sensitivity of Train Path Envelopes for
Automatic Train Operation

Ziyulong Wang , Egidio Quaglietta , Maarten Bartholomeus, and Rob M. P. Goverde , Member, IEEE

Abstract— Automatic Train Operation (ATO) aims to enhance
punctuality, energy efficiency, and reliability by automating
driving tasks. Specifically, for mainline railways, an ATO onboard
component generates and tracks optimised train trajectories
based on time targets or windows at critical network locations,
known as timing points, across train routes. These timing points
and their associated constraints are specified in the Train Path
Envelope (TPE), computed to ensure conflict-free operations. The
generation of TPEs relies on dynamic updates of the real-time
traffic plan from the Traffic Management System and real-time
train statuses (e.g., position and speed). Understanding how TPEs
are affected by these updates is essential for effective ATO
deployment. To address this, this paper proposes a sensitivity
analysis using elementary effects of a TPE generation algorithm,
evaluating its response to variations in real-time traffic plans
and train status updates. A real-life case study on a Dutch rail
corridor with heterogeneous traffic reveals that control timing
points can be introduced into the TPE as headways decrease,
to homogenise traffic by aligning speed profiles and thus resolving
conflicts. Timing point locations remain mostly unchanged, while
their associated time windows become more sensitive when placed
further along the route. Operational tolerance, which defines
the latest conflict-free passing time, becomes more sensitive to
headway changes and the distance from the previous stop.

Index Terms— Automatic train operation, traffic management
system, train path envelope, sensitivity analysis.

I. INTRODUCTION

AUTOMATIC Train Operation (ATO) aims at assisting
or automating train driving tasks to improve running

time reliability, energy efficiency and punctuality. While ATO
is widely implemented in urban and metro railways with
predefined train trajectories or coasting strategies [1], this
study focuses on ATO in mainline railways. In this context, the
ATO onboard component generates and tracks optimised train
trajectories, adhering to arrival, departure, or passing times
at specific locations known as Timing Points (TPs) [2], [3].
Previous work has proposed to use critical network locations as
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TPs to determine their time windows, which constitute a Train
Path Envelope (TPE) that serves as constraints for generating
each train’s conflict-free trajectory [4], [5]. In this paper,
conflict-free operation refers to the absence of blocking time
overlaps between successive trains, ensuring that movement
authorities can be extended without triggering braking or
restrictive signalling [6].

The TPE is aligned with the Real-Time Traffic Plan (RTTP)
from the Traffic Management System (TMS), which specifies
train routes with reference locations and times and may incor-
porate rescheduling decisions such as retiming, reordering,
and rerouting [7], [8]. The TMS dynamically maintains a
conflict-free RTTP through proactive conflict detection and
resolution, which is then translated into train-level trajectory
constraints through the TPE computation, while the RTTP is
also used for route setting and informing all other actors to
guarantee an aligned coordination between train operations
and traffic control. Real-time train statuses are also utilised to
compute an effective TPE, ensuring its adaptability to evolving
conditions.

Dynamic changes in RTTP updates and train status reports
can affect the TPE, introducing fluctuations to the train trajec-
tory generation constraints used by ATO onboard algorithms.
Such variability may lead to infeasible trajectories or uncom-
fortable changes in train driving regimes, particularly when
planning assumptions no longer hold. However, the sensitivity
of TPEs to variations in RTTP updates and train statuses has
not been studied yet in the literature.

To address this gap, this paper performs a sensitivity
analysis using elementary effects [9] of the TPE compu-
tation under varying operational inputs at the short-term
operational planning level, as part of the Europe’s Rail
FP1-MOTIONAL project [5]. These inputs include RTTP
variations, represented by planned headway adjustments, and
train status changes, reflected through speed and position
updates. The analysis quantifies the importance of these inputs
and the extent to which their variations influence the computed
TPs and their associated time targets or timing windows
along the train route. This form of sensitivity analysis sup-
ports early-stage evaluation of operational robustness prior to
closed-loop microscopic simulation or integration testing [10],
and helps guide the alignment between discrete-event-based
traffic management and continuous-speed-based train control.
The contributions of this paper are threefold:

• Proposing a sensitivity analysis using elementary effects
to quantify the impact of planned headways from the
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RTTP and updates in train statuses on the locations and
time windows of timing points from the TPE generation;

• Applying the proposed method to a real-life case study on
a Dutch rail corridor with heterogeneous traffic, demon-
strating the effects of headway and status variability on
TPE feasibility and responsiveness;

• Identifying when the TPE can effectively resolve conflicts
via speed adjustment alone, and when replanning from the
TMS is needed to maintain conflict-free operations.

The remainder of this paper is structured as follows: we
provide a literature review in Section II followed by the
methodology in Section III. Then, we present and discuss the
results in Section IV. Finally, Section V concludes the paper.

II. LITERATURE REVIEW

A. Automatic Train Operation

ATO can partially or totally automate train driving func-
tions. Five Grades of Automation (GoA) for ATO are defined
in [11], ranging from manual on-sight driving (GoA 0) to
fully unattended driving (GoA 4). From ATO GoA 2 onwards,
train traction and braking commands are automated between
successive stops for improvements in schedule adherence,
capacity, energy efficiency and cost effectiveness compared
to manual driving behaviour [1]. While ATO has been widely
adopted in metro systems, its implementation remains largely
conceptual for mainline railways with linking to a TMS. This
is primarily due to the complexities, such as heterogeneous
rail traffic and complex operating environments [4].

To facilitate the implementation of ATO in mainline rail-
ways, recent advancements have led to technical specifications
of ERTMS/ATO within the European Rail Traffic Manage-
ment System (ERTMS) [2], [3]. Figure 1 illustrates the
ERTMS/ATO reference architecture. Within this architecture,
the European Train Control System (ETCS) onboard, oper-
ating as a safety-critical component, continuously supervises
the ATO onboard using a dynamic speed profile until the
end of the movement authority. The ATO trackside generates
a Journey Profile, which comprises a list of Segment Pro-
files (representing route data), along with TP constraints and
temporary restrictions (e.g., additional speed limitations and
adhesion conditions) [3]. This Journey Profile incorporates
the TPE, thereby guiding the ATO onboard in generating
conflict-free train trajectories while adhering to the current
timetable. Furthermore, the ATO onboard provides the train
status reports back to the ATO trackside, concerning the
position, speed, and estimated arrival time at the upcoming
TPs of a train [2].

The current specifications do not standardise the interaction
between the TMS and ATO, particularly regarding the role
of the ATO trackside. It is not specified which component
computes the conflict-free TPEs. The TPEs may either be
provided by the TMS, with the ATO trackside taking a passive
role in transmitting them to the ATO onboard or actively
generated by the ATO trackside itself before being sent to
the ATO onboard. Besides, the feedback loops from ATO
onboard status reports are also not standardised: the ATO
trackside may either forward these reports to the TMS for

Fig. 1. ERTMS/ATO reference architecture, adapted from [2].

traffic optimisation or use them to re-optimise the TPEs in a
direct loop between the ATO onboard and trackside, enabling
faster control responses. Determining the effective interaction
between RTTP updates and TPE generation, including the nec-
essary feedback mechanisms, is currently under investigation
as part of [5].

B. Related Work to Train Path Envelope

Considerable literature exists on the development of TMS
functions aimed at dynamically computing up-to-date sched-
ules or RTTPs [7], [12], [13], [14]. Despite this, automated
railway traffic conflict detection and resolution are not yet
applied in practice. Consequently, only a few attempts have
been made to link TMS and train operation effectively.

On the one hand, traffic management can be integrated with
train operation. For example, an integrated approach presented
in [15] computes conflict-free train trajectories at the TMS to
derive train trajectory targets for the ATO. Similarly, some
approaches utilise approximate discrete train speed profiles
as a decision variable to jointly compute dispatching and
train control solutions for minimising train delays [16] or
energy consumption [17]. This integration strategy is also
developed in metro operations, where the objective typically
revolves around optimising the energy efficiency of both the
timetable and train operation [18], [19]. Additionally, research
has explored the selection of a suitable speed profile from a
pre-generated set to achieve the same objective [20], [21].

On the other hand, the concept of a TPE is introduced
to provide constraints in the form of time targets or win-
dows at TPs for the train trajectory generation problem [7],
[22]. This TPE defines an envelope around possible train
trajectories, facilitating energy-efficient train operation while
meeting timetable punctuality requirements [23], [24]. How-
ever, TPEs computed for all trains using the given RTTP
may not always ensure conflict-free operations. Therefore,
a timetable constraint set has been proposed to fine-tune the
values of time targets or windows at stations [25], which
was further developed to achieve conflict-free energy-efficient
timetables [26]. Moreover, adding control TPs between stops
can enforce sufficient separation between trains by imposing
time windows that trains must adhere to at these points [27],
[28], [29]. To compute conflict-free TPEs for various trains,
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Fig. 2. Overview of the TPE sensitivity analysis in response to RTTP updates
and train status changes.

Wang et al. [30] developed a method to optimise the locations
of TPs and their associated time windows, facilitating effective
ATO onboard train trajectory generation and execution.

The sensitivity of the TPE with respect to regular updates
of the RTTP and the stochastic evolution of rail traffic condi-
tions over time has not been investigated yet. Understanding
this sensitivity is crucial for identifying critical thresholds in
variations of planned headways within the RTTP, as well as
in train speeds and positions, to avoid infeasible trajectory
generation or uncomfortable driving regime changes executed
by the ATO onboard. This issue is closely tied to practical
challenges in the development of ATO technologies.

III. METHODOLOGY

Based on the identified research gap, this paper inves-
tigates the sensitivity of TPEs in relation to variations in
headways derived from rescheduled event times in the RTTP
at the TMS, as well as dynamic changes in train speeds
and positions based on feedback from train status reports
provided by ATO onboards. An overview of the methodology
is presented in Figure 2 and elaborated in the subsequent
subsections. Section III-A introduces the overall problem of
TPE generation sensitivity. Section III-B explains the TPE
concept and the key computational steps implemented in
the TPE generator, as illustrated in Figure 3. These steps
include input data extraction, step-wise bandwidth blocking
time computation (termed Train Path Slot, TPS) from multiple
feasible trajectories, overlapping blocking time detection and
resolution by determining control TPs and tolerances, and TPE
construction to constrain ATO onboard trajectory generation.
If conflicts cannot be resolved, infeasibility is reported to
the TMS. Sections III-C and III-D describe the influence of
RTTP updates and train status reports, respectively. Finally,
Section III-E presents the sensitivity analysis using elementary
effects to evaluate output variations.

A. Problem Description and Assumptions

This study investigates the sensitivity of TPE computation
to variations in two key input sources, namely planned train

Fig. 3. Overview of the TPE generator.

headways from the RTTP and dynamic train status updates,
including train positions and speeds. The analysis focuses on
how these variations affect the outputs of the TPE generation,
i.e., the computed departure tolerances at scheduled stops,
the time windows at control TPs, and the operational toler-
ances during train operations. Quantifying these sensitivities
provides insights into the feasibility and flexibility of the
generated TPEs under different operational conditions.

The TPE computation aligns discrete-event-based RTTP
updates from the TMS with continuous-speed-based trajectory
generation at the ATO onboard system. Specifically, the TMS
maintains a conflict-free RTTP through proactive conflict
detection and resolution, and the TPE computation translates
this plan into trajectory constraints for the ATO onboard
system at the short-term operational planning level [7]. The
TPE defines a bounded range of feasible train trajectories that
ensure punctual arrival at the next stop, determined by the
earliest and latest trajectories under different driving strategies.

To construct the TPE, we generate multiple feasible train
trajectories under different driving strategies and derive their
corresponding blocking times. The blocking time represents
the exclusive track use, which comprises a setup time, sight
and reaction time, the approach time to the block section,
the running time within the block, the clearing time during
which the train vacates the block over its entire length, and
the release time of the route [31]. The subsequent blocking
times of a train form a blocking time stairway in a time-
distance diagram, while the compression of these stairways for
successive trains determines the infrastructure occupation over
a corridor [31]. This paper focuses on radio-based fixed-block
signalling systems, such as ETCS Level 2 with trackside train
detection [32], but the proposed method can also be applied to
traditional fixed-block multi-aspect signalling or moving block
systems, which all fit the generic blocking time theory.

A conflict occurs when a train reaches its braking curve
indication point, meaning it is too close to a block section
still occupied by a preceding train and therefore must begin
braking [6]. Such conflicts are detected through overlapping
blocking times, which reflect both interlocking rules and
signalling constraints (e.g., ETCS). For train operations to
remain conflict-free, the blocking times of successive trains
must not overlap within the same block section. This sepa-
ration allows the following train to receive timely movement
authority extensions and proceed without unnecessary braking.
Potential blocking time conflicts are resolved by enforcing the
earliest passage times at control TPs for the following train
and adjusting the departure tolerance of the preceding train,
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thereby regulating train speed profiles. These adjustments
result in a discrete set of TPs with associated time constraints,
which together define the TPE and guide conflict-free train
trajectory generation. If the TPE computation cannot resolve
the conflict, the TMS is notified and must compute an updated
RTTP to provide a revised conflict-free plan, e.g., due to
insufficient line headway. Recall from Figure 1 that ETCS
provides safety-critical speed and distance supervision. The
corresponding constraints on train separation are modelled in
the blocking times.

We assume a static computational setting, where the RTTP
and train status reports are available instantaneously. The
TPE is computed once per input configuration, representing
an updated RTTP and train states. This enables a focused
sensitivity analysis on key inputs: line headway, train position,
and train speed. Communication between the ATO onboard
and the ATO trackside occurs via Train-to-Ground, while com-
munication between the TMS and ATO trackside occurs via
Ground-to-Ground. No direct Train-to-Train communication is
involved.

B. Train Path Slot and Train Path Envelope

The TPE generator in Figure 3 implements the computa-
tional steps by considering multiple train driving strategies to
compute the step-wise bandwidth blocking times (i.e., TPS)
and resolving potential blocking time conflicts. This subsection
explains the underlying concepts of TPS and TPE compu-
tation, control TP determination, and tolerance adjustment,
which together enable the construction of a conflict-free TPE.

Typically, TMS algorithms assume a deterministic train
trajectory to (re)schedule the timetable and provide an
RTTP. This RTTP normally contains only target depar-
ture/arrival/passing event times at stations or junctions, which
are adequate to ensure conflict-free train operations. The
(re)scheduling process often involves presuming a Reduced
Maximum Speed (RMS) train driving strategy, where trains
cruise at a constant speed below the track speed limit to meet
the target arrival time [33]. However, a train can follow various
trajectories while satisfying the dynamic equations of motion
and complying with the same target arrival time at its next
stop. One such trajectory is based on the Energy-Efficient
Train Control (EETC), incorporating both cruising and coast-
ing regimes [34], [35]. Overlap(s) in blocking time between
EETC- and RMS-based train paths can occur, requiring addi-
tional control TPs beyond the reference locations and times
provided by the RTTP to resolve the conflicts. A particularly
efficient method to mitigate these overlaps involves optimising
TPs at critical blocks associated with the train trajectories [30].
Specifically, critical block(s) are identified using the timetable
compression method and indicate the block with either the
shortest time between consecutive blocking times or the largest
overlap in case of conflicts [31].

Let p ∈ P denote a train, and
(

pi , p j
)

∈ P2 represent
an ordered successive pair of trains, where pi precedes p j .
A control TP for train p j , denoted as s ∈ Sp j , is assigned at
the entry location sb of a shared critical block section b ∈ Bpi ∩

Bp j . This critical block is defined by the largest blocking time

overlap, cmax
pi ,p j

, between these two trains. The passing time
of train p j at this control TP determines the earliest passage
time at this critical block to avoid a conflict. In response to
the added control TP, a TP Response (TPR) driving strategy
adapts the train speed profile by combining RMS and EETC
profiles. It employs a lower cruising speed to meet the added
control TP and uses the remaining running time supplement
for coasting during the later stages, thereby avoiding conflicts
with other trains (see [30] for more details).

Furthermore, train departures may experience slight delays
within an acceptable tolerance as long as a feasible trajectory
exists for the train to reach its destination by the scheduled
arrival time. This tolerance, derived from the allocated running
time supplement, absorbs minor deviations from the planned
schedule by establishing an upper bound on the train trajec-
tories and enhances the robustness of train paths, provided
there are no blocking time overlaps. The tolerance reaches
its maximum when the train departs late up to the scheduled
running time supplement and adopts the Minimum-Time Train
Control (MTTC) strategy operating as fast as possible [35],
[36], which is termed Shifted MTTC (SMTTC). To determine
the tolerance of the preceding train pi , it is initially set to the
running time supplement and fine-tuned until either there are
no blocking time overlaps or it reduces to zero. The Departure
Tolerance Response (DTR) driving strategy is assumed as an
RMS driving strategy that departs at the updated tolerance and
arrives on time at the next stopping point.

Wang et al. [30] introduced the TPS as a step-wise band-
width that includes the blocking time stairways of selected
train driving strategies, such as RMS, EETC, and, where
feasible, SMTTC, allowing the train to arrive on time at its
destination. The TPS spans between the start of the blocking
time of the earliest train trajectory (until that block) and the
end of the blocking time of the latest train trajectory. We offer
an example with three successive RMS-based blocking time
stairways as in the TMS (re)scheduling algorithms, alongside
the three corresponding initial TPSs integrating RMS and
EETC strategies, as shown in Figure 4 (a) and (b). This
example unfolds along an approximately 50-km-long railway
corridor with varying gradients and speed limits. This illustra-
tion highlights the TPS overlap between the first and second
trains (from bottom to top), requiring tolerance adjustments
and possibly adding a control TP for the second train.

Figure 4 (c) presents the final three successive TPSs with
optimised sets of TPs. It shows that the first train’s tolerance
is zero, the second is reduced from 195 (full running time
supplement) to 141 seconds, and the third remains full. A con-
trol TP with a time window is defined at 30.285 km for the
second train, and the associated time window is calculated
based on the block entry time difference between different
driving strategies. Lastly, the TPs are assembled in a TPE to
be forwarded to the ATO onboard, which adds flexibility to
the ATO onboard train trajectory generation.

C. Train Path Envelopes and TMS Updates

Daily railway operations may deviate from the schedule
due to unforeseen events, e.g., extended running or dwell
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TABLE I
DIFFERENT LINE HEADWAYS AND THEIR ASSUMED DRIVING STRATEGIES

Fig. 4. (a) Example of three successive conflict-free RMS-based blocking
time stairways. (b) Example of three successive initial TPSs with only one
target time and TPS overlaps, integrating RMS and EETC driving strategies.
(c) Example of the three successive final TPSs with optimised sets of TPs.

times. These traffic disturbances are monitored and predicted
by the TMS, namely relatively small path deviations with-
out modifying the resources. If conflicts are detected, the
TMS resolves them and offers an updated RTTP. Various
control measures pertaining to retiming, reordering and rerout-
ing, impact the RTTP by altering scheduled event times,
which also implies adjusting train separation distances and
times. These altered event times will influence the TPE
determination.

In this subsection, line headways corresponding to various
(re)scheduled event times within the RTTP serve as critical
inputs for determining conflict-free train operations. A line
headway is defined as the minimum time interval between
successive train departures at the first station of a corridor that
ensures conflict-free operations over their routes. These line
headways represent potential RTTP variations for successive
train paths, categorised into four boundary types, as sum-
marised in Table I and detailed below.

Let t E,γ

p,b and t L ,γ

p,b denote the running times to block b for
train p according to the earliest and latest train trajectories,
which depend on a specific driving strategy γ , where γ ∈

0 = {RMS, EETC, TPR, SMTTC, DTR, TPS}. In particular,

Fig. 5. Example speed profiles of selected train driving strategies.

the TPS driving strategy is a special case representing a
bundle of selected driving strategies. Figure 5 illustrates the
various speed profiles corresponding to the time-distance
diagrams presented in Figure 4 under identical conditions.
The train trajectory modelling is specific to each train,
accounting for speed limits, gradients, and train-dependent
parameters.

The corresponding start of the blocking time for a train p
at a given block section b ∈ Bp over a designated railway
corridor with multiple stops is represented by:

t E,γ

p,b = t E,γ

p,b − t E,approach,γ

p,b − t E,reaction
p,b − t E,setup

p,b − t E,buffer
p ,

(1)

where t E,approach,γ

p,b denotes the approach time of train p to
block b for the driving strategy γ , t E,reaction

p,b is a constant

parameter representing the ATO reaction time, and t E,setup
p,b

signifies the setup time within block b, depending on whether
the block is on open tracks or in interlocking areas. Fixed
buffer times, denoted as t E,buffer

p at the start and t L ,buffer
p at the

end of the blocking time, may be included to mitigate delay
propagation for timetable robustness and provide tolerance for
train trajectory tracking algorithms.

The corresponding end of the blocking time is given by:

t̄ L ,γ

p,b = t L ,γ

p,b + t L ,run,γ

p,b + t L ,clear,γ
p,b + t L ,release

p,b + t L ,buffer
p ,

(2)

where t L ,run,γ

p,b represents the running time of train p in block

b, and t L ,clear,γ
p,b denotes the time for train p to clear the block
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b based on a specific driving strategy γ . Additionally, t L ,release
p,b

is a constant parameter used to release block b.
The minimum line headway between trains pi and p j

over this corridor for the given train trajectories is given by
the maximum overlap when the successive train paths are
scheduled to depart simultaneously:

h
γi ,γ j
pi ,p j = max

b∈Bpi ∩Bp j

(
t̄ L ,γi
pi ,b − t

E,γ j
p j ,b

)
. (3)

This minimum line headway time is the minimum time
separation between two train paths at the line start, ensuring
conflict-free train operations. The critical block for this train
pair pi , p j where the successive blocking times are closest is
the block b∗

pi ,p j
where the maximum is achieved:

b∗
pi ,p j

= argmax
b∈Bpi ∩Bp j

(
t̄ L ,γi
pi ,b − t

E,γ j
p j ,b

)
. (4)

The critical block does not have to be unique when multiple
blocks are at the same shortest time distance. In the com-
pressed timetable, all blocks other than the critical block(s)
have positive buffer time between the successive trains.

The minimum robust line headway hTPS
pi ,p j

that allows
all assumed driving strategies is termed a TPS headway.
In eqs. (1) to (4), this corresponds to γi = γ j = TPS, where
TPS includes the RMS, EETC and SMTTC driving strategies.
As the line headway decreases, the robustness of the train path
declines due to reduced tolerance. When this tolerance is no
longer feasible, a second nominal driving headway hNom

pi ,p j
is

determined. This nominal driving headway is defined as the
minimum departure interval required for conflict-free opera-
tions when a successive train pair may use various driving
strategies with punctual departure and arrival. In this case, the
SMTTC driving strategy is excluded from the calculations of
the previous instance. Third, the minimum line headway for
the same driving strategy of both trains hγ

pi ,p j is defined as
the interval when a train pair operates under a specific driving
strategy without DTR or TPR. This headway is computed from
eqs. (1) to (4) with γi = γ j ∈ {RMS, EETC, MTTC}. For
completeness, we include the MTTC driving strategy here as
it corresponds to a theoretical minimum line headway based
on an assumed deterministic train trajectory.

The three line headway types mentioned earlier are applica-
ble in undisturbed conditions. However, the TPE can include
extra control TPs with time windows for potentially conflicting
train pairs to avoid conflicts caused by a faster-following train
trajectory. This situation can arise when the following train
applies the EETC driving strategy and accelerates to a higher
cruising speed to optimise coasting phases at later stages.
In this case, the preceding train adheres to nominal driving
strategies with γi = TPS, while the following train follows
the TPR strategy γ j = TPR in eqs. (1) to (4). Without altering
the scheduled departure and arrival times of a train pair, the
minimum TPR headway hTPS, TPR

pi ,p j is computed by determining
the latest permissible passage time of the following train at the
critical block to ensure conflict-free operations. If the actual
headway is shorter than the TPR headway, indicating that the
interval between trains is insufficient to resolve the conflict,

then the TMS must provide an updated RTTP. In this case,
the TPE computation cannot determine a feasible set of train
trajectory generation constraints.

D. Train Path Envelopes and Train Status Updates

During operations, the ATO onboard sends train status
reports, which are used to optimise or adjust the TPE or the
RTTP if the TPE cannot be respected. These reports include
the current time t , location x p,t , speed vp,t , and estimated
time of arrival at the next TP, tp,σp , where σp = σp(x p,t )

returns the next TP with a time target after the current loca-
tion x p,t . This information is represented as a measurement
vector âp,t :

âp,t =
[
t, x p,t , vp,t , tp,σp

]T
. (5)

Given the known initial and terminal states of the train,
including its start and end times and locations, train trajec-
tories can be computed for both before and after the current
position, namely the realised and expected trajectories. The
realised train trajectory leads to realised blocking times up
to (but excluding) the current block section b(x p,t ), denoted
by superscript r , as [t E,r

p,b′ , t̄ L ,r
p,b′ ] for blocks b′

∈ Br
p(x p,t ),

where Br
p(x p,t ) =

{
b′

∈ Bp | sb′ ∈ [0, b(x p,t ))
}
. Here, b(x)

is defined as a function that maps a position x to the
corresponding block section containing that position. The
expected TPS represents the range of blocking times for
blocks in the upcoming route of the train, represented by
[t E,TPS

p,b , t̄ L ,TPS
p,b ] for blocks b ∈ Be

p(x p,t ), where Be
p(x p,t ) ={

b ∈ Bp | sb ∈ (b(x p,t ), b(σp(x p,t ))]
}
. This expected TPS is

derived using RMS, EETC, and operational tolerance response
driving strategies (described below), reflecting the possible
behaviour of the train in the future based on its current position
and speed. Upon receiving a measurement within a specific
block section, we define the realised blocking time start as
the lower contour and the expected TPS end as the upper
contour of the current block section, i.e., [t E,r

p,b(x p,t )
, t̄ L ,TPS

p,b(x p,t )
].

This representation captures the infrastructure occupation
status, combining the actual movement of the train to its
current position with the expected range of blocking times
ahead.

To compute the operational tolerance response driving
strategy, we assume that the train applies maximum traction
promptly upon sending the latest measurement, if applicable,
and operates at the maximum feasible speed for the remainder
of the journey. As a result of this driving strategy, the train
would arrive early, denoted as t ′p,σp

, compared to the origi-
nally estimated time of arrival tp,σp . The difference between
these two arrival times constitutes the operational tolerance,
denoted as dp,t = tp,σp − t ′p,σp

. This tolerance is used to
shift the response driving strategy upon sending the latest
measurement such that the scheduled arrival time can be
met. The operational tolerance defines the latest permissible
passing time at the moment the preceding train status report
is received without inducing blocking time conflicts. It con-
strains the feasible train trajectories from that point onward
and serves as an upper bound for ATO onboard trajectory
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generation, supporting cruising speed regulation and coasting
adjustments.

Information on realised blocking times and expected TPSs
within a railway traffic corridor is denoted as T̃PSp(t) and
used for the dynamic generation and adjustment of the TPE.
Due to potential asynchronicity in transmitting status reports
from each train, previously expected TPSs remain valid until
updated. The information T̃PSp(t) is hence given by:

T̃PSp(t) =

{{[
t E,r
p,b′ , t̄ L ,r

p,b′

]
, b′

∈ Br
p(x p,t )

}
,{[

t E,r
p,b(x p,t )

, t̄ L ,TPS
p,b(x p,t )

]}
,{[

t E,TPS
p,b , t̄ L ,TPS

p,b

]
, b ∈ Be

p(x p,t )
}}

. (6)

The TPE generation algorithm is re-executed upon receiving
a new train status report or at regular intervals, to identify
additional required control TPs, fine-tune tolerances or adjust
previously determined TPE to enhance train operations. Any
newly added control TPs are positioned downstream after
the current block. The associated critical blocks must be
assessed to determine if sufficient distance is available to
incorporate them and enable the TPR driving strategy. Initially
determined TPEs with fine-tuned tolerances or control TPs can
be relaxed or adjusted if no or less TPS overlap is detected.
This adjustment can improve flexibility in train operations and
enhance energy efficiency. For example, cruising at a higher
speed and extending coasting can be achieved by expanding
or removing the time window constraint at a control TP.

E. Sensitivity Analysis Using Elementary Effects

Tightly (re)scheduled times within the RTTP may not
always yield a feasible TPS headway, while variability in
train behaviour, as reflected in status reports from the ATO
onboard, impacts the flexibility needed to adopt driving strate-
gies that meet the objectives of the railway undertakings,
such as passenger comfort and energy efficiency. The dynamic
evolution of rescheduling measures at the TMS, combined
with realised and expected train trajectories and corresponding
track occupations, highlights the need to evaluate their effects
on generating conflict-free TPEs.

Our sensitivity analysis uses an approach based on the con-
cept of elementary effects, which capture those changes in an
output solely due to changes in a particular input, as introduced
in [9]. This method evaluates the sensitivity of the model out-
put to variations in individual input factors by systematically
isolating and varying them over their entire feasible range.
This approach requires no assumptions on input sparsity,
output monotonicity, or smooth functional approximations,
making it suitable for the multi-stage, optimisation-based TPE
generator.

Consider a function f (x) with n input factors, represented as
a vector x = (x1, x2, . . . , xn). The elementary effect Ei of an
input factor xi is calculated by changing xi with a defined step
1i while holding other factors fixed. The method evaluates
ni + 1 evenly spaced sample points within the specified range

[xi , x̄i ], where the step size is given by 1i = (x̄i − xi )/ni .
These sample points xi, j are generated along the trajectory
as xi, j = xi + ( j − 1) · 1i , where j = 1, 2, . . . , ni ,
representing the positions of xi at which its sensitivity is
evaluated. The first elementary effect Ei,1 represents the initial
change at j = 1, while the general j-th elementary effect Ei, j
describes the sensitivity at any subsequent j in the parameter
space of xi . The elementary effect Ei, j at each point xi, j is
calculated as:

Ei, j =

f (x1, . . . , xi−1, xi, j + 1i , xi+1, . . . , xn)

− f (x1, . . . , xi−1, xi, j , xi+1, . . . , xn)

1i
, (7)

which represents the gradient of function f at xi, j over
the interval defined by the step 1i . Since each elementary
effect requires two adjacent points, the maximum number
of elementary effects for each parameter is constrained to
ni . By evaluating each sample point xi, j along a trajectory,
we can obtain a distribution of elementary effects, capturing
the variability in the sensitivity of f to changes in xi .
For each input factor xi , we calculate the mean effect µi ,
and the standard deviation σi , which serve as sensitivity
indices to quantify the influence of changes in elementary
effects Ei :

µi =
1
ni

ni∑
j=1

Ei, j , (8)

σi =

√√√√ 1
ni − 1

ni∑
j=1

(
Ei, j − µi

)2
. (9)

These indices capture the average impact and variability of
the influence of each factor on the model output, respectively.
A higher mean effect µi indicates that an input consistently
and strongly influences the output. In contrast, a higher
standard deviation σi implies that the effect of the input
varies across the input space, often due to nonlinearities or
interactions. These indices jointly characterise the importance
and behaviour of each input with respect to the model output.
Algorithm 1 summarises the computational steps involved in
performing the sensitivity analysis using elementary effects.

We begin by analysing the input space of the TPE com-
putation and identifying the most influential factors, i.e., line
headway, train position, and train speed. These inputs are then
varied in a controlled manner to explore their impact through
sensitivity analysis. In our sensitivity analysis, we focus
on three TPE model output functions f , corresponding to
departure tolerance, the placement of a control TP with its
associated time window, and the operational tolerance as
defined below. Since a control TP is only generated under
sufficiently small headways, these functions are treated sepa-
rately, each defined over a different headway range.

The first function f1(h) denotes the tolerance at departure,
which depends only on the line headway h. When the headway
between two trains is sufficiently large, f1(h) alone constitutes
the TPE in the form of a departure tolerance. However, when
f1(h) is zero, an additional time constraint at a control TP
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Algorithm 1 Sensitivity Analysis Using Elementary
Effects for TPE Computation
Input: A scalar-valued TPE model output f (x);
Input factors x = (x1, x2, . . . , xn) with respective bounds
[xi , x̄i ]

Output: Sensitivity indices (mean effect µi , standard
deviation σi ) for each input factor xi

for each input factor xi do
Generate ni + 1 evenly spaced sample points xi, j in
range [xi , x̄i ] with step size 1i = (x̄i − xi )/ni ;
for each point xi, j do

Compute elementary effect Ei, j using eq. (7);
Compute mean sensitivity index µi using eq. (8);
Compute standard deviation sensitivity index σi using
eq. (9);

return µi , σi for all i

may become necessary. The second function f2(h) represents
the time window at an introduced control TP, which also
depends on the line headway h, and is defined over the range of
headway values for which f1(h) = 0, i.e., when the departure
tolerance is determined to be zero and the blocking time
conflict remains, requiring an additional constraint at a control
TP. For both f1(h) and f2(h), the input factor h is bounded
by the minimum and the maximum headway values derived
from the RTTP for a specific train pair.

The range between the TPS headway and the nominal
driving headway, and the range between the nominal driving
headway and the TPR headway, define the feasible adjustment
ranges for the departure tolerance of the preceding train and
the time window at the control TP for the following train,
respectively. The sensitivity indices provide insight into the
responsiveness of the computed departure tolerance and time
window to headway changes, particularly in relation to the
spatial positioning of TPs. A low mean effect µh indicates
that headway has limited overall influence on the TPE model
outputs, while a low standard deviation σh suggests that
this influence remains consistent across different headway
values.

The third function f3(h, x, v) represents the operational
tolerance during a train run and is a function of line headway
h, position x and speed v. Given the interdependence of
time, speed, and distance in trajectory generation, speed v is
chosen as the input factor to quantify variations in operational
tolerance, while h and x define the traffic scenario and the
measurement location. Adjustments to speed v are applied
within the permissible range set by the original TPE at the
selected position x and headway h. These adjustments are
constrained by the minimum and maximum speeds of the
selected train trajectories within the original TPE.

The sensitivity indices for operational tolerance indicate
how variations in speed, headway, or position affect the flexi-
bility available during train operation. A high mean effect µv

reflects a strong and consistent influence of speed across dif-
ferent positions and headways, while a high standard deviation

σv suggests that this influence depends on the specific traffic
scenario. The results inform where trains may require closer
adherence to reference trajectories, or where greater driving
flexibility is possible. They also support identifying locations
requiring additional buffer times or upstream traffic measures.
Although not direct TMS or ATO commands, these indices
reflect the dynamic use of the running time supplement.

IV. CASE STUDY AND RESULTS

A. Case Study Description

Our case study is conducted on a Dutch rail corridor,
spanning 22 kilometres between Breda (Bd) and Tilburg (Tb)
stations. This corridor includes intermediate stations Gilze-
Rijen (Gz), Tilburg Reeshof (Tbr), and Tilburg Universiteit
(Tbu). The maximum corridor speed limit is 140 km/h.

The case study assumes ETCS Level 2 with fixed blocks,
which provides continuous supervision of speed and brak-
ing curves [32]. Key parameters are configured as follows:
t release
p,b = 2 s, t reaction

p,b = 1 s, t setup
p,b = 1 s (for open track

segments), or t setup
p,b = 6 × number of switches in seconds

(in station areas or junctions), and t E,buffer
p = t L ,buffer

p = 10 s
(added to the TPS lower and upper contours for the original
timetable but not in the following sensitivity analyses).

In a periodic schedule with half an hour cycle time between
stations Bd and Tb, two freight (FR) trains and three passenger
trains are modelled. Among these, there is one Sprinter (SPR)
train (i.e., local train) that stops at every station, alongside two
Intercity (IC) trains that only serve stations Bd and Tb. The FR
trains pass station Bd at 0.5 min and 14 min, while the SPR
train departs from station Bd to Tb at 23 min. Additionally,
the two IC trains depart from station Bd at 8 and 20 min. The
service braking rates of IC, SPR and FR trains are −0.8 m/s2,
−0.66 m/s2, and −0.5 m/s2 respectively.

The initial and optimised TPSs for the original timetable in
the Breda-Tilburg corridor are depicted in Figure 6 (a) and (b).
The TPS overlaps are identified between the IC departing at
20 min and the SPR departing at 23 min from station Bd,
with a maximum overlap of 102 s, as highlighted by the red
overlaps in Figure 6 (a). This overlap can be resolved by
adjusting the tolerance of the preceding IC train at station Bd
to 50 s without the need for additional control TPs, as shown
in Figure 6 (b).

B. Train Path Envelope Sensitivity to TMS Updates

The first sensitivity analysis examines the relationship
between the (re)planned line headways at station Bd from
a potentially updated RTTP and the TPEs across all possi-
ble train pairs in the case study. All permutations of three
representative train types are tested, independent of the orig-
inal timetable sequence, covering distinct line headways for
each pair. Headway values are computed as described in
the methodology (Table II), and sensitivity is evaluated at
departure stations and control TPs. The analysis spans the
full headway range in 3 s intervals, and the resulting indices
for tolerance and time window adjustments are presented
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Fig. 6. (a) Initial (top) and (b) optimised TPSs (bottom) for the original
timetable in the Breda-Tilburg corridor.

TABLE II
COMPUTED LINE HEADWAYS [S] FOR ALL POSSIBLE TRAIN PAIRS

in Table III and Table IV. Cells marked with dashes (–)
denote cases where control TPs are inapplicable due to critical
blocks occurring at or near the next scheduled stop. For
train pairs with two indices, multiple tolerances or time win-
dows are computed, with further explanation provided below.
Figure 7 visualises the relationship between headway and the
departure tolerance for the preceding train (solid lines) and
the time window at the control TP for the following train
(dashed lines).

Considering heterogeneous train pairs, especially where a
faster train follows a slower one, we observe that the resulting
headway tends to be larger due to the running time differences
between trains. This phenomenon is particularly notable when
SPR trains precede in a train pair, owing to their extended
time-distance train path with multiple intermediate stops.
In such cases, the critical block of a train pair occurs at or
close to the next scheduled stop, resulting in the TPR headway
coinciding with the nominal headway. This is also seen in the
FR-SPR train pair, where the critical block is located at station

TABLE III
SENSITIVITY ANALYSIS OF TOLERANCE AT ATO TIMING POINTS ON THE

HEADWAY GRID FOR CASE STUDY TRAIN PAIRS

TABLE IV
SENSITIVITY ANALYSIS OF TIME WINDOW AT ATO CONTROL TIMING

POINTS ON THE HEADWAY GRID FOR CASE STUDY TRAIN PAIRS

Fig. 7. Relationship between headway and tolerance for the preceding train
(solid line) and headway and time window at the control timing point (dashed
line) for the following train across all train pairs in the case study.

Gz. In these instances, it is not possible to utilise a control TP
to resolve the train path conflicts.

Heterogeneous train pairs, where SPR or FR precedes,
exhibit higher mean sensitivity indices (µh) for departure toler-
ance adjustments, indicating that headway has a consistently
strong influence on train pairs where slower trains precede.
In such cases, the impact on departure tolerance can be twice
as large or more compared to the reverse sequence. This effect
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is particularly pronounced when the conflicting block lies
beyond the halfway point of the corridor from the previous
stop. For SPR trains, shorter inter-stop distances and limited
running time supplements further constrain tolerance adjust-
ments. The passing pattern of FR trains also amplifies this
effect, requiring larger adjustments to maintain a conflict-free
upper contour in the TPS under the DTR strategy. The SPR-FR
pair shows the highest mean effect (µh = 5.00), reflecting a
steep and consistent increase in departure tolerance adjust-
ments as headway decreases, consistent with the pronounced
slope in Figure 7 (second orange line from the right).

In contrast, train pairs with an IC preceding typically exhibit
lower mean sensitivity indices (µh), as conflicts occur earlier
in the corridor and the longer scheduled running times allow
more flexibility to absorb headway variations through small
tolerance changes. Low mean sensitivity indices (µh) are also
observed for homogeneous train pairs. In particular, in the
SPR-SPR pair, reducing the headway from 213 s to 210 s
requires fine-tuning tolerances at both stations Tbr and Tbu.

The IC-IC pair, however, is a notable exception, exhibiting
a distinct slope change midway through the headway range
(around 3.2 min), as shown by the purple line in Figure 7.
This shift corresponds to a rise in the standard deviation (σh),
indicating that the influence of headway on the departure
tolerance becomes more variable across the headway range.
This behaviour arises from the DTR strategy, where reducing
cruising speed prolongs running and clearing times while
shortening the approach time compared to SMTTC. As a
result, the blocking time overlap shifts beyond the midpoint
of the corridor (12,471 m), requiring larger adjustments.

For the time window sensitivity at control TPs, heteroge-
neous train pairs, such as IC-SPR and IC-FR, exhibit lower
mean sensitivity indices (µh) compared to homogeneous pairs.
This is primarily because control TPs are introduced earlier
along the corridor, allowing more flexibility in the form of
running time supplements. For instance, the control TP is
located at 1,929 m for the following SPR and FR trains in
the IC-SPR and IC-FR pairs, respectively, whereas it appears
much later at 14,248 m for the IC-IC pair. Time window
sensitivity increases at later TPs due to longer travel distances
and less remaining running time supplement. For example,
the control TP at 16,027 m exhibits a higher µh than those
placed earlier. Notably, when the headway is reduced from
153 s to 150 s for the FR-FR train pair, two control TPs are
introduced simultaneously to maintain conflict-free operation.
When an SPR train leads, the critical block often coincides
with a scheduled stop, making it infeasible to define control
TPs for resolving conflicts through speed adjustment.

Figure 7 highlights a sudden drop in the time window for
the FR-FR train pair at 6,817 m (dashed turquoise line). This
deviation occurs because the first control TP requires substan-
tial adjustment from the original passing time computed using
the EETC strategy. As the train already passes later at the first
control TP, the time window adjustment at the second becomes
comparatively smaller. However, the standard deviation of the
sensitivity index at 16,027 m (σh = 1.02) is significantly
higher than at 6,817 m (σh = 0.11), indicating that the effect of
headway on the time window at the second TP is influenced by

nonlinearities or interactions between the two control TPs and
the degree of headway variation. Consequently, the difference
between the original and adjusted time windows at the first
and second control points is pronounced.

Overall, adjustments for departure tolerances and time win-
dows show a decreasing trend as headway is reduced. The
mean effect µh on time window is generally lower than on
departure tolerance, reflecting the narrower adjustment range
under the TPR strategy. This strategy maintains a steady
cruising speed up to the control TP to avoid conflicts, while the
remaining running time supplement is used for EETC driving.
In contrast, the DTR strategy uses the running time supplement
by lowering cruising speeds between stops, enabling broader
tolerance adjustments with stronger influence.

C. Train Path Envelope Sensitivity to Train Status Updates

The second sensitivity analysis investigates a case study
featuring the IC train departing at 20 min and the SPR train at
23 min in the original timetable, which showed TPS overlaps
(recall Figure 6 (a)). The scheduled headway of 180 s is
reduced to 150 s and 120 s to evaluate its impact on the
TPEs of both trains. The analysis examines various cruising
speeds of the IC train within the bounds of the original TPE,
considering distances of 5 km, 10 km, and 15 km, based
on its scheduled running time of 810 s between stations Bd
and Tb. Train speed is incrementally increased by 5 km/h,
ranging from 103.48 km/h (RMS) to 134.40 km/h (SMTTC)
at 5 km, from 103.48 km/h (RMS) to 140 km/h (SMTTC)
at 10 km, and from 101.20 km/h (EETC) to 140 km/h
(SMTTC) at 15 km. The resulting sensitivity indices, presented
in Table V, quantify the impact of speed changes on the
operational tolerance of the IC train at each distance and
headway.

The results show that when the headway is above the
nominal driving headway between these two trains (in this
case, 117 s) and the preceding train stays within the original
TPE, there is no need to introduce control TPs for the
following train. In general, the tolerance at specific points
increases with higher cruising speeds to that point, as a greater
portion of the running time supplement remains available for
operational adjustments. This enables ATO onboard systems to
adopt EETC with coasting while respecting the conflict-free
operation constraints. Additionally, larger headways offer a
larger buffer between trains, further increasing the robustness.

Nevertheless, TPS overlaps between trains impose a toler-
ance limit for conflict-free operations. For example, under a
150-second headway, the tolerance stabilises at 62.48 s for
speeds from 115 km/h at 5 km and 120.58 s for speeds from
130 km/h at 10 km. Figure 8 illustrates that increasing speed
beyond certain thresholds does not yield a higher tolerance due
to TPS constraints, as shown by the impact of a status report
speed of 120 km/h at 10 km under a 150-second headway.

In conflict-free scenarios, such as those at 15 km, oper-
ational tolerance remains consistent when the running time
supplement is fully utilised, with the MTTC strategy starting
at the computed tolerance and arriving at the next target time.
By contrast, when conflicts are consistently present or absent
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TABLE V
SENSITIVITY ANALYSIS OF ATO TIMING POINTS FOR THE IC-SPR TRAIN PAIR AT VARYING HEADWAYS AND DISTANCES

Fig. 8. Comparison of the original and operational TPSs for the preceding
IC train, alongside the original TPS for the following SPR train, with a
150-second headway and a status report sent at 120 km/h at 10 km.

across headways and the running time supplement is not fully
consumed, the difference in operational tolerance corresponds
to the headway difference, for instance, at 5 km with a speed
of 105 km/h. Slight variations in operational tolerance also
arise from applying the tolerance response strategy as an
RMS driving strategy, where arrival time deviations in the
computation process lead to minor differences in the results.

The sensitivity indices reveal that operational tolerance is
less affected by speed variations when the train is closer to
its previous stop (e.g., at 5 km), where only a small portion
of the running time has elapsed and speed deviations have
limited opportunity to accumulate. This is reflected by low
mean (µv) and standard deviation (σv), indicating limited
influence and a consistent response. In such cases, operational
tolerance is smaller, and maintaining a speed profile close
to the reference trajectory is critical to remain within the
TPE. At greater distances (e.g., 10 km and 15 km), speed
deviations accumulate more significantly, increasing both µv

and σv , and indicating stronger and more input-dependent
effects. These findings confirm and extend the headway-based
analysis, where operational tolerance becomes more sensitive
at greater distances and responds more strongly to changes
in headway and speed. Although greater tolerance allows for
more flexibility in applying energy-efficient strategies such
as coasting, it also reflects a higher responsiveness to input
variation. In such situations, onboard speed regulation using
the TPE may be insufficient, and an RTTP update from the
TMS may be required to maintain conflict-free operation.

While the sensitivity indices provide insights into the
responsiveness of TPE generation against input variations,
their absolute values are mainly meaningful within the same
TPE model output and infrastructure segment. The departure
tolerance, the time window at control TPs, and the operational
tolerance all represent time-based flexibility in relation to the
allocated running time supplement along the train route but
serve distinct operational purposes. Consequently, although
the sensitivity analysis enables cross-line measurement for
a specific model output, comparison across different model
outputs requires contextual interpretation.

V. CONCLUSION

This study investigated the sensitivity of the Train Path
Envelope (TPE) for Automatic Train Operation (ATO) to
variations in real-time traffic plans and train status report
updates. The TPE comprises time targets or windows at
relevant locations along train routes, serving as constraints for
conflict-free train trajectory generation by the ATO onboard.
A sensitivity analysis using elementary effects was proposed
to evaluate how variations in planned headways within the
RTTP and reported train speeds and positions influence the
computation of conflict-free TPEs.

The analysis showed that while the spatial structure of
the TPE remains unchanged under reduced headways, the
associated time windows become increasingly constrained,
particularly for heterogeneous train pairs with differing run-
ning times and critical blocks positioned further along their
routes. For train status updates, operational tolerance becomes
more sensitive to speed variations as the train moves further
from its previous stop, due to the accumulation of early
speed deviations and a reduction in the available running time
supplement. These findings support reducing infrastructure
occupation by homogenising train trajectories through the
addition of a control TP, which enables shorter line headways
compared to the unrestricted case where departure tolerance is
available. Low sensitivity indices indicate limited input influ-
ence and sufficient onboard driving flexibility through TPE
adjustments. In contrast, high indices reflect larger and poten-
tially nonlinear changes in TPE model outputs in response to
input variations, which may necessitate RTTP updates.

Future research will focus on embedding the TPE generator
within a closed-loop microscopic simulation environment to
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evaluate the dynamic behaviour of TPEs and their interactions
with the TMS and ATO under scenarios involving distur-
bances, disruptions, and human factors.
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