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Success is not final;
failure is not fatal:

It is the courage to continue that counts.

— Winston S. Churchill



MEMRISTOR-BASED ENCRYPTION FOR
FREE-FLOATING NEURAL IMPLANTS

Abstract

The recent advances in the semiconductor industry have given rise to the develop-
ment of highly scalable, wireless and battery-free neural-implant interfaces that enable
brain monitoring and brain stimulation with high spatial and temporal resolution. Such
implants are referred to as Free-Floating Neural Implants (FFNI), as the small size and
untethered communication allow them to be scattered throughout the cortex. Never-
theless, the plethora of proposed interfaces have failed to mention and act against the
potential security implications that may arise in highly-constrained FFNIs even though
the U.S. Food and Drug Administration (FDA) has recently acknowledged the possibil-
ity of short-/long-range attacks on wireless Implantable Medical Devices (IMD). Hence,
in this project, the existing threats in FFNIs are revealed, followed by the proposal of
a memristor-based lightweight security approach to secure intracranial electromagnetic
transmissions whilst considering the anticipated physical limitations of these constrained
topologies. More specifically, a consolidated envisioned system is highlighted for which
a read-only GIFT cipher is implemented. This lightweight encryption block primarily
consists of a One-Transistor-One-Memristor (1T1R) crossbar structure for carrying out
operations such as Substitution, Permutation, and addRoundKey, without destroying the
resistive states and by only performing ‘read’ operations to maintain low power opera-
tion. With a footprint of 0.0034 mm2 the 1T1R-GIFT cipher reaches an average power
and energy consumption of only 60.38 µW and 241.52 pJ, respectively. However, the per-
formance does not exceed a CMOS-based implementation yet, whose footprint is similar
but has roughly half the average power and energy consumption. This can be attributed
mainly to the immaturity of the memristor technology. This work demonstrates that only
after further advancements in memristor logic gates, crossbar topologies and fabrica-
tion processes, highly-constrained FFNIs can fully benefit from the scalable memristor-
based security paradigm.
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1
INTRODUCTION

1.1. MOTIVATION AND PROBLEM STATEMENT
For many years now Implantable Medical Devices (IMD) have existed to aid those with
physical conditions such as heart disease, hearing problems or diabetes. More recently,
implantable neural interfaces have been in development that enable (continuous) brain
monitoring or brain stimulation which can effectively treat illnesses within the mental
spectrum. These implants can perform Deep Brain Stimulation (DBS) that could be de-
ployed effectively for treating Obsessive-Compulsive Disorder (OCD) [1], [2], depression
[3], epilepsy [4], Parkinson’s Disease (PD), dystonia and Essential Tremor (ET) [5]. Next
to that, the development of Brain Computer Interfaces (BCI) may potentially also assist
those that suffer from motor impairment [6].

The continuous advances in the semiconductor industry is slowly allowing the tran-
sition from bulky designs towards miniaturization reaching sub-mm footprints. This
has given rise to new, highly scalable, untethered and battery-free neural interfaces that
are referred to in this thesis as Free-Floating Neural Implants (FFNI). An FFNI system
consists of a group of ultra-small, battery-free implants, also called dust motes, that are
scattered throughout the brain cortex to perform monitoring, stimulation, or both. The
deployed dust motes send (receive) data to (from) the outside world via a wireless com-
munication protocol. The transmissions between the dust motes and an external in-
terrogator (transceiver), can take place directly, or via a transceiver that is embedded
within the body or skull. This results in highly scalable implants that offer a more con-
trollable and larger target area, higher temporal/spatial resolution, and less intrusion of
the brain, providing long-term clinical treatment by omitting the need for frequent sur-
gical removal. These improvements also open the door to more advanced levels of data
gathering, offering clinicians a better view of the functioning of the brain, which in turn
permits better treatment for the patient.

Nevertheless, new technology developments also give rise to new security threats.
Especially in the healthcare domain it is important that the technology stands by the
principles of the CIA (Confidentiality, Integrity, Availability) triad. Even so, healthcare
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and government organizations have been very naive in the past towards the security of
wireless IMDs. It was only in 2013 that the FDA presented guidelines for securing wire-
less IMDs [7], which must be adhered to in order to get into the market. Quite notably,
a commercially available IMD was taken off the market in 2017, after its security was
deemed insufficient [8]. More recently, several researchers have disclosed the possibility
of remote attacks towards commercial wireless IMDs at short-range (10 cm) [9], [10] and
long-range (2 to 5 meters) [11]. The assumption was made that adversaries could (unno-
ticeably) perform public re-play attacks over a relatively short distance of around 10 cm
(e.g., in crowded situations), using only amateur equipment. The FDA considered such
a short-range scenario to be a valid assumption and took it up in the 2021 FDA advisory
[12].

Since the novel FFNIs also belong to the healthcare domain, they must ensure the
same security requirements. However, because this is a relatively new field, it must be
disclosed to what extent security is missing and how to resolve the lack of it, while con-
sidering the imposed heavy footprint constraints of these small implants. Bringing this
to light requires extensive background research and a detailed and iterative design ex-
ploration, which leads us to the research question: What security measure is required
in the highly constrained state-of-the-art free-floating neural implants?

1.2. THESIS SCOPE AND CONTRIBUTIONS
This section introduces the defined scope of this thesis project by numerating the main
objectives, which is followed by a list of the contributions made in this work.

Scope The key objectives of this thesis project are as follows:

i. Provide an overview and taxonomy of the functionalities of FFNIs and an assessment
of the state-of-the-art, which is necessary to better approach these systems from the
security perspective.

ii. Conduct a security survey to identify the potential threats and countermeasures of
FFNIs.

iii. Propose and implement potential countermeasures with the focus on the limita-
tions effectuated by the small footprint of FFNIs.
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Contributions The contributions made in this thesis are:

• A state-of-the-art review of FFNIs, including a detailed taxonomy of such implants
and an envisioned model.

• An extensive security survey related to conventional wireless IMDs and FFNIs, to
identify potential threats and countermeasures.

• A consolidated novel attack tree classification for FFNIs, which is used to design a
security application for the envisioned system.

• The proposal of a consolidated memristive lightweight GIFT cipher for encrypting
communication with a sub-dura transceiver.

1.3. THESIS ORGANISATION
The organisation of this thesis is as follows: Chapter 2 continues with the principles
behind FFNIs, followed by a dissection of the respective workloads that define these
implants, an evaluation of the state-of-the-art with the focus towards present security
measures, and a discussion on their future prospects. This chapter concludes with the
presentation of the envisioned system. Then, in Chapter 3 the existing security threats
in conventional wireless IMDs are discussed, together with their corresponding coun-
termeasures. This is succeeded by an identical evaluation for FFNIs, followed by a com-
posed attack tree which is used to establish the required security measures for the en-
visioned system. In Chapter 4, a memristor-centric security approach is proposed that
is specifically adopted to tackle the highly resource-constrained nature of FFNIs. This
is followed by the cipher design exploration to establish the proper encryption category
and find a potential encryption scheme that is memristor-compatible. After this, the im-
plementation and evaluation process of the memristor-based cipher is detailed in Chap-
ter 5, finishing with future design recommendations. Chapter 6 concludes this work with
a short summary and recommendations for future research.



2
NOVEL NEURAL IMPLANTS

Understanding the scale and orientation of the FFNIs can be a bit confusing. So, to pro-
vide a clearer image of such implants, a collection of different FFNIs, and their respective
topologies, is shown in Figure 2.1. This chapter will discuss the different functional cate-
gories that exist in the present FFNIs. In addition, a taxonomy is proposed that projects the
exact classification, offering a clear overview and understanding which necessary to bet-
ter approach these systems from the security perspective in Chapter 3. After this, the focus
will shift towards existing FFNIs and the assessment of their development state and current
position towards securing the interface. Based hereon, an envisioned model is composed
which will be used as the thesis’ template for which a potential security measure will be
evaluated and built.

Figure 2.1: FFNIs and their topologies within a human brain. The red dust motes and
transceivers communicate by means of Electromagnetism (EM), Ultrasound (US), or

Infrared (IR), through the skull, Dura Mater, and Cerebrospinal Fluid (CSF). Image from
[13].

4
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2.1. TAXONOMY OF FREE-FLOATING NEURAL IMPLANTS
As of now, there are two workloads the FFNIs support, i.e. recording of neuronal brain
activity and stimulation of the brain (nerves). Of course, within those categories there
exist different methods for recording and stimulation, but also power and data trans-
fer. These form a classification under which an FFNI may belong, as discussed in this
section. Based on this classification a taxonomy tree is built, which ultimately may be
expanded or placed under a subcategory of the more conventional wireless IMDs.

2.1.1. RECORDING
When recording brain activity it is important to take into account the application the
recorded data is meant for. Because depending on the recording signal type one would
like to retrieve, the sensing architecture has to be designed accordingly. Besides that,
depending on the signal type a higher or lower level of information can be retrieved.
Neuronal brain activity can be measured due to current flow within tissues and cells.
In the past, intracellular recording was utilized; which retrieves very clear and strong
voltage signals by means of electrodes. Unfortunately, it almost instantly destroys the
neuron due to the penetration of the membrane. Next to that, it is not scalable in chan-
nel count and very difficult to operate [13]. Extracellular signals are formed by synaptic
transmembrane currents, Na+ and Ca2+ potentials, intrinsic membrane oscillations and
ionic voltage fluxes [14]. Within the domain of FFNIs, there currently exist three types
of extracellular electrical recording: electrocorticography (ECoG), Local Field Potential
(LFP) recording, and Action Potential (AP) recording. Recording these signals is less in-
vasive and more scalable. In the field of neuroscience, the AP (recording) is often referred
to as Single-Unit (recording). However, in this work they will be simply referred to as AP
(recording).

ELECTROCORTICOTGRAPHY

Unlike electroencephalography (EEG), ECoG measures electric brain activity from the
surface of the cerebral cortex, bypassing the signal distortion and attenuation caused by
intracranial tissue and bone. It uses closely placed, subdural stainless steel electrodes to
perform referential recording to mitigate distortion and improve the spatial resolution.
Nonetheless, interference from brain activity and crosstalk is still an issue when moni-
toring neural signals from afar [13]. ECoG can never achieve the resolution and strength
of local neural monitoring.

LOCAL FIELD POTENTIAL RECORDING

Deeper within the cortex LFP can be measured. LFP is the accumulated average of mul-
tiple neural signal artifacts. The amplitude of LFP is typically around 0.5-5 mVpp and
it constitutes a low frequency band of 1-250 Hz. Recording LFP minimizes brain tissue
damage compared to intracellular microelectrode recording [13], allowing placements
of more recording sites and thus increasing spatial resolution [14], as opposed to ECoG.
In contrast to APs, LFP measuring has been proven to be more suitable for long and
stable recording [15]. In general, long-term placement of recording sites results in the
generation of scar tissue caused by a "foreign body response". This, in turn, leads to
temporary and spatial averaging of the measured signals and as a result a low-pass filter
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is formed around the electrode. This causes the high frequency components of APs to
become diluted, making them incomprehensible. On the other hand, the low frequency
components of LFPs are retained [15], [16].

ACTION POTENTIALS RECORDING

APs (also called fast action potentials) are known to produce the strongest currents within
the membrane. Due to their short duration they are often referred to as spike activity.
The Na+ spikes contribute to the higher-end frequencies of LFPs and usually have a fre-
quency range of 0.8-10 KHz. The voltage amplitude is smaller compared to that of LFPs,
i.e. 50-500 µVpp [13]. The AP reveals information about cell communication and neural
networks. Moreover, they provide insight into the intracellular dynamics within a brain
[14]. As an LFP is a sum of components it is harder to identify the signal of the corre-
sponding neuron. APs, on the contrary, directly record the activity of a specific neuron.
Hence, APs exhibit a much larger spatial and temporal resolution.

2.1.2. STIMULATING
Majority of the FFNIs that provide stimulation, can do this deep within the brain (DBS).
Alternatives offer stimulation at the surface level, peripheral system or vagus nerve. Stim-
ulation of the vagus nerve is also referred to as VNS. As with recording modules there are
a couple of main categories within the stimulating implant, i.e.: electrical and optical.
Then there are also implants that provide a combination of the two.

ELECTRICAL STIMULATION

Electrical brain stimulation has been known to effectively provide therapy for a number
of disorders and pain treatment [1]–[5]. It does so in a manner that is less intrusive com-
pared to treatments such as lobotomy. The basic idea is to invoke timed current pulses
within the region of interest, thereby triggering (suppressing) wanted (unwanted) be-
haviour of the patient. The stimulation parameters normally consist of repetition rate,
pulse width and amplitude of the current, which enables total control over the desired
therapy. Ideally the stimulating pulses are excited on a time/event basis, using a Closed-
Loop (CL) system. By doing so, the patient receives the proper therapy at the right time
with the right intensity. In cases where neural recording is performed, the same con-
figuration can be utilized to perform stimulation; hence, preventing additional proce-
dures. Typically, current stimulation is preferred. This is because voltage stimulation be-
comes clinically inefficient gradually over time due to the foreign body response which
increases the impedance of the electrodes [17]. The injected charge from constant cur-
rent stimulation is independent from the load impedance, hence it does not lose efficacy
and stays constant. When opting for electrical stimulation, there are a couple of chal-
lenges that must be faced. An implant that enables concurrent stimulation and moni-
toring of neuronal activity, must take into account the stimulation artifacts as these can
distort recorded signals. During stimulation a voltage transient is generated which could
be a lot stronger than neuronal signals [18]. Therefore, selecting the right electrode ma-
terial and pitch of an electrode pair is essential [13]. Another issue that arises with the
downscaling of the size, is the stimulation intensity. The minimum charge for neural
activation is around 10 nC (charge per phase) and due to a smaller form factor a higher
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voltage is required to reach the same stimulation power. This, in return, also increases
the power consumption, which is undesired in these ultra-small-scale implants.

OPTICAL STIMULATION

A relatively new stimulation method has emerged as an alternative to electrical stim-
ulation: optical stimulation, or optogenetics. Optogenetics is a stimulation method
where light, emitted from a Micro-Inorganic Light-Emitting Diode (µ-ILEDs), is used
as a means of neuron control. To do this, the targeted neuron needs to be genetically
engineered for it to become responsive to the light. This is done by injecting the target
neuron with a virus. Once modified, different light sources can control the respective
halorhodopsins and opsins, which are light-gated ion pumps or channels that absorb
light at a certain wavelengths [19]. As a result, APs are immediately fired when turning
on/off the µ-ILEDs. Optogenetic stimulation can be done at a irradiance level of 0.22
mW/mm2 [20]. A major benefit of optogenetics is its increased spatial/temporal reso-
lution and specificity because only the targeted neurons will respond to light stimulus.
Moreover, this will also prevent artifact distortion and any tissue damage to the brain.
Lastly, electrodes are not necessary anymore which completely omits the corresponding
challenges.

Some works in literature argue about relatively lower stimulation intensity of optoge-
netics compared to electrical stimulation, therefore obtaining lower efficacy due to loss
in signal strength [13]. Yet, it has been proven already that high intensity optogenetic ap-
plications can achieve effective and efficient transcranial stimulation; allowing the light
to emit past the skull [20].

2.1.3. POWER AND DATA TRANSFER
The Wireless Power Transfer (WPT) and data telemetry within FFNIs is achieved by means
of Electromagnetism (EM), Ultrasound (US) and Infrared (IR). Depending on the paradigm
used, more depth, spatial resolution and less attenuation may be achieved. The WPT
method applied to an FFNI is typically also used for data telemetry.

ELECTROMAGNETIC TELEMETRY

EM WPT is the most commonly applied method in wireless IMDs and neural implants
because it enables near-field communication and suffers less attenuation across biolog-
ical tissue. As with other applications, the heat induced from EM waves must stay below
the Specific Absorption Rate (SAR) limit of 1.6 W/Kg. This translates to a maximum al-
lowed power density level of 10 mW/cm2 for implants in the human head. In EM two
coils are used, i.e. a receiver (RX) coil and transmission (TX) coil. The TX coil uses an
AC power source to produce an alternating magnetic field. The receiving coil, which is
placed within close proximity, receives the transferred energy from the TX coil when in-
ductively coupled as described by the Maxwell–Faraday equation 2.1. Here, ω denotes
the frequency, B the magnetic field and E the electric field. Figure 2.2 shows a basic
circuit model for an inductive power transfer link.

∇×E =−∂B

∂t
∝ωI (2.1)
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Near field EM is regarded as a robust WPT method due to the relatively large amount
of energy it can transfer at a considerable depth of 10 to 30 mm, suffering little attenu-
ation even across tissue and skull. Nonetheless, when the distance increases, the high
absorption rate of EM rapidly decreases its Power Transfer Efficiency (PTE). Moreover,
the scaling towards sub-mm implants forces the operating frequency and self resonance
frequency of the inductive link to shift towards the high end of the frequency spectrum.
At such high frequencies, the absorption rate in biological tissue is very large, which re-
sults in the substantial reduction of the EM PTE [21]. Furthermore, WPT using EM waves
results in a relatively low PTE (compared to US) due to the lower maximum allowed out-
put power density.

Figure 2.2: Basic schematic of an IPT. Image from [21].

ULTRASOUND TELEMETRY

US-based power/communication links for medical implants have been receiving an in-
creasing amount of attention over the past years due to safety and efficiency reasons. US
communication is established by utilizing ultrasonic waves in combination with trans-
ducers composed of piezoelectric material to send and receive kinetic energy. Piezoelec-
tric material converts this kinetic energy into electrical energy which in turn can be used
to power an implant and vice versa. US-base WPT is considered a favourable alternative
to EM WPT because of its higher PTE and achievable transmission depth: at the same
frequency US has a much shorter wavelength than EM waves; thus, it allows significant
downscaling of transducers, i.e. up to several orders of magnitude. Furthermore, US
powering allows a much lower frequency which results in significantly less power atten-
uation across tissue. Consequently, this enables much deeper in-body penetration and
higher PTE. The FDA has set a higher limit for the power density of US (720 mW/cm2)
due to the significantly lower attenuation in tissue, allowing more intense signals [22].
All in all, US systems are the most efficient when it comes to power transfer. A down-
side of US is that it is sensitive to misalignment of the transducers, causing it to decrease
PTE. On the other hand it has been proven that it is possible to work around this, en-
abling sufficient signal strength for deep brain applications [22], [23]. Next to that, US
suffers from strong power attenuation through the skull; a larger signal frequency re-
sults in higher absorption by the skull, resulting in 65-90% energy loss at the receiving
end [24], [25]. Another consideration of US is that it requires physical contact with the
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target body/patient at high transducer frequencies [22], albeit improving security as dis-
cussed in subsequent chapters. The figure below shows the basic structure of a US-based
power/telemetry link.

Figure 2.3: Schematic of ultrasound link for Neural Dust. Image from [26].

INFRARED TELEMETRY

Near Infrared (NIR) powering utilizes power coming from externally emitted light, by
means of a laser, which is then collected by the RX inside the head to power the implant.
With a photovoltaic cell (also used in solar cells) the absorbed light causes electron exci-
tation to a higher energy state, resulting in electric currents [27]. It is not used very often
in the field of IMDs; yet, it shows potential for recharging implant batteries not only by
laser light, but also sunlight. On top of that, it makes scaling down to the micron level
possible; nonetheless, it is still limited to single channel use [28]. The major downside,
however, is that it attenuates heavily through tissue [13]. Additionally, Moon et al. have
shown that efficacy decreases rapidly after distances of more than 10 mm [29].

N-TIER HYBRID TRANSMISSION

As an alternative to all the above, N-tier power harvesting may be deployed. An N-tier
structure uses N stacked power/data harvesting schemes to bridge the PTE gap created
by tissue and bone attenuation. This allows a neural interface to benefit from the advan-
tages of different harvesting techniques, eliminating some of the respective limitations.
For example, it is known that EM waves have a much higher attenuation rate compared
to US. Consequently they may not be a good fit for DBS etc. US on the other hand, en-
ables much deeper propagation depths, albeit suffering heavy attenuation through skull.
By combining these schemes one could use EM for transcranial transmissions to/from
the outside world, and US for intracranial transmissions to/from the dust motes located
deep within the cortex. Because two transceivers are used in this case, it would be a 2-
tier architecture. Examples of 2-tier and even 3-tier FFNI architectures are illustrated in
Figure 2.1.

2.1.4. UPLINK MODULATION
In the works in literature the uplink and downlink communication is done using Am-
plitude Modulation (AM) methods such as Amplitude Pulse-Width Modulation (PWM),
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Amplitude/Load-Shift Keying (ASK/LSK), On-Off-Keying (OOK), Binary Phase-Shift Key-
ing (BPSK) etc. Because the dust mote is extremely small, modulation is usually done
using passive methods. More specifically, there is no room for active back telemetry us-
ing a dedicated pulse generator, so FFNIs apply a method referred to as backscattering.
Backscatter is created by changing the reflectivity of the incoming EM or US pulse. For
example, by changing the impedance in a piezoelectric crystal, it would resonate the re-
flection according to one of the AM methods. Because no pulse generator is involved, it
is considered passive. The method for backscattering in EM-based links is the same for
US-based links.

2.1.5. TAXONOMY TREE OF FREE-FLOATING NEURAL IMPLANTS
Considering the functionality, WPT, and all the underlying methods used for realization,
a high-level taxonomy tree is composed. Given the fact that FFNIs are still in the midst
of development, there is room for expansion of the taxonomy. For example, Closed-Loop
may become an additional class of the taxonomy, as illustrated in Figure 2.4. Addition-
ally, the taxonomy could be placed under a subcategory of the more conventional wire-
less IMD.
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Figure 2.4: taxonomy tree of the free-floating neural implant. The marked class indicates a future potential expansion of the tree.
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2.2. STATE-OF-THE-ART FREE-FLOATING NEURAL IMPLANTS
With the taxonomy of Section 2.1 as template, this section will brief the State-Of-The-
Art (SOTA) FFNIs. Majority of the research focuses on Deep Brain Monitoring (DBM)
and DBS, but those that target the peripheral neural system will also be considered in
this section. At the end of this section one can find Table 2.1, which summarizes all the
specifics of the SOTA as discussed below. This section is concluded with some thought
on the current SOTA and the consolidated future prospects of the FFNIs.

NEURAL DUST
One of the first works that proposed the idea of a chronically implantable, highly scalable
and free-floating neural interface, was only published in 2013 [30] and has been in de-
velopment ever since [31]. The minds behind this introduce the concept of Neural Dust,
which gets its name from the notion that thousands of µm-scale, independent sensing
nodes (or dust motes), are scattered throughout the human brain; recording deep brain
activity and ultimately performing CL stimulation. As of now, Neural Dust provides sin-
gle channel AP recording at couple of mm depth using US WPT and data telemetry. As
the description suggests, it provides both downlink and uplink communication through
US backscatter. More specifically, Neural Dust only requires to change the reflective pa-
rameters of the piëzoelectric material, modulating the uplink signal such that it contains
the respective data. This enables low-power and scalable design of the dust mote. Both
uplink and downlink happens at 1.85 MHz with a throughput of 0.5 Mbps. Neural dust
assumes a 2-tier communication architecture, consisting of a sub-dura transceiver with
US communication to the dust motes and EM transcranial communication to the ex-
ternal transceiver. Although the goal is to achieve implants of µm-scale, the authors do
point out that current physical limitations in packaging, fabrication and overall mote
size, prevents them from further scaling down of the Neural Dust at this moment [31].

Figure 2.5: Neural Dust. Image from [31].

NIR-BASED RECORDING IMPLANT
In [28] one of the lowest power consuming recording motes is proposed. With a foot-
print of 0.19×0.17 mm2 it produces no more than 0.07 µW on average. This is due to the
fact that this system computes the spiking band power, which is the absolute average
amplitude of a signal within a 300-1000 Hz band. In this case, these signals are APs. By
omitting measurement of all AP trajectories, the bandwidth can be significantly reduced
to 100 Hz which, in return, lowers uplink telemetry power. Furthermore, the extreme
scalability is achieved by the use of NIR for power and data transfer, where an embedded
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LED is used for the uplink communication. Nevertheless, it only allows single-channel
recording and surface recording. NIR uplink telemetry is realized by firing the LED at
a rate proportional to the spiking band power. Because the chip performs feature ex-
traction, some signal filtering is performed during analog signal processing. However,
Digital Signal Processing (DSP) is performed externally. Unlike all other FFNIs, this im-
plementation provides an 8-bit hardwired password to prevent unauthorized program-
ming.

FF-WIOS
In contrast to the previous two, Jia et al. propose a 2-tier mm-sized free-floating DBS
implant, based on optogenetics (FF-WIOS) [32]. The complete architecture (including
transceiver) primarily consists of the FF-WIOS implant, a sub-dermal resonator and a
head stage containing power amplification, an off-the-shelf microcontroller (MCU) and
a battery. The implant has 16 stimulation channels consisting of a 4×4µLED array which
can be activated individually from a remote distance (Bluetooth) via a graphic user inter-
face. The data and power telemetry across the tiers is inductive only. The relative large
resonator enables the placement of multiple motes within the same plane. Figure 2.6
depicts the implant and its placement. The achieved stimulation depth is 100 µm; thus,
only superficial stimulation can be provided. Unlike other FFNIs, FF-WIOS contains CL
power control. More specifically, the digitized, rectified voltage of the dust mote is sent
back to the head stage, using LSK, such that the received power at the implant can be
verified and active stimulation can be confirmed.

Figure 2.6: FF-WIOS in-situ (left). FF-WIOS implant and resonator (right). Images from
retrieved [32].

OPTO-ELECTRICAL STIMULATING MOTE
The work in [33] showcases an implant offering both electrical and optogenetic stimula-
tion targeting the peripheral nervous system. The implant is similar to Neural Dust as it
uses piezoelectric material and US for receiving data and energy harvesting. More specif-
ically, at 1.314 MHz and 0.011 Mbps, stimulation parameters such as current amplitude,
pulse-width and inter-phasic delay are sent from the external transceiver to offer exact
stimulation. To guarantee sufficient charge for the worst-case stimulation parameters,
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a small external capacitor is incorporated. With both the electrical and optical sources
the implant exhibits four stimulation channels. The custom-made IC mainly consists of
power/data recovery blocks and a Finite State Machine (FSM) for stimulation control.

Figure 2.7: The opto-electrical stimulating mote to scale. Image from [33].

SUB-MM3 MULTIMOTE RECORDING NEURAL INTERFACE
Ghanbari et al. propose a passive FFNI which is closely related to Neural Dust, both in
functionality and topology. In addition, their sub-mm3 FFNI is among the first that of-
fers multimote parallel DBM and recording of the vagus nerve with a US-based wireless
link at a depth of 50 mm [23]. This is achieved using a single unfocused US transmitter
and a Code-Division-Multiplexing (CDM) code generated by each implant. This code
is generated by frequency division, using a ripple counter. The modulated uplink sig-
nal is then processed by the external transceiver to extract the corresponding multimote
recordings. The unfocused US transmitter enables higher operating frequencies, result-
ing in a high temporal resolution. Figure 2.8 shows the implants and its IC. Here, one can
also observe the method of multimote parallel uplink telemetry.

Figure 2.8: Scale image of the sub-mm3 FFNI (left) and the corresponding IC (right).
Image sourced from [23].
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ROD-BASED RECORDING DUST MOTE
A fully passive EM powered mote that can capture extremely small APs (20 µV) is pre-
sented in [34]. It does so by penetrating electrode rods into the brain cortex, which may
lead to questioning the intrusiveness of this neural interface. As with similar implants,
the recording signal is sent by means of backscatter; in this case at 2.4 GHz. In contrast
to other solutions, this work utilizes a more traditional antenna setup for the transmis-
sion of power and data. Yet, because of this the resulting architecture also generates a
significantly larger footprint, i.e. 87 mm2.

ENIAC
In the same year as [34] the Encapsulated Neural Interfacing Acquisition Chip (ENIAC)
FFNI was proposed [35]. ENIAC offers 16-channel electric stimulation or ECoG. Since
the implant only utilizes single tier inductive WPT and on-chip electrodes, it can only
monitor and stimulate at the surface of the cortex. The ENIAC chip primarily consists
of 16 Analog-Front-End (AFE) channels, some filtering, a rectifier and an ASK demod-
ulator for the incoming telemetry. The uplink telemetry is set up using the LSK proto-
col. For the downlink, ASK communication configures the desired mode of operation
and/or stimulation parameters. Data reception synchronization is achieved with a 16-
bit ID code which is sent ahead of the Serial Peripheral Interface (SPI) communication
between ENIAC and the external transceiver.

Figure 2.9: The ENIAC FFNI, to scale. Image sourced from [35].
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STIMDUST
StimDust is a small US-based FFNI for precise stimulation of the peripheral nervous sys-
tem. StimDust is similar in architecture to the other US-based FFNIs. However, the stim-
ulating electrode is integrated in a clamp cuff, which assures that the dust mote stays
attached to, for example, the sciatic nerve. This is also illustrated in Figure 2.10. As with
Neural Dust, [22] does not present a design for the linked transceiver. More specifically,
the in-vivo experimental setup uses a PC-powered microcontroller and off-the-shelf US
transmitter with an ASIC for sending stimulation parameters and processing backscat-
ter. The StimDust IC consists of power management, a watchdog-driven FSM, and a
downlink demodulator. Similar to [32], it uses the uplink to indicate whether the im-
plant is stimulating or not. Furthermore, the authors claim an ex-vivo implementation
depth of 70 mm [22].

Figure 2.10: StimDust and its placement. Image retrieved from [22].

MICROBEAD
The Microbead [36] is an ultra-small-footprint wireless surface stimulator that uses a
1.18 GHz EM for downlink communication. The authors claim to have optimized the
wireless inductive link to such an extent that the Figure of Merit (FOM) remains rela-
tively high compared to the SOTA [36]. However, the exact achievable depth and power
consumption information is not disclosed. The Microbead lends its small size from the
simple and compact IC design, consisting only of a voltage regulator and reference, a
charge pump rectifier and an optimized on-chip coil. Furthermore, by means of individ-
ual resonating frequencies of each Microbead, the implants can be addressed separately
using a frequency division protocol (FDMA). Here, the spacing between each Microbead
is 250 MHz which allows the transmitter to address ten different dust motes within the
spectrum of 0.5-3 GHz. Khalifa et al. illustrate how the small mote size makes it possi-
ble to implant it using a small syringe [36]. Figure 2.11 shows the actual size of the dust
mote.

FF-WINER
All the previous discussed FFNIs use a passive method for uplink telemetry. Different
from this is the Free-Floating Wireless Implantable Neural Recording SoC (FF-WINeR)
that uses active back telemetry implemented with 3-layer inductive coupling circuit [37].
The recorded AP signals are digitized and transmitted using TDM data which drives
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Figure 2.11: Scale photograph of the Microbead dust mote. Image from [36].

the impulse generator. Short bursts of EM pulses are then emitted through the 2-tier
communication architecture. The single channel ASIC consists of a power management
block, an AFE, active back telemetry, automatic resonance tuning, a clock generator, a
FSM, a capacitor bank, and a sampler. With a footprint of 1.1 mm2 and low power con-
sumption, it is relatively efficient compared to the other designs. Similar to [34], FF-
WINeR uses a electrode needle, creating an additional depth of approximately 1.2 mm.
Yet, as in [34], the tissue intrusion implications must be considered. Figure 2.12 shows
an image of the actual implant.

Figure 2.12: Photograph of the FF-WINeR implant. Image from [37].

ENGINI
The Empowering Next Generation Implantable Neural Interfaces (ENGINI) dust mote
[16] shows similarities with [34] and [37] in terms of topology. To be more concrete, the
diskform implant is planted on the brain surface with an array of microwire probes pen-
etrating the tissue at different lengths. In total there are eight probes, or in other words,
eight recording channels. Furthermore, uplink telemetry and WPT are realized using a
3-tier architecture: the external transceiver is inductively coupled to a sub-dermal res-
onator, which is transcranially hardwired to the sub-dura resonator, which is then in-
ductively coupled to the ENGINI motes. This is also shown in Figure 2.13. The implant
is aimed at recording LFPs at different depths, with the longest probe reaching the white
matter at 6 mm. Nonetheless, compared to some of the depths claimed by other pro-
posals, this is still shallow [22], [23]. The simplicity of the circuit design allows for a
medium-small footprint of just above 2 mm2. The ASIC consists of capacitors, some
filtering, power management and AFE.
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Figure 2.13: ENGINI implanted in the brain using its 3-tier communication
architecture. Image from [16].

NEUROGRAIN
Neurograin is a 2-tier, inductively coupled, neural interface that is able to autonomously
perform ECoG and surface stimulation with up to 1000 independently addressable dust
motes [38]. However, during in-vivo experiments the total amount of implanted dust
motes was 48. Utilizing a time division multiplexing method (TDMA) a highly distribu-
tive sensing/stimulating system may be realized, ultimately opening the doors for real-
time CL neural interfaces. The authors explain that the TDMA protocol enable sched-
uled and sequential communication to/from the dust motes with just a single carrier fre-
quency (1 GHz), ultimately preventing data collision which further enables high channel
count. The addressing of each separate dust mote relies on the chip’s ID composed by
a PUF; it determines the motes’ transmission time slots within the queue [38]. With the
implant’s spatial resolution, ultra-small size, low power consumption and high channel
count, it may perhaps be considered the most advanced FFNI interface to date. Be that
as it may, the need for deep brain applications may not be answered with this current
solution. Figure 2.14 shows the Neurograin topology, retrieved from [38].

Figure 2.14: The Neurograin scattered on the brain surface and its 2-tier
communication architecture. Image sourced from [38].
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WIOPTND
Another optogenetic solution is the Wireless Optogenetic Nanonetworking Device (WiOptND)
[39], which may be considered as the stimulating counterpart of Neural Dust. As with
other optogenetic implants, this system relies on the genetic modification of neurons to
trigger AP generation. The WiOptND IC is completely analog and consist of a rectifier,
a storage capacitor and a voice operated switch which responds to different resonating
frequencies, ultimately enabling the use of multiple stimulating motes. The piezo el-
ement chosen by the developers is piezoelectric nanowires, unlike the generally used
piezo crystal. The main limitation of this design is the packaging and resonator, causing
a footprint of 10 mm2. Some recommendations are made for the transceiver; however,
an actual implementation is not provided yet. An illustration of WiOptND is shown in
Figure 3.3.

TRANSCRANIAL STIMULATING SUB-DERMAL IMPLANT
Another very advanced optogenetic neural interface is the wireless, sub-dermal, tran-
scranial implant, which has been demonstrated in an in-vivo experiment with freely
moving mice [20]. This interface only uses a downlink for WPT and stimulation program-
ming. Different colours of light can be emitted to exclude neurons or induce different
behaviour. For controlling the µLED on-site an off-the-shelf µMCU is used. Next, the
implant contains an on-chip capacitor bank, a voltage regulator, an on-chip resonator
and the µLED. By placing the mice in a 70× 70 cm experimental arena surrounded by
an antenna, the developers were able to wirelessly control the freely moving mice, in-
dividually. Upon inducing stimulation, behavioural changes were observed in the mice
[20]. Compared to the SOTA this implant has a footprint on the larger side. Neverthe-
less, it may also not be suitable for human DBS as the focus in [20] is more on animal
behavioural studies. Figure 2.15 shows an in-situ illustration of the optogenetic implant.

Figure 2.15: The transcranial optogenetic stimulator and its corresponding placement
on the mouse skull. Image sourced from [20].
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STIMULATING/RECORDING MULTIMOTE INTERFACE
The recently published work in [40] presents a neural implant that enables both record-
ing and stimulation. By utilizing compressive sensing, the required data rate is reduced
which, in return, significantly reduces the average duty-cycled power (1.15 µW). This
eventually leads to a total power consumption of 1.2 mW. Additionally, the system fea-
tures a ring-oscillator PUF to generate device IDs and prevent network collision. As a
result of this, multiple implants may be used concurrently. The current design is missing
onboard processing; this may be implemented in the near future.



Table 2.1: SOTA free-floating neural implants and specifications.

Work Year Stimulation Stimulation method Cortex depth (mm) Recording signal
Power /Data

telemetry
Communication stream

uplink/downlink
No. of channels

rec./stim.
Power (mW)

Total area (mm2)
IC/PCB

[28] 2020 - - <1 AP NIR
Symbol interval modulation /

PWM
1/- 0.00074 0.0323/0.0323

[32] 2019 DBS Optical <1 - EM Backscatter (LSK)/OOK -/16 1 -
[33] 2018 Peripheral Electrical & Optical 105 - US -/ASK-PWM -/4 3 3.58/-

[23] 2019 - - 50 AP US
Backscatter (AM)/

pulse-echo US beam
1/- 0.0377 0.25/3.19

[34] 2017 - - <1 AP EM Backscatter/- 1/- - -/87

[41] 2016 - - 2 AP US
Backscatter/

pulse-echo US beam
1/- 92 -

[35] 2017 Surface Electrical <1 ECoG EM
backscatter (LSK)/

ASK-PWM
16/16 0.145 9/9

[22] 2018 Peripheral Electrical 70 - US
Backscatter (AM)/

TDC∗ -/1 - -/5.89

[36] 2019 Surface Electrical - - EM -/FDMA -/1 - 0.02/0.02
[37] 2018 - - 1.2 AP EM IR-UWB/- 1/- 0.29 1.1/1.1
[16] 2019 - - 6 LFP EM LSK/- 8/- 0.09 2.1/2.1
[38] 2020 DBS Electical <1 ECoG EM BPSK/ASK-PWM 1/1 0.04 0.25/-
[39] 2020 DBS Optical 60 - US - -/1 - 10/10
[20] 2021 DBS Optical 4.8 - EM -/OOK -/2 92 9/-

[40] 2021 Surface Electrical - LFP EM
OOK/
OOK

1/1 1.2 1/-

* Time-to-Digital-Converter.
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2.3. EVALUATING FREE-FLOATING NEURAL IMPLANTS
Taking the above literature research and Table 2.1 into consideration, it may be inferred
that the current development of novel FFNIs is still unsettled. Besides the ability to
record and stimulate, there seems to be missing a concrete consensus on the perfor-
mance requirements, safety standards and the design approach for FFNI interfaces. This
holds for both the dust mote implants and the transceivers. Next to that, majority of the
works do not actually disclose the clinical target application other than claiming that it
could offer treatment for certain neurological disorders. It is understandable that, given
the novelty of this research field, scientists do not keep themselves occupied with those
challenges at this point in time. Yet, they all have one goal in common: Developing a
high spatial/temporal resolution FFNI interface with an ultra-small footprint and ad-
vanced processing workloads. Nonetheless, the numbers summarized in Table 2.1 do
not entail such systems, but merely the individual dust motes. This would imply that fur-
ther expansion of the workload with a transceiver containing blocks such as on-site DSP,
security, a CL function, data logging, and perhaps even learning algorithms [31], would
only create more obstacles on the way towards reaching highly scalable implants. On top
of that, numerous groups have already pointed the physical limitations they have come
across during the development of their implementations [28], [31], [38], [39]. Hence,
these observations should be taken into consideration in the further development of the
FFNIs.

Another interesting fact is that, despite most of the published works hypothesiz-
ing about the necessary workloads for the dust motes and their respective transceivers,
none of the papers implement, nor mention, any form of security or protective measures
across the neural interface. In addition to that, no work considered the potential secu-
rity implications that may arise in these highly-constrained wireless neural interfaces.
While the ‘novelty of field’ argument could be applied here as well, it does not hold up
quite well: it would be quite insensible to finally achieve the desired ultra-lightweight
implant, only to return back to the sketching table to incorporate one of the most im-
portant blocks, i.e. security. In the previous chapter, the seriousness of this matter was
already emphasized with a real-life example [8]. This can be further supported by the se-
curity guidelines issued by the FDA [7], [42], which should be adhered to in order to avoid
exclusion of one of the succeeding steps: human trial testing and, ultimately, commer-
cialisation. As this is the ultimate goal of the novel FFNI interfaces, it is crucial to obey
the CIA triad and incorporate security .

The next section will focus on the envisionment of the FFNI interface, which is de-
rived from the discussed literature and educated opinion. The envisioned system will be
used as the thesis’ template for which the security measure will be evaluated and built.

2.4. PROSPECTS FOR FREE-FLOATING NEURAL IMPLANTS
Section 2.2 showcased many different FFNI systems. Despite the fact that they are still
missing unity in design choices, some strong arguments have been made that support
the potential functionality and look of the next generation FFNIs. For example, right
now there exists a division between FNNIs that utilize EM-based WPT and those that
use US, with the majority (by a small margin) inclining towards EM due to the long
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existing use of the method. Nonetheless, the literature is strongly hinting towards the
use ultrasound telemetry [13], [22], [23], [30], [33], [39] not only because of its PTE, but
also because of safety and scalability reasons, which was extensively discussed in Sec-
tion 2.1.3. Nonetheless, as was pointed out earlier, US strongly attenuates through the
skull. Thus, unless the skull would be thinned or carved out for transceiver placement,
it would probably be fitting to consider a 2-tier architecture in the future. In that case, a
transcranial EM link would be formed between the sub-dura and external transceivers.
The dust motes would only be linked to the sub-dura transceiver via US. Another point
of interest is the applied stimulation method. For a long time electrical stimulation was
the assumed method, but the rise of optogenetics may change this. Section 2.1.2 dis-
cussed in detail the benefits of optogenetics, i.e. a high spatial resolution, specificity and
a decreased intrusion. If advancements in power efficiency allow for the further scaling
down of optogenetics, it will most likely cause a shift towards this stimulation method.
On the other hand, scientists and clinicians will face a major obstacle if they choose to
go down this road. This refers to the ethical discussion regarding genetic modification of
the respective neurons, which is required to perform optical stimulation. Overruling the
opposed may proof to be too difficult.

Lastly, additional workloads for FFNIs have been briefly discussed. For example,
most dust motes apply either stimulation, monitoring or both (but not concurrently).
Many have argued the future dust mote to be able to do both, concurrently, in an au-
tonomous CL manner. This would require expansion of most of the existing FNNIs with
a recording (stimulating) AFE, increasing both their size and power. At the same time,
it would require a CL control at a higher level. The additional CL-processing could be
done off-site (on a server), but depending on the application it may require fast response
times. Hence, opting for an on-site (in-body) CL system, situated on the transceiver,
may be the preferred approach. Consequently, this would increase the FFNI footprint.
Alternatively, one could opt for using separate sensing and stimulating motes spread
throughout the brain. This idea is highlighted in [31], [38]. Next, there is the common
goal of high spatial resolution, implying the need for a large number of dust motes. At the
moment, communication of data between the motes and surface/sub-dura transceivers
is done either sequentially or in parallel, as in [36], [38], respectively. Yet, with an increas-
ing channel count the bandwidth limitations have to be carefully considered. To do so,
the use of sparse data by means of feature extraction and spike-sorting would be the nec-
essary approach. This would also mean expansion of the AFE on the dust mote and DSP
on the transceiver above. Together with the above workloads, blocks for data logging,
machine learning and security, contribute to the composition of the future autonomous
FFNIs.

ENVISIONED SYSTEM
Based on the literature research conducted in Section 2.2 and the arguments above and
in Section 2.3, a high-level envisioned FFNI deep brain interface is composed and de-
picted in Figure 2.16. The envisioned system consists of a 2-tier architecture: a lower-
tier US link between the dust motes and sub-dura transceiver, and a higher-tier EM
link between the sub-dura and external transceivers. The interface contains both opti-
cal stimulating and recording motes, and optional stimulation coming from the surface
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transceiver. The illustration indicates the existing blocks in the external and internal
transceiver, as discussed in the previous section. The envisioned system will be used
as the model for which the security will be evaluated and designed in the subsequent
chapters. Details on the scope of the countermeasures will be provided in Chapter 3.

Recording implant 

Stimulating implant 

External  tranceiver

Internal transceiver

Dura Mater

Skull

FSM
DSP
(Optional) Optogenetics
Spike sorting
Security block
Signal modulation

Temporary storage 
CL Training
DSP
Security  block

EM

US

Figure 2.16: The envisioned free-floating neural interface.



3
SECURING HIGHLY-CONSTRAINED

FREE-FLOATING NEURAL

IMPLANTS

During the assessment of the SOTA it was revealed that no attention is given to the security
implications of the new implantable neural interfaces. More so, the literature highlighting
the newest FFNIs does not consider potential vulnerabilities at all, fully omitting the CIA
principles that ought to be implemented in wireless implants. As emphasized already, this
may be blamed on the novelty of the field, which is focused more towards downscaling.
On the other hand, leaving such critical functionality unanswered is rather naive given
the fact that it entails personal security and privacy. Moreover, for this technology to ma-
ture and ultimately become commercially applicable to the human being, initiating steps
towards the development of a truly secure system is all the more important. One of the
goals of this chapter is to establish the security implications for FFNIs and, thus, also the
envisioned system. What security measures should be taken? Are there any threats? If so,
what vulnerabilities cause these security threats. To answer these questions, a detailed lit-
erature review has been conducted. This chapter starts with an overview of vulnerabilities
and threats present in IMDs. To make sure no important details are omitted, the initial
focus will be on the well-established traditional IMDs and BCIs, and their corresponding
security threats. Besides that, known IMD attacks that have been conducted in the past,
will also be considered. Next, existing countermeasures will be discussed and their effec-
tiveness will be questioned. After establishing the security paradigm for traditional IMDs,
the focus will shift towards the SOTA FFNIs, such as the envisioned system. Even though
there is little reference material yet, the discussion for the FFNIs will follow a similar struc-
ture to that of the traditional IMDs. This is done by pointing out the vulnerabilities, threats
and countermeasures. The conclusions drawn from the survey are then used to compose a
novel attack tree classification for the FFNIs. Finally, a section is dedicated to the security
of the envisioned system, with the objective to narrow down the design considerations for
a potential security application of the envisioned system.
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3.1. SECURITY IN CONVENTIONAL IMDS
In this section, the security vulnerabilities of the conventional IMDs are discussed. This
is done by highlighting real-life examples of attacks and known security breaches. In
conjunction to this the corresponding countermeasures are presented. The conven-
tional IMDs are discussed first, so that their vulnerabilities and countermeasures can be
extrapolated for FFNIs. Devices that are considered ‘conventional’ are mainly those that
have been commercially available for some while now and better known to the public.
More specifically, these implants often require tethered within-body signaling, (charge-
able) batteries, and occupy more volume as opposed to the proposed sub-mm works
mentioned in Chapter 2. Figure 3.1 shows a collection of conventional IMDs.

3.1.1. VULNERABILITIES AND THREATS IN CONVENTIONAL IMDS
IMDs have been available for commercial use for quite a while now. As IMDs grew more
popular, so did the idea of an IMD getting compromised by a remote attacker. There
have been multiple cases where standard IMDs, such as cardiac defibrillators and in-
sulin pumps, have been exploited publicly [10], [47]–[49]. These attacks are relevant for
all kinds of IMDs, including brain implants. In literature, different names have been
given to the notion of targeting BCIs. For example, Pycroft et al. describe the concept
of brainjacking and the different attacks that lead to the unauthorized control over BCIs
[50]. Bernal et al. describe the same phenomenon as Neuronal Cyberattack (NCA) [51].
Another term is brain-hacking, which is used to describe the ‘possibility of co-opting
BCIs and other neural engineering devices with the purpose of accessing or manipu-
lating neural information from the brain of users’ [52]. Even though these definitions
basically describe the same thing, each work may categorize each vulnerability, attack or
threat a bit differently. The work in [50] mainly focuses on the effects of attacks on Im-
plantable Pulse Generators (IPG) and DBS. Two major attack methods are highlighted:
blind attacks and targeted attacks. The first comprises of attacks that do not require any
prior knowledge of the patient/implant. This includes halting stimulation, draining im-
plant batteries, tissue damaging, and monitoring. The latter comprises of attacks that re-
quire physiological knowledge of the patient or knowledge about the IMD. This includes
disabling motor functions, impulse control alteration, modification of emotions, pain
induction and modulating reward systems. Table 3.1 summarizes the different attacks
and consequences.

In [53], a different categorization is used to classify (security) vulnerabilities in IMDs,
which, in return, may help with the construction of the appropriate countermeasures. In
contrast to [50] the categorization is based on cause. The authors explain that the cause
of a compromised vulnerability may be divided into: proximity, IMD activity, and patient
state. IMD activity refers to the state the device is in at that moment, i.e.: sensing, actuat-
ing (producing some therapeutic effect), information processing, and communicating.
The patient’s state refers to heart rate, stress etc.

Just like in [53], do Ienca and Haselager divide different kinds of brain-hacking in
relation to the different cycles of a BCI: input generation, measurement, decoding and
feedback. Furthermore, Ienca and Haselager place brain-hacking as a subcategory of
neurocrime, which is described as ‘offenses against individuals or groups of individuals
with a criminal motive to intentionally cause direct or indirect physical and mental harm
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(a)

(b) (c)

(d)

Figure 3.1: Examples of traditional IMDs. a) Brain and heart IMD, from [43]. b) Cardiac
IMD. Image from [44]. c) Medtronic insulin pump [45]. d) InterStim II sacral

neuromodulation system from Medtronic [46].

to the victim as well as harm to the victim’s reputation and property by accessing or
manipulating neural information through the use of neural devices’ [52]. When taking a
closer look at the published literature one may notice that the same type of attacks are
mentioned repeatedly, i.e.: 1) data modification, 2) impersonation, 3) eavesdropping,
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Table 3.1: Attack categorization and the corresponding consequences. Table adapted
from [50]

Attack Category Attack Type Condition Potential Harms

Blind

Switching off IPG

Any

Denial of stimulation, rebound effects
Draining battery Denial of stimulation, rebound effects, IPG damage
Overcharge stimulation Tissue damage

Violation of patient privacy, facilitation of further attacks

Targeted

∼10 Hz Subthalamic nucleus stimulation
PD

Hypokinesia/akinesia
GPi electrode contact change
STN electrode contact change Impulse control disorders, alteration of affect
Increased frequency PAG/PVG∗ stimulation

Pain
Increased pain

Increased frequency VPL/VPM∗∗ stimulation
Increase voltage/decrease frequency ViM∗∗∗ stimulation ET Exacerbated tremor
Nucleus accumbens electrode contact change OCD Alteration of affect
Nucleus accumbens stimulation control OCD, depression Alteration of reward processing, operant conditioning

* Periaqueductal/Periventricular Gray Matter.
** Ventroposterior Lateral/Medial Thalamic Nucleus.
*** Ventral Intermediate Thalamic Nucleus.

4) replaying, and 5) Denial-of-Service (DoS) [54]. Although these are different types of
attacks, one may imply the other. The following paragraphs will briefly discuss each of
these attacks with related examples.

Data Modification - data modification could be in the form of an attacker remotely
altering stimulation parameters (frequency, pulse width etc.) which can change the ef-
fect of stimulation [55]. Ultimately, this may lead to the halting of the stimulation to
prevent impulse control (or in other words, DoS). Halting stimulation can cause severe
rebound symptoms in diseases such as PD, ET and OCD [50]. Moreover, an adversary
can inflict damage on the brain cells or cause different neuronal pathways [56]. Other
forms of data modification include adding noise to manipulate measurements or gen-
erate different outputs and feedback [52], [57]. In [10] it is demonstrated how radio-
frequency based attacks can send/retrieve commands/information to/from one of the
newest neurostimulators available in the market. The authors, however, do not disclose
the type and brand of the neurostimulator. They highlight several attacks such as the
‘sleep deprivation torture’ attack. Here, stimulation pulses are constantly sent, stripping
the patient from a good night’s rest. Yet another form of modification is the Out-of-Band
(OOB) side-channel attack performed in [58], where analog components such as sen-
sors are compromised [55], [59], [60]. Here, multiple attacks on different Cardiac Im-
plantable Electrical Devices (CIED) have been performed, utilizing arbitrary Pulse Gen-
erators (PG). Kune et al. have performed low-power baseband attacks as most IMDs use
low pass signal filtering at the analog sensing end. The idea behind the attack is to ma-
nipulate the sensor readings such that shocks from a defibrillator could be delivered or
paces could be stopped. This is also called "back-door" coupling [58].

Impersonation (Spoofing) - Impersonation attacks may also have a similar result.
During such an attack, the attacker tries to become authorized by ‘impersonating’ a per-
mitted user. Unauthorized access to implants can be lethal as it may enable unwanted
stimulation or halting [10], [50], [52], [56]. One such attack was demonstrated by Marin
et al [10] after performing reverse engineering .

Eavesdropping - Eavesdropping is a significant vulnerability as it endangers privacy
and information security [52], [54], [56], [57]. Information extraction could target raw
sensor data [52], [57] or personal information. According to [55], privacy issues such
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as monitoring stimulation settings could be used to get insight into a patient’s condi-
tion because attackers could establish details about a patient’s pathology or mind-state.
Martinovic et al. have focused their research on showing the feasibility of performing
side-channel attacks using a consumer-grade BCI gaming device [61]. One of the goals
of these attacks is to reveal the user’s private data containing details about the pin code,
area of living, bank and payment cards. To do this, the authors utilized an Event-Related
Potential (ERP) signal. These signals are detected after a visual or auditory stimulus is
presented to a subject [61]. Another example is the work presented in [10], which reverse
engineered a commercially available neurostimulator using just a black-box approach.
After reverse engineering it became possible to intercept messages (which were trans-
mitted using OOK) and retrieve details such as the stimulator serial number and model,
the state of the system, therapy information etc. In a more recent work the same authors
have proven, in a similar way, the possibility of compromising the (at the time) latest
commercial ICD (Implantable Cardioverter Defibrillator) by performing long-range pas-
sive and active attacks from a 2 to 5 meter distance [11]. The same principle, but for a
short-range and different IMD, was demonstrated in 2008 by Halperin et al. [9].

Replay - Besides impersonation attacks and eavesdropping, [10] performed replay
attacks, utilizing the intercepted communication. The intercepted messages are then
re-sent to gain access or initiate unauthorized commands. Pycroft and Aziz [55] stressed
that communication between IMDs and the corresponding base-stations or transceivers,
could be intercepted remotely when not protected by encryption/authentication proto-
cols. Next to that, they point out that the transceiver could be intercepted as well if not
secured properly. For example, an adversary could sabotage or delay functionality, over-
write a transmitted signal by transmitting a previous one, or simulate sensed data and
therefore causing unwanted stimulation behavior. One may see this as a sub-division of
a spoofing attack, but here it is considered as a separate category since it does not neces-
sarily require any knowledge. In [58] a similar scenario is orchestrated in which the EM
baseband is exposed, which is used to replay sensor readings such that it induces cardiac
stimulation. A similar approach was taken in the real-life cases mentioned in [47]–[49].

Denial of Service - One of the most frequently mentioned attacks is battery drainage
as a form of DoS or denial of treatment [50], [53]–[55]. The idea is that an adversary
occupies a communication channel such that proper functionality is blocked [50] or to
eventually deplete the powering battery, achieving similar results [60]. As the availability
of the IMD is put at risk, it can have detrimental consequences for the patient’s health
and eventually putting his/her life at risk [56].

All the above attacks and vulnerabilities have shown the potential of enforcing the
same result, albeit not with the same attack methods necessarily. When considering
BCIs specifically (since this thesis concerns neural implants), these attacks can cause
severe pain, fear or psychological distress [50], [52].

3.1.2. COUNTERMEASURES AGAINST IMD ATTACKS
In the previous section it became apparent that different attacks could lead to the same
outcome. A countermeasure, on the other hand, may clear multiple vulnerabilities and
therefore prevent multiple attacks. The attack categories presented in [54] also come
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with respective standard countermeasures. Table 3.2 presents an overview of the attack
types and corresponding countermeasures as proposed in that work. [50] mentions po-
tential countermeasures for the blind/targeted-attacks. These include rolling code cryp-
tography, server-based cryptographic key management, cloakers and proximity-based
authentication. Yet, they do not mention how these could possibly be implemented.
Kune et al. describe three simple countermeasures against their attack scheme: shield-
ing, differential comparators and filtering [58].

Table 3.2: Attack risks for IMDs and their preventive measures.

Attack types Security requirements

Data modification Data integrity
Impersonation Authentication
Eavesdropping Encryption
Replaying Freshness protection
DoS Pairing protocol

In contrast to the two aforementioned papers, the work in [53] divides the coun-
termeasures into protective, corrective and detective countermeasures. The authors do
mention creating an authorization list to counteract against impersonation attacks. Still,
using such a list may be difficult depending on the patient’s state, i.e. during emer-
gency. Authentication in this case is guaranteed by providing something known, some-
thing possessed and/or something unique about the party like a fingerprint for example.
Bonaci et al. propose a whole different strategy: standardization of devices , algorithms
and regulations to mitigate problems w.r.t. security [57]. With this standardization, the
authors lay emphasis on neurosecurity, which is the protection of the CIA triad of neural
devices, from malicious parties. The goal is to preserve the safety of a person’s neural
computation, free will and neural mechanisms [57]. Anyway, standardization might yet
be beyond the grasp of FFNIs as their development is still at the early stages. Another
tool mentioned in this work is the BCI anonymizer, which basically implies never trans-
mitting and storing raw neural signals. However, this may already be the direction we
are heading towards with spike sorting and other dimensionality-reduction techniques.

In [56], a deep-learning methodology is presented to predict different attack stimu-
lations in DBSs, to aid in ensuring safety, security, availability and privacy of IMDs. More
specifically, Long Short-Term Memory (LSTM) is used for predicting Rest Tremor Velocity
(RTV) and classifying the type of attack performed on a patient. RTV is a characteristic
used to evaluate the intensity of PD. For a patient under stimulation treatment, this value
should be around 0. Inducing an attack can increase the RTV up to 200 depending on the
type of stimulation attack performed. The experiments were carried out using a PD data
set from 16 real patients. Whenever the predicted RTV differed from the true RTV (after
inducing an attack, for example) a flag was raised and the attack was classified. Unfortu-
nately, the presented results included significant validation losses for some of the attack
types.

Ienca and Haselager list some interesting countermeasures as well, such as the de-
tection of unfamiliar noise during processing and measurement, and an ML self-control
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mechanism to detect inconsistencies at the data classification stage [52]. Pycroft and
Aziz focus more on maintainability and propose four recommendations when designing
IMDs [55]:

1. Auditing - As most IMDs are not able to log activity, it is difficult to identify the
occurrence of an attack.

2. Bug reporting - Identify security flaws and make it possible to quickly patch them.

3. Multi-factor authentication - Close proximity authentication, biometric informa-
tion etc. These make it harder for attackers to access IMDs.

4. Education - Most clinicians are not aware of cyber security risks. Also, manufac-
turers have not been putting enough effort in designing secure systems in the past.

Marin et al. [10] propose a clever solution against their series of attacks performed
on a commercial grade neurostimulator. They present a security architecture for secure
data transmission between a device programmer and a neurostimulator, utilizing a se-
cret OOB channel. It is composed of: 1) Session key initialization, 2) Key transport, and 3)
Secure data communication. Key generation is done by using the LFP signal as random
source since it cannot be measured remotely by adversaries. The authors state several
advantages w.r.t. Pseudo/True Random Number Generators (PRNG/TRNG), such as low-
cost randomness. Also, the LFP can be collected using the already existing lead config-
urations. The key is generated by XORing three bits of the signal using two-stage parity
filters to increase entropy density. Key transportation is done using a touch-to-access
protocol [62] by connecting short wires from the microcontroller to the case as shown in
Figure 3.2. Touch-to-access implies that access to the stimulator is only granted to the
device programmer that can touch the subject’s skin for some seconds. Furthermore, the
secure data exchange is achieved by using the key to perform any standard authentica-
tion protocol. More specifically, they create a MAC and use a counter to prevent replay
attacks increasing the communication overhead by <10% compared to the original mes-
sage format. While this solution seems very promising, it is not clear yet to what extent it
may be applicable to more sophisticated free floating, deep-brain neural motes as data
transmission takes place on a smaller scale and may not be able to benefit from only the
touch-to-access protocol. Nevertheless, in Section 3.3 it will be shown that this same
principle is also adapted in [60], using a more deliberate scheme.

3.2. SECURITY IN FREE-FLOATING NEURAL IMPLANTS
Despite the expected differences in architecture and communication protocol, many of
the vulnerabilities, threats and countermeasures in Section 3.1.1 may be extrapolated to
FFNIs as well.

3.2.1. VULNERABILITIES AND THREATS IN FFNIS
Bernal et al. [51] are one of the few that have ignited the discussion about the risk of
new types of possible cyberattacks in novel wireless neuronal applications. They men-
tion both Neural Dust [30] and WiOptND [39] as architectures consisting of multiple vul-
nerabilities. In these systems no security functionalities are integrated in the implant,
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Figure 3.2: Presented touch-to-access protocol for sending a session key. The protocol
is based on [62]. Image from [10].

sub-dura transceiver and external transceiver, allowing an attacker to not only collect
sensitive data, but to also threaten the patient’s health. For example, WiOptND allows
an adversary to send a malicious firing pattern which causes unwanted stimulus. Figure
3.3 illustrates the vulnerabilities in both the applications.

Figure 3.3: Architecture, placement and vulnerabilities of neural dust and WiOptND.
Image retrieved from [51].

Moreover, this work focuses more on the types of physical impact of different at-
tacks, rather than the attacks themselves. More precisely, they talk about the effects on
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neuronal activity and neuronal stress due to certain attacks, hence, their use of the term
NCA. They define two types of NCAs: Neuronal Flooding (FLO) and Neuronal Scanning
(SCA), both of which can influence the neuronal activity during neurostimulation. Simi-
lar to flooding attacks, FLO causes overstimulation and behavioural change by stimulat-
ing multiple neurons at a certain time instance. An SCA attack only targets one neuron at
the time. To evaluate the effect of both attacks, an abstract of the primary visual cortex
of mice was replicated using a Convolutional Neural Network (CNN). With this model
they built a simulation of a mouse moving through a maze, to see the impact during
this activity. Both attacks are executed by inducing a voltage rise in the corresponding
neurons. The main difference between the two attacks is that FLO has an instant effect,
as multiple neurons are triggered at the same time, while SCA has a relatively delayed
impact. Having said that, both alter the spontaneous behaviour of neuronal signaling.
However, they do not talk about the methods of orchestrating such attacks nor the pre-
vention strategies.

With the above in mind, it is apparent that the vulnerabilities in the SOTA are just as
real as the ones discussed in Section 3.1.1. Nonetheless, many of the threats and attacks
mentioned in literature are either hypothetical or far fetched in the sense that the attacks
require too much complexity, extremely optimal attack conditions, physical contact and
highly-skilled attackers. For these reasons, an attack tree classification is created that
shows threats that are considered most common and plausible for the new implants.
The attack tree in Figure 3.4 is based on the discussion in Section 3.1.1 and composed
for the FNNI. Instead of using the term ‘targeted attacks’, the term informed attacks is
used, as it better describes the nature of the attacks: attacks that require knowledge of
the device and/or patient. Also, as these attacks are specific to FFNIs, they fall under a
new categorization of attacks: Neural Dust Attacks (NDA).
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Figure 3.4: Attack tree for the NDA. The marked boxes are deemed as the most critical attacks against patients. The purple attacks
may potentially lead to NCAs.
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3.2.2. COUNTERMEASURES AGAINST NDAS
In theory, the countermeasures discussed in Section 3.1.1 could be applied against NDAs.
However, not all the countermeasures are suitable. For example, the proposal in [56]
may be too resource demanding for the FFNIs that are expected to decrease in size and
energy consumption. Besides this, a lot of the proposals are not efficient or still show
weaknesses. Potential threats like OOB side-channel attacks could be prevented with
shielding. However, it depends on the type of sensing circuit (acoustic or not) whether
this is necessary. Also, protection by means of obscurity is not considered a desired ap-
proach. The most promising and encapsulating countermeasures so far, are proposed
in [10] and [63]. One of the reasons is because they use US for key (or data/power) trans-
missions; which is the expected trend as mentioned in Chapter 2.

Siddiqi et al. propose a robust and lightweight US-based device pairing protocol
called SecureEcho [60]. The protocol does not only assure safe key transmission, but also
prevents battery drain attacks; such a protection mechanism falls under Zero-Power De-
fense (ZPD). The touch-to-access-based protocol employs an ultrasonic Body-Coupled-
Communication (BCC) channel for authentication and key sharing that is inherently se-
cure. The implementation is completely passive as it does not require energy harvesting;
this also enables the communication interface to stay in “sleep mode” before access is
initiated using the BCC channel. By doing so, the protocol offers ZPD. Figure 3.5 depicts
the SecureEcho architecture. According to the authors the attacker will not be able to use
the US communication channel without being noticed. Furthermore, EM/RF commu-
nication can never happen before it is enabled by first using the ultrasonic BCC channel.
Hence, a battery drain attack is prevented.

Figure 3.5: Architecture of BCC pairing protocol SecureEcho. Image from [60].

Utilizing US as means of secure transmission, has been promoted in multiple works
lately. For example, Siddiqi et al. [60] argue that US is preferred because US transduc-
ers allow directional and very-short-range communication, which is perfect for private
key transmissions. To further support this claim the authors have conducted a thorough
security analysis of US communication. They have proven that it is impossible to eaves-
drop on a 2 MHz US IMD transmission over air, at a distance larger than 5 cm. For lower
frequencies the eavesdropping distance increases; albeit for an extremely low noise floor
of -130 dBm. Next to this, the authors have also proven that even at very close proximity,
the attacker has to be strictly aligned with the IMD transducer, making a close proximity
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attack impossible. Moreover, in [64] it is stated that US-based FFNIs, such as WiOptND,
prevent security threats from malicious US signals since the motes are placed under-
neath the skull. The authors emphasize that a security breach on that level can only be
performed by embedding the malware among the existing implanted units. Also, in [24],
[25] it is mentioned that US attenuates quickly when passing through the skull.

3.3. SECURITY OF THE ENVISIONED SYSTEM
At the end of Chapter 2 the architecture of the envisioned system was presented with the
goal to construct a security architecture for the future FFNIs. This was done by analysing
potential threats for FFNIs and, thus, the envisioned system. Earlier, it was disclosed that
no security mechanisms currently exist within the dust motes and the transceiver(s).
Furthermore, it has been shown that future FFNIs would have probably two types of
transmission: EM-based and US-based for the external and subdural transceivers, re-
spectively. In Section 3.2.2 the implicit safety of US was discussed. Other works have
also pointed out the benefits of utilizing US transmissions [22], [24], [58], [60], [65], [66].
With this in mind, the US link as described in Section 2.1.3 and 2.4 is assumed to suffice
as an indirect countermeasure against remote NDAs. Thus, the lowest communication
layer in the envisioned system is deemed secure in this work. This leaves the external
and sub-dura transceivers shown in Figure 2.16. This work will develop a security block
for securing the uplink communication of the sub-dura transceiver. It is important
to note that once such a block is devised, it may also be applied to the less constrained
external transceiver.

One may argue that the design rules for securing the sub-dura transceiver are a lot
more relaxed compared to that of the dust motes; this may be true. Be that as it may, it
should be taken into consideration that the current research, as presented in Chapter 2,
aims for extreme small sizes, also for these transceivers. Hence, taking into account the
most crucial threats in Figure 3.4 (marked), the minimal required security that should be
applied, is basic encryption. Also, since the target applications are highly-constrained,
lightweight encryption fits the profile.

The next chapter will discuss the potential implementation technology for realising
a lightweight encryption block.



4
TOWARDS MEMRISTOR-BASED

ENCRYPTION

Chapter 3 established the basic means for securing the envisioned system. In the chap-
ter’s final section, it was also established that basic encryption would cover a multitude
of the most critical threats in future FFNIs. However, the development of FFNIs may also
face physical limitation due to their target size, putting constraints on the design of the
required security block. Because of this, it is important to explore alternative implemen-
tation technologies compared to mainstream ones (e.g. CMOS), for realizing such an en-
cryption module. This chapter will briefly explain why memristors could potentially be
deployed in a lightweight encryption block, followed by an overview of the principles be-
hind memristor technology and existing memristor-based security models. After this, the
discussion will focus on the design exploration for establishing the most suitable encryp-
tion method using memristors, followed by a quick background of the respective encryp-
tion method. This chapter is concluded with an evaluation of domain-specific Memristor-
based Logic Gates (MLG), which will be considered as a tool for realizing the memristor-
based encryption block.
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4.1. A MEMRISTIVE COUNTERMEASURE APPROACH
In Section 2.3 it came to light that downscaling may become challenging, considering
the technology’s physical limitations. Moreover, the footprint consumption highlighted
in the SOTA mainly refers to that of single channel dust motes, as was shown in Table
2.1. Besides that, the table shows that the most advanced FFNIs (i.e. the ones with the
most comprehensive workload) already have a significantly higher energy and area con-
sumption. Hence, opting for an ultra-small footprint is expected to become even more
difficult when expanding the FFNI workloads in the near future. The development of
FFNIs is likely approaching extremely constrained designs that require robust security,
low complexity, ultra-low power, energy efficiency, and high throughput for multichan-
nel recording/stimulation. For now, the security problem may be approachable with
encryption modules based on conventional MOSFET technology. Yet, considering the
target miniaturisation of the implant architectures, combined with the nearing limit of
achievable density [67], it is wise to look for alternatives. One such potential alternative
is the memristor technology. Besides offering new levels of scalability (thereby passing
the density limit), it is also extremely energy efficient, inhibits high switching speeds,
has low complexity, and is compatible with the CMOS technology. For these reasons,
this work considers memristors as a means of devising an encryption module.

4.2. MEMRISTOR BACKGROUND
To better understand the principles of operation of the memristor, this section will pro-
vide some background on where the memristor comes from and how it works. Further-
more, the memristor crossbar is highlighted and some applications are illustrated, with
the focus on the SOTA memristive hardware security.

4.2.1. BASIC THEORY AND PRINCIPLES OF THE MEMRISTOR OPERATION
The memristor is the fourth fundamental circuit element and was for the first time pro-
posed by Chua in 1971 as a result of combining the fundamental circuit variables: cur-
rent I , voltage V , magnetic flux φ, charge q and time t [68]. The memristor is short for
memory resistor and sets a direct relation between magnetic flux (φ) and charge (q) in

its expression: M = dφ
d q ′ ; this is illustrated in Figure 4.1 and was identified as the fourth

element. From Figure 4.1 and Equation 4.1, it can be observed that the memristance
depends on the history of its current.

v(t ) = M(q(t ))i (t ) (4.1)

However, a memristor behaves as any ordinary resistor element at a given instant of
time. Furthermore, Chua explains that a memristor acts like a linear time-varying resis-
tor as soon as the memristive device current (voltage) i (t ) (v(t )) is established [68]. The
non-volatile memristor has two different states: Low-Resistance State (LRS) and High-
Resistance State (HRS). These states depend on the voltage applied to one of the termi-
nals and the time span over which this is done. When the memristor is used as bitcell,
the HRS usually denotes the logic state ‘0’ and the LRS the logic state ‘1’. The process of
changing the resistance from LRS to HRS is called ‘reset’, while changing the memristor
from HRS to LRS is called ‘set’. The actual resistive values that define these states depend
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not only on the manufacturer, but more importantly on the non-volatile and resistive
switching materials of the memristor. A memristor can be composed in different ways.
The most widely used materials are TiO2, HfO2 or MoS2/MoO2 [69]. In these oxygen-
based models the resistance is defined by the oxygen vacancies in the disc region near
the active electrode.

Despite Moore’s law, the seemingly endless scaling of transistor-based devices is be-
ing driven to its physical limits. Due to the decreasing size, problems such as thermal
effects, leakage and low reliability are appearing more frequently. For years now the re-
searchers have been looking for alternatives to the conventional silicon transistor [67].
The memristor has a lot to offer as it enables simplicity, fast switching speeds, ultra-low
power consumption, high integration density, and high ON/OFF ratio [70]. On top of
that the memristor is CMOS-compatible. The non-volatile character of the memristor
enables it to retain its state after left without voltage supply. Despite these promising
traits, it was only in 2008 that the first physical model of a memristor was realized in the
Hewlett-Packard (HP) laboratories [71]. Nonetheless, the memristor has been consid-
ered as a potential replacement for CMOS-based circuit design [69], [72], [73] as it shows
the potential to overcome the von-Neumann bottleneck and sizing problem of transis-
tors [74]. Because the memristor is only a two-terminal element, it requires CMOS-based
control to operate. Due to the its simple structure it is most common to configure mem-
ristors in a crossbar structure, optionally combined with transistors. The next section
will briefly discuss different memristor crossbars in more detail.

Figure 4.1: The missing fourth element: memristor [71].

4.2.2. MEMRISTOR CROSSBAR ARRAYS
The memristor crossbar is traditionally used as a memory structure to, for example, re-
place the traditional SRAM. This is also referred to as the Resistive-RAM (RRAM). Addi-
tionally, the structure may be used as an accelerator to drive neuromorphic applications
by means of Vector-Matrix Multiplications (VMM) [75], [76]. Figure 4.2 shows the gen-
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eral structure of a crossbar. The vertically stacked 3D structure enables high density; the
cell size per bit is reduced to 4 F2 (F is short for minimum feature size) [77].

Figure 4.2: The general structure of a memristor crossbar array. The metallic (grey)
electrodes sandwich the resistive switching layer (pink) [77].

There are many different crossbar configurations. In general, they are referred to
as n-element-m-resistor (n_mR) arrays; one crossbar bitcell consist of n element(s) (e.g.
transistor or diode) and m memristor(s). First of all, there is the crossbar only consisting
of memristors (1R). Although 1R (Figure 4.2) contains the lowest area overhead, its dif-
ficulty lies in selecting the individual bitcells. This is because without a specified selec-
tor, current sneak-paths are induced. Hence, sneak-paths are avoided by implementing
crossbars with an additional element. The 1-selector-1-resistor (1S1R) crossbar in Fig-
ure 4.3 utilizes an integrated graphene selector to drive the memristive elements. Like
1S1R, the simple 1-diode-1-resistor (1D1R) crossbar achieved a footprint of 4 F2 and po-
tentially even smaller. On the other hand, device performance is not as good compared
to other structures since the 1D1R requires uni-polar memristors instead of bipolar ones
[74].

Figure 4.3: Schematic of a 3D 1S1R crossbar. Image from [74].

The most popular and widely used structure is a 1-transistor-1-memristor (1T1R)
crossbar as shown in Figure 4.4. This is mainly because it enables easy selection and pro-
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gramming of the bitcells for in-memory computations (in-situ) using Word Lines (WL)
and Selection Lines (SL) [74]. Next to that, the transistor and memristor elements can be
stacked, allowing greater density. As with the other types, it is also possible to construct
crossbars using more (memristive) elements. An example of this is the 2T2R crossbar
proposed in [78]. Furthermore, there is the 1BJT1R, CRS and SRC crossbar array; for
details please refer to [74].

Even though 1T1R is the preferred structure for now, its scalability is limited by the
transistor, unlike some of the other solutions. Be that as it may, every crossbar struc-
ture has its individual ceiling. Thus, it is up to the development of new algorithms and
resistive switching materials to address these limitations.

SL SL SL SL

WL

WL

WL

WL

BL BL BL BL

Figure 4.4: Basic structure of a 1T1R crossbar array

4.2.3. MEMRISTIVE HARDWARE SECURITY
The idea of using memristors as building blocks for hardware security is not new. In
recent years there has been an increase in papers proposing to upgrade existing coun-
termeasures with memristor components [70], [79]–[90]. Besides the earlier statements,
reasons for employing memristors in hardware security, include:

1. Current methods of utilizing non-volatile memory for storing encrypted keys (flash
memory, EEPROM, etc.) are susceptible to side-channel attacks and signal analy-
sis in addition to being costly and complex.

2. Conventional signatures cannot meet the lightweight security requirements.

3. It has become more urgent to have high quality TRNGs. Memristors makes this
possible.

What supports these claims, is the fact that memristors intrinsically show stochastic
behavior [84], [91] like resistance variability [86], [92], probabilistic switching [82], [83]
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and Random Telegraph Noise (RTN) [93]. On top of that, the Device-2-Device/Cycle-2-
Cycle (D2D/C2C) variation is also present in memristive devices [81], [83]. With these
stochastic properties, Physical Unclonable Functions (PUF), TRNGs, and chaotic cir-
cuits may be built depending on the resistive material [70], [79], [80], [82], [84], [88],
[89]. These security schemes are used for authentication, key-generation and encryp-
tion, respectively. The conventional PUF is a hardware security solution that relies on
the intrinsic process variations and impurities that arise during the semiconductor fab-
rication. With these variables individual Challenge-Response Pairs (CRP) are created
that serve as a hardware fingerprint.

There are other creative solutions that utilize memristors. For example, Sun et al.
propose a next generation memristor-based PUF that also prevents compromisation,
using triggered solubility when necessary [82] (see Figure 4.5a). The authors achieved
this by using water-assisted transfer printing. Another work uses a randomly initial-
ized memristor crossbar to perform VMM for creating hypervectors as means of encryp-
tion [83]; relying on crossbar non-idealities and C2C variation. However, for decryp-
tion the authors propose a neural network. Similarly, in [81] a 1T1R crossbar is used to
store plaintext and perform in-situ XOR operations with key bits for encryption (see Fig-
ure 4.5b). The key bits are generated using the subthreshold-slope of each transistor.
These vary intrinsically and hence function as PUF [81]. Two other papers discuss the
concept of keyless encryption, using memristors as a source of entropy [80], [90]; how-
ever, they still require a handshake/secret transaction (see Figure 4.5c), which is suscep-
tible to attacks.

Despite these promising schemes, many of these are not necessarily lightweight due
to the required large driver circuits. Besides that, the majority of these solutions require
frequent operational switching of the memristors; this should be avoided due increase
in energy consumption and decrease in life-time of the memristive device [94].

4.3. LIGHTWEIGHT CRYPTOGRAPHY DESIGN EXPLORATION
In Chapter 3, it was established that lightweight encryption is required to secure the
communication channel between the external and sub-dura transceiver. This section
will detail the design exploration of the right encryption (cryptography) scheme for this
purpose. The interested reader can refer to Appendix A for a brief overview of cryptogra-
phy.

Multiple extensive literature reviews on SOTA Lightweight Cryptography (LWC) have
been done already [95]–[97]. The data compiled in these works assists in narrowing
down the search space for finding a suitable block cipher for FFNIs. The ciphers in
this search space are evaluated by looking at throughput, power/energy consumption,
area (GE) and most importantly security. When it comes to block ciphers, there are
two main types: Feistel network and Substitution Permutation Network (SPN). Some
other works also consider Add-Rotate-XOR (ARX), Non-Linear-Feedback Shift Register
(NLFSR), Generalized Feistel Network (GFN) and Hybrid [96]. In general, the SPN ci-
pher is preferred for LWC, as Feistel ciphers are known to suffer from security problems
and require more rounds [96], [97]. As the name already suggests, SPN replaces plain-
text blocks with different values and subsequently rearranges the sequence. Feistel, on
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(a)

(b)

(c)

Figure 4.5: Memristor-based hardware security: a) Crossbar PUF showing triggered
dissolvement over time [82]. b) In-situ encryption scheme using 1T1R crossbar and
subthreshold-slope for key generation [81]. c) Keyless memristor-based encryption

scheme [90].

the other hand, splits the plaintext into two blocks that will interact with each other by
means of an XOR operation. Table 4.1 shows a collection of selected Lightweight Block
Ciphers (LWBC), based on the parameters highlighted above.

It should be pointed out that the means of data gathering, as done by the correspond-
ing papers, is not entirely clear and sometimes inconsistent. GE, power and energy
consumption seem to differ in every literature and also the scope within which these
numbers are considered. This is partially due to FPGA type, operation speed or technol-
ogy that is used for evaluation. Next to that, different evaluation approaches have been
used. For example, some works multiply GE with the number of clock cycles to evalu-
ate energy/bit [98], while others use energy equations based on power, frequency and
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Table 4.1: LWBCs and specifications. Partially adapted from [95]–[97].

Cipher Structure Key size (bits) Block size (bits) Rounds
Area
(GE)

Technology
µm

Power
µW

Energy
(µJ/bit)

PRESENT SPN 80 64 31 1570 0.13 2.20 10.63
RECTANGLE SPN 80 64 25 2063.6 0.13 1.78 7.25

SIMON Feistel 96 64 52 1216 0.13 1.21 8.55
SPECK Feistel 96 64 28 1522 0.13 1.52 6.89
GIFT SPN 128 64/128 28/40 1345/1997 0.09 1.97 8.03
SLIM Feistel 80 32 32 553** n.a. n.a. n.a.
µ2 GFN 80 64 15 n.a. n.a. n.a. n.a.

ANU-II Feistel 80/128 64 25 1322 n.a. 2400* 0.055*
NLBIST Feistel & SPN 64 64 5 (at least) n.a. n.a. n.a. n.a.
Piccolo GFN 80/128 64 25/31 1136/1197 0.13 n.a. n.a.
BORON SPN 80/128 64 25 1939 0.18 n.a. n.a.

* At a frequency of 10MHz. Other frequencies are unknown.
** GE only covers encryption core.

cycle information [99]; resulting in different accuracies of the final numbers. Hence, for
the above reasons, Table 4.1 is merely constructed as an indicator for finding suitable
ciphers for FFNIs.

The authors in [95] point out that in terms of throughput and energy, the ciphers
Speck, Simon and GIFT show the best result. Regarding simplicity, GIFT outperforms
the former two. From the duo, Simon is optimized for performance in hardware and,
thus, more energy efficient compared to Speck [100]. However, as pointed out in [95], it
requires some improvements to be used as LWBCs. The SLIM architecture shows a min-
imal footprint and simple design and is secured against linear and differential cyberat-
tacks [97]. The fairly new µ2 scheme is claimed to be more efficient than PRESENT and
also robust against all well known attacks [101]. However, there is only speculation about
the actual performance. The same holds for NLBIST; it is claimed to hold up against all
well known attacks and creates good potential by combining both SPN and Feistel [97],
[102]. Yet, the authors only infer low energy consumption based on the small memory
size that is used [102]. ANU-II shows very good results in terms of overhead. It also holds
up to all well known attacks and, as stated by [97], it is the smallest LWBC as of now w.r.t.
execution time, memory requirement and power consumption. The BORON scheme is
SPN based and very compact; nevertheless, it only shows reasonable resistance against
attacks [97].

Overall, it can be noted that majority of the mentioned LWBCs are very similar in
terms of overhead and performance. In terms of area, SLIM seems to be number one,
albeit energy and power are unknown. Other than that, GIFT and the Simon and Speck
family seem to show the best numbers overall. ANU-II also shows promising energy
consumption. Yet, keep in mind that the known frequency of operation is most likely
higher compared to the others. Also, it is not clarified what technology is used during
testing.

It may be observed that the suitability of a LWBC highly depends on the application
at hand. A reference design for a memristor-based cipher must therefore show potential
compatibility with memristors. The cipher that does that the best, is GIFT. Not only does
it outperform the others in terms of simplicity in structure and operation [95], its sim-
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ple structure (mainly consisting of substitution boxes) enables a straightforward cross-
bar implementation. More specifically, a memristor crossbar can be composed in a way
such that a GIFT encryption round can be performed by only a single ‘read’ action (more
about this in the subsequent chapter). For these reasons, the GIFT cipher will be used
as a reference and inspiration towards implementing a lightweight memristor-based en-
cryption block for the envisioned system. The next section will explain more about the
working principle of GIFT.

4.4. THE GIFT CIPHER
Similar to known standardized algorithms such as AES, SKINNY and PRESENT, GIFT is
based on SPN (Substitution-Permutation Networks) in which the plaintext nibbles are
replaced with other values, followed by rearrangement. The cipher is inspired on its
predecessor PRESENT, with the main differences being improved security and efficiency.
Most of PRESENT’s security against differential attacks relies on its S-boxes (short for
substitution box), which comes at high implementation cost as it requires a differential
branching number of 3 (a measure of the diffusion power of a permutation) [103]. GIFT
removes this obstacle by carefully composing the bit permutation and substitution in
conjunction. More specifically, by removing this constraint a much cheaper S-box may
be selected. Moreover, compared to PRESENT, GIFT requires half the number of XOR
operations as it only performs key addition on 2 bits per nibble in addition to constant
adding for some of the nibbles; PRESENT applies key addition to all the bits and also
uses a larger S-box . The GIFT family consists of two members: GIFT-64 and GIFT-128.
The former takes in 64 bits and uses 28 rounds while the latter encrypts 128 bits, using
40 rounds. Both versions use a 128-bit encryption key. Figure 4.6 shows the architecture
of the cipher. GIFT’s round function consists of three basic operations:

1. SubCells: During substitution, each nibble is fed into a 4-bit S-box, replacing its
value with another 4-bit value

2. PermBits: The output of the S-box is permuted. Each of the 4 bits is re-routed by
means of hardwiring

3. AddRoundKey: For both versions a 128-bit key is used. For the 64(128)-bit version
a 32(64)-bit Round Key (RK) is extracted from the ‘key state’, which is partitioned
into 2(4) 16-bit words. Using the RK two bits are XOR’ed with the corresponding
nibbles. In case of the 64-bit version, this will be the two LSBs of the nibbles and
the middle two bits for the 128-bit version. Figure 4.6 illustrates this for a single
round of GIFT-64.

Since only two key bits per nibble are used when performing the XOR operations,
each RK is updated and shifted after every round, to ensure that the other part of the key
state is used. This is done by performing a 32-bit right rotation. Following this is a 2-bit
and 12-bit right rotation, performed on the two MSB bytes and the two bytes thereafter,
respectively. Figure 4.6 depicts the complete key state update. In addition to the RK,
there also exists a 7-bit Round Constant (RC) which is applied to bit positions n-1, 3,
7, 11, 15, 19 and 23. After every round, the round constant is updated by means of a
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rotational left shift followed up by two XOR operations between the new LSB, MSB and
‘1’. The RK and RC schedules are the same for both versions of the cipher.

4 bits

3  2  1  063 62 61 60
SubCells

AddRoundKey

SB SB SB SBSB SB SB SBSB SB SB SBSB SB SB SB

PermBits

8 bits

RK

RK0

RK16

RK31 RK15

>>2 >>12 >>32

RC0RC0

UpdateKey

64-bit plaintext

128-bit key

1 round

Figure 4.6: Basic architecture of GIFT-64. The encircled section (blue) denotes the
single-round encryption of a bit-slice. Illustration adapted from [103].

Figure 4.7: GIFT-64 permutation mapping. Adapted from [103].

4.5. OVERVIEW AND EVALUATION OF MEMRISTOR-BASED LOGIC

ARCHITECTURES
Any encryption module design will involve a logic computation architecture together
with a memory unit. In this section an overview and evaluation of existing memristor-
based computation blocks is given. The potential of memristors for lightweight security
and IoT applications is being recognized more in recent years [70], [79]–[87], [104]. The
development of MLGs and computation blocks is therefore inevitable. Related to this is
the development of primitive operations which, ultimately, are the main building blocks
for performing computations in digital designs. Examples of such operations are: AND,
OR, NAND, NOR, XOR and NOT. By looking at the architecture of these MLGs, one could
define four different types:
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1. Crossbar: The functionality of a logic gate is realized using a memristor crossbar.

2. Logic: A logic gate is realized using (just) memristors.

3. Hybrid: Combining memristors and CMOS to generate gate functionality.

4. Crossbar compatible: A logic gate is realized using (just) memristors, but could
also be integrated in a crossbar structure.

It should be made clear that some architectures can fall under a multiple of these
classes. Another distinction can be made between the input/output characterization
of an MLG. More specifically, Ielmini and Wong [105] originally define this distinction
and it is later also applied in [106]. There are four different characterizations: V-R, R-V,
V-V and R-R, corresponding to the input and output, respectively. ‘V’ implies that an
input/output is characterized by a voltage level. Similarly, ‘R’ indicates an input/output
is characterized by the resistive state of the memristors [105]. Besides looking at the
architecture of the MLGs, specifications such as the number of memristors, number of
steps and delay will be taken into consideration in the subsequent discussion. Notable
MLG architectures from literature are discussed below. Note that only two of them, i.e.,
[107] and [108], discuss power, energy and area overheads.

4.5.1. MAGIC: MEMRISTOR-AIDED LOGIC
MAGIC was proposed in [109] and only consists of memristors. It is a sequential logic
family consisting of the universal gate set AND, NAND, OR, NOR and NOT. As Figure4.8
shows, the implementation of MAGIC is rather simple. It primarily consists memris-
tors that are connected in series, where one memristor serves as input and the others as
output. The number of input resistors corresponds to the number of gate inputs [109],
[110]. The method for defining input and output is based on the resistive states, which
makes this scheme fall under the R-R category. Ielmini and Wong [105] also define this as
‘stateful’ because 1) the logic operation is done in-memory, 2) it is a true cascadable in-
memory operation, and 3) it relies on the non-volatile states of the memristors. Stateful
logic is often preferred because V-V logic is volatile and there is no conversion overhead
as opposed to R-V and V-R logic [106]. A MAGIC logic operation requires three steps
to be fulfilled. First, the output memristor is initialized to a ohmic value depending on
the type of gate. Then, the two input memristors are also initialized to the desired logic
input. After initialization, a voltage pulse is applied via a switch which leads to the op-
eration of the voltage divider. Depending on the voltage drop at the output memristor,
its resistive state changes, making it a destructive operation; hence, for a follow-up op-
eration, all memristors require to be initialized again by means of a write operation. It
should be pointed out that initialisation of the input memristors is done sequentially.
So in fact, the entire operation takes (at least) four steps depending on the number of
logic inputs. Also, because only the NOR gate can be implemented within memory (i.e.
crossbar) this logic family is not considered crossbar compatible.

4.5.2. SIXOR: SINGLE-CYCLE IN-MEMRISTOR XOR
SIXOR is the first stateful XOR operation [107]. Its logic construction is illustrated in Fig-
ure4.9. TaheriNejad [107] claims that this operation only requires one cycle, as opposed
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(a) (b)

Figure 4.8: MAGIC [109]. a) NOR gate. b) OR gate.

to other stateful architectures; nevertheless, one should also consider the fact that both
input and output memristors A/B and F, and auxiliary memristors need to be initialized
in some cases. On the other hand, when placing them efficiently within a crossbar the
operation could be done in a single step. The power and delay presented in [107] is
20.25 µW and 2 µs, respectively. Even though the author mentions the technology de-
pendency, these numbers are still on the high side for a single operation. A nice addition
to this XOR scheme is the 1R crossbar compatibility. However, mapping the MLG into a
crossbar may be too difficult. On top of that, 1R crossbar arrays larger than 16×16 will
introduce sneak paths and leakage in contrast to 1T1R arrays [107].

A

B

C

D

VL VL

-VL -VL

Figure 4.9: SIXOR gate. Adapted from [107].

4.5.3. SCOUTING LOGIC
The Scouting Logic family presented in [108] is an R-V based hybrid logic design that of-
fers OR, AND and XOR operations. Unlike the previous two implementations, the logic
operations performed with Scouting Logic are non-destructive as the resistive states are
preserved across multiple operations. Hence, no switching between resistive states is
necessary, which is power efficient. Moreover, a single logic operation only requires one
step in which no initialisation and restoring is needed as it primarily consists of a read-
ing operation. The core of the Scouting Logic design varies depending on the sensing
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scheme one would like to use. [108] propose a Current Sense Amplifier (CSA) and a Volt-
age Sense Amplifier (VSA) and their respective architectures are illustrated in Figure4.10a
and 4.10b.
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Figure 4.10: Scouting Logic sense amplifiers. (a) Scouting Logic CSA with transistor
switch truth table for enabling different gates. (b) Scouting Logic VSA with transistor
switch truth table for enabling different gates. Both figures are adapted from [108].

For both architectures the desired operation is enabled depending on the switch that
is turned on. CSA generates its reference current using a PMOS and NMOS transistor,
while VSA generates a reference using additional memristors [108]. Both SAs use a CMOS
XOR gate as a threshold function to pass the proper output pulse depending on the gen-
erated reference. So, when applying a read pulse concurrently to selecting the desired
operation switch (of CSA or VSA) and MA and MB , a current, which is determined by the
equivalent input resistance (denoted as MA//MB ), will flow from the Bit Line (BL) to the
SA. Depending on whether the current (or resulting voltage) is higher or lower than the
gate threshold, the output will become ‘0’ or ‘1’.

One may notice from Figure4.10a that CSA has larger area overhead compared to
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VSA. On top of that, CSA has a power consumption of 20 µW while VSA consumes half
of that. On the other hand, VSA has a much larger delay of 12 ns while CSA’s delay is
under the 2 ns [108]. The Scouting Logic design is compatible for 1T1R crossbars which
make the overall design less susceptible to leakage and sneak paths. Yet, due to small
sensing margins, variability of resistance may cause operation failure. To tackle this, Xie
et al. [108] propose a design methodology for creating a more robust version of Scouting
Logic CSA/VSA.

4.5.4. 1T1R RRAM IN-SITU BOOLEAN LOGIC
Wang et al. [111] propose a simple 1T1R RRAM Boolean logic scheme which is later also
adapted in [81] as an in-situ encryption module for hardware security. The design is
proposed as a hybrid standalone MLG but is also crossbar compatible [81], [111]. The
proposed design utilizes the V-R method. Although the authors claim it only requires a
single step to do the computation, this logic scheme is destructive and therefore needs
initialisation and resets. Because of this, three steps are actually required which also
influences the time necessary to finish a single operation. Despite the simple structure
of this MLG, it supports up to 16 boolean operations [111]. While many of the proposed
MLGs lack the possibility to cascade the gates, this design only partially circumvents this
problem: for only five logic functions it is possible to directly cascade the output without
an intermediate read-out [111]. Figure 4.11 shows an example of how an XOR gate would
work. Here, both the gate, drain, and source function as encoded input and the resistive
state corresponds to the output [81].

Figure 4.11: 1T1R XOR operation for four different inputs. Adapted from [81]

4.5.5. STATEFUL 1T1R RRAM NANDS
The design proposed in [106] is constructed for 1T1R crossbar arrays. As such, it ad-
dresses the sneak path problem common in 1R arrays [106]. As the name already sug-
gests, the operations belong to the R-R category. The design, i.e. a NAND gate, is a uni-
versal MLG because any binary logic function can be realized using a number of NAND
gates, even for multiple inputs [106]. With this in mind, the authors demonstrate how to
construct an XOR operation using only the proposed architecture shown in Figure4.12.
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Also for this design the operations are destructive. Prior to a logic operation, output
memristor Y must be initialized to HRS. Depending on whether Y switches, it must be
RESET for the next operation. Figure 4.12c shows that in addition to initialisation, per-
forming an XOR operation takes four steps, hence increasing delay. Despite the benefits
of this implementation, concocting a simple logic gate may require more elements and
bring additional delay. More specifically, the presented 4-bit XOR gate requires a 5 X
4 1T1R array (see Figure4.12b). Also, Shen et al. [106] claim that parasitic capacitance
further limits the speed of the logic.

(a) (b)

(c)

Figure 4.12: 1T1R RRAM NAND. a) A basic NAND circuit. b) 5 X 4 1T1R crossbar
configuration for a 4-bit XOR gate. Additional assistant cells (green) are placed for
fulfilling the XOR operation. c) Sequence of steps required for performing an XOR

operation. Image retrieved from [106].

4.5.6. IMPLY: MATERIAL IMPLICATION MEMRISTOR LOGIC
IMPLY is another stateful MLG design that can create any Boolean logic. It is considered
an addition to the well known operations AND, OR and NOT [110] and its equation can
be expressed as "p IMP q" (p implies q) or "if p, then q". Its simplicity enables cross-
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bar integration. Figure 4.13a shows the architecture of IMPLY. The key of performing
the operation is by simultaneously applying an auxiliary voltage (Vcond ) pulse to P and a
set voltage (Vset ) pulse to Q for a conditional switching operation [110]. Depending on
the resistive states of both inputs q may switch. Like [106], the downside of this scheme
is the sequence length of IMPLY operations to construct a single Boolean function [110].
The authors also discuss the possibility for a multi-input IMPLY operation, but this expo-
nentially increases the number of steps required to perform any Boolean logic operation
which, in return, increases power consumption.

VqVp

RG

(a)

p q q' 
(p IMP q)

0 0 1

0 1 1

1 0 0

1 1 1

(b)

Figure 4.13: IMPLY [110]. a) IMPLY gate architecture. b) IMPLY truth table.

4.5.7. MRL: MEMRISTOR-RATIOED LOGIC
Kvatinsky et al. [112] share a CMOS-memristive logic family named Memristor-Ratioed
Logic (MRL). In MRL, the OR and AND gates are made using memristors and addition-
ally a CMOS NOT gate is used for composing a complete logic set while also restoring
degraded signals [110]. In contrast to the previous examples, this work utilizes voltages
as the logic state variable. The memristors in Figure4.14 are connected in series with
opposite polarity and the output node is the common node. Depending on the applied
input state, the memristance switches. Even though signal degradation is very minimal
when switching from HRS to LRS, it is necessary to perform signal restoration when cas-
cading multiple gates as this degradation may become significant. The authors explain
that input size may be extended by means of connecting more elements to the common
node. One major benefit of this design is that the result of a single operation is inde-
pendent of the memristors’ initial state. Besides that, computation only takes one step.
Nevertheless, MRL uses a linear type of memristor which, according to the authors, is
slower than the common threshold type. For this reason they are slower and the switch-
ing time depends on applied voltage.
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Vout

VA

VB

Figure 4.14: MRL. Illustration adapted from [112].

4.5.8. CMOS-LIKE LOGIC
The work done in [113] proposes an architecture that is supposed to be a "1-to-1" map-
ping of the corresponding CMOS transistor circuit. The architecture is "complementary"
because it utilizes symmetrical pairs of opposite polarity memristors [113]. The Boolean
logic function depends on the topology of the involved memristors and it is possible to
make any digital logic circuit. The methodology used is V-V and the output voltage is
always a fraction of the supply (read) voltage because the circuit acts as a voltage divider.
Because the memristor state may change after operation, this scheme is considered de-
structive. This design offers the possibility to expand the number of inputs arbitrarily.
This does increase the number of required memristors, ultimately increasing the num-
ber of steps for a single computation to 2n. This is still better than IMPLY, but cascading
is not possible for this scheme. Then there is also the fact that the design of a gate does
not necessarily generate less overhead than its CMOS counterpart. This makes the use
of such a design perhaps obsolete.

Figure 4.15: CMOS-like logic NOT, NAND and OR gate. Image retrieved from [113].
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4.5.9. PARALLEL INPUT-PROCESSING MEMRISTOR LOGIC
Up until now, the majority of the discussed designs process input sequentially. In [114]
a parallel approach is highlighted. More specifically, an MLG family is presented that
enables parallel execution of logic computation while also offering a large set of possible
logic gates as opposed to MRL. The number of memristors in a gate depend on the type
of gate and the number of inputs. For any of the gates, all the inputs are first summed
up. More than two inputs is possible, but the number of inputs is limited by the amount
of voltage a memristor can take before being damaged [114]. Like some of the previous
designs, the memristors may have to be reset after computation. This design, however,
offers a simultaneous reset (using a single pulse) for all the memristors without having
to access them separately. Hence, a single computation requires two steps at most. Cas-
cading is also possible, but requires some restoration between stages. Figure 4.16 shows
the architecture of different logic gates following this scheme. Figure 4.16a shows the
general scheme that is applied to every gate. Figure 4.16c shown an example of the cas-
cading of multiple gates. This scheme is not crossbar compatible.

Memristors
+

VA

VB
RL

SumA,B

(a)

AND OR NAND NOR XOR XNOR

(b)

+
VA

VB

RL+
VC

VD

(c)

Figure 4.16: Parallel input-processing memristor logic [114]. a) MLG scheme: Input A
and B are accumulated and passed through the memristor topology. b) List of

synthesizable MLGs. c) Two parallel AND gates connected in series with an OR gate.

4.5.10. DUAL SENSE AMPLIFIER CROSSBAR LOGIC
An alternative approach to all of the above is the utilisation of a (dual) SA setup for
the composition of more complex gates or operations such as bitwise XOR and ADD.
By combining the reference currents of the NOR and NAND sensing schemes (see Ta-
ble 4.2 and Figure4.17a), an XOR operation is realized, following the equation YXOR =
(X 1AN D )NOR(X 2NOR ), as shown in Figure 4.17b; where X1/X2 correspond to the prior
output of the respective sensing schemes. The dual SA scheme (DSA) is meant for cross-
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bar operations and follows the R-V method. Due to its simplicity it is able to perform
some operations using a single cycle only. However, this comes at the cost of using the
two SAs and a single 2-bit NOR gate. To support multiple operations, it requires addi-
tional MUXs for selection and a more elaborate global reference generation. Despite the
authors specifying the schematic for the SAs, any SA can be used for this scheme and the
multi-gate scheme. The work reports high energy and power efficiency improvements
compared to a baseline design implemented with a conventional Spin-Transfer Torque
(STT)-MRAM. Yet, no exact numbers are discussed for this design.

Table 4.2: Logic ‘1’ truth table

0 0 NOR

0 1 XOR
1 0 XOR

1 1 AND

Iref-(AND/OR)ISL

XNAND/NOR XAND/OR

(a)

Iref-ANDISL Iref-ORISL

YXOR

X1AND X2NOR

(b)

Figure 4.17: DSA crossbar logic. a) Generic (N)AND/(N)OR SA. b) Sensing scheme for
single cycle 2-bit XOR operation, adapted from [115].

4.5.11. ASSESSING THE MEMRISTOR LOGIC GATES
Many of the MLGs discussed above are limited due to cascading problems, destructive-
ness, and long sequences of operations. MLGs implemented in a constrained environ-
ment should have very low power consumption and an MLG that requires many sequen-
tial resets may therefore be less desirable. As of now, the usage of standalone MLGs
such as SIXOR [107], MAGIC [109] and MRL [112] may be too inefficient and excessive
to make its use for FFNI encryption justifiable. Crossbar solutions, on the other hand,
show good potential for parallel in-memory computing applications. Hence, solutions
such as Scouting Logic [108] and DSA [115] are strongly considered in this work.
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Preferably one would want to compare numbers such as area, power, energy and de-
lay. Unfortunately, almost none of the papers mention any of those numbers. However,
educated estimations can be made, based on the topology and working principle of ev-
ery scheme. From the evaluation it has become apparent that both Scouting Logic [108]
and DSA [115] are front-runners. Alas, due to lack of figures, no direct comparison can
be made. Scouting Logic has the advantage of not requiring global reference generation,
and its VSA scheme has very low complexity. On the other hand, Scouting Logic VSA
shows larger latency and Scouting Logic CSA may have high energy consumption due to
static power. Moreover, both still require an XOR gate. DSA is less complex than Scout-
ing Logic CSA and is considered very power efficient and robust. However, it does require
additional SA periphery, which may have implication for power and area consumption.
Table 4.3 provides a clear overview of all the architectures, types, number of elements,
and other attributes.



Table 4.3: Evaluation of MLGs

Information Architecture Specs Attributes

Type Method

Work Year Crossbar MLG Hybrid
CB

Compatible
V-R R-V R-R V-V # of mems

Average Power
µW

Energy
pJ

# of steps
Op. delay

ns
Multiple
Bool Op.

Simplicity
Non

destructive
No active
switching

Single step
No

sneak paths
Universal

Multiple (>2)
operands

No signal
restoration∗∗∗∗

[109] 2014 no yes no no no no yes no 3 - - 4 - + + - - - - - - -
[107] 2021 no yes no yes no no yes no 5 20.25 44.55 1 2000 - - - - + - - -

[108] 2017 yes no yes yes no yes no no 2
20 (CSA) /
10 (VSA)

- 1
2 (CSA) /
10 (VSA)

+ + + + + + - -

[111] 2017 no yes yes yes yes no no no 1 - - 3 ∗ + + - - - + + - -
[106] 2019 yes no yes yes yes no no no 3 (at least) - - 4 ∗ + - - - - + + + +
[110] 2016 no yes no yes no no yes no 2 (at least) - - 3 ∗∗ + + - - - - + + -
[112] 2012 no yes yes no no no no yes 2 (at least) - - 1 ∗∗∗ + + - + + - + + -
[113] 2014 no yes yes no no no no yes 2 (at least) - - 2n (operands) - + - - + - - + +
[114] 2014 no yes yes no no no no yes 1 (at least) - - 2 - + + - - - - + + -
[115] 2017 yes no no yes no yes no no 2 - - 1 ∗ + + + + + + - -

* Depends on initialization, writing and reading sequence.
** Depends on logic operations.
*** Depends on applied voltage.
**** If applicable.
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BUILDING AN IN-SITU

MEMRISTOR-BASED LIGHTWEIGHT

BLOCK-CIPHER

This chapter will focus on the proposed design, its sub-modules, and the implementation.
A comparative analysis (against a CMOS-based implementation) will be presented, fol-
lowed by a detailed discussion.
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5.1. BUILDING A MEMRISTOR-BASED SPN CIPHER
This section will discuss the road towards implementing the GIFT SPN cipher using
memristors. By means of unrolling the devised construction of each of the operations
discussed in Section 4.4, a clear view of the entire composition of the proposed design is
achieved.

5.1.1. DESIGN APPROACH AND ASSUMPTIONS
The general idea is to take advantage of the bit slicing topology of GIFT [103] and com-
press all the operations shown in Figure 4.6 into one lightweight module. Frequent
switching of memristors could introduce reliability issues and also shorten the lifetime
of the memristor block significantly [70], [79], [82], [87], [94]. So the incentive is to elim-
inate writing/reset operations where possible. In the previous chapter it was pointed
out that memristor technology has not matured sufficiently for the implementation of
cascaded MLGs. Thus, creating a memristor-based AND-OR tree architecture, inspired
of traditional CMOS-based AND-OR trees, is is not the focus in this work. More so, uti-
lizing a memristive crossbar structure is preferred given the possibility of high-density,
in-memory (in-situ) computations. As stated earlier, due to its simple structure, GIFT
is a proper candidate for a crossbar based implementation. Moreover, the first opera-
tion SubCells is realized using 4-bit S-boxes, which are normally implemented using a
Look-Up Table (LUT). Hence, this gives reason to follow the same LUT approach using a
memristor crossbar. So, to summarise:

• Mapping the three GIFT operations and key scheduling (see Section 4.4) to a mem-
ristor crossbar, makes it possible to execute a GIFT encryption round, for one slice
(encircled in Figure 4.6), using a single ‘read’ operation.

• Only at the start of an encryption session would a ‘writing’ operation be required
to program the constant/key-bit values.

• Each crossbar implementation covers the 40 rounds of encryption.

• By minimizing switching activity and by mapping all the operations to the cross-
bar, smaller energy consumption and footprint may be achieved.

Before diving deeper into the design, a couple of assumptions must be established.
First of all, for this design project the 128-bit GIFT version is considered. Nonetheless, it
can be easily configured to the alternative version when desired. Second of all, private
session keys need to be created and transmitted to perform the encryption. To do so in
a secure and efficient manner, a BCC protocol such as SecureEcho will be assumed. It
assures both secure key transmission and ZPD as explained in Chapter 3. This enables to
focus all the effort towards the design of the encryption module only. Furthermore, this
project assumes the robustness of the GIFT cipher as detailed in [95], [103], [116]. Lastly,
to demonstrate the applicability of memristors in lightweight encryption, the design and
evaluation of the slice marked in Figure 4.6 will suffice. Figure 5.1 shows the top view of
the proposed design. To the best of knowledge, no other work has proposed a memristor-
based LWBC at the time of writing.
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Figure 5.1: Top view of the memristor-based GIFT cipher.

5.1.2. S-BOX
The first operation in the encryption process is substitution of the plaintext nibble with
a 4-bit sequence generated from the inverted S-box. For this implementation and its
subsequent schematics, the S-box will be referred to as SB (as done in Figure 4.6). For
the differential properties, linear properties and other S-box heuristics please refer to
[103]. Table 5.1 shows the substitution specifications that are used for the 4-bit S-box.
The implementation of a memristor based LUT has been done before, as presented in
[117]–[119]. The question that remains, is what the suitable type of crossbar structure
would be?

Table 5.1: Substitution map of S-box SB as specified in [103].

x 0 1 2 3 4 5 6 7 8 9 a b c d e f

SB (x) 1 a 4 c 6 f 3 9 2 d b 7 5 0 8 e

Passive crossbar arrays (1R) are an attractive solution for high-density and low power
integration. However, their weaknesses include current sneak paths and floating state is-
sues during reading and writing operations. As highlighted already, this leakage becomes
more severe when increasing the number of cells [81], [107], [111], [117]. An established
answer to this problem is the nTnR structure. Most common is the 1T1R structure, but
2T2R has also shown major benefits [78]. However, as the name already suggests, 2T2R is
twice the size of 1T1R. Mapping SB into a 1T1R crossbar results in the structure shown in
Figure 5.2. The SB unit has 16 4-bit values, corresponding to Table 5.1, and this is trans-
lated in 16 rows of four memristor and transistor elements, where each memristive cell
represents a ‘0’ or ‘1’ bit. So, given a 4-bit input, an address decoder will select one of the
16 WLs (in correspondence to Table 5.1) by applying a voltage to the transistor gates of
that row. The details of the crossbar operation will be provided in Section 5.1.5.
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WL0
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SL1 SL2 SL3 SL4BL1 BL2 BL3 BL4

Figure 5.2: The 1T1R S-Box LUT: WLs are used to select the row, SLs for selecting the
columns and BL for evaluating ‘read’ operations.

5.1.3. XOR OPERATION
The second operation that is part of the GIFT encryption, is AddRoundKey. To do this in
an efficient way, advantage should be taken from the crossbar structure proposed for the
SB unit. In Section 4.5 it was disclosed that finding the proper MLG is crucial for achiev-
ing low energy and area consumption. Not many of the presented MLG schemes offer
the possibility to perform an XOR operation, which is required in AddRoundKey. While
there are schemes that offer this possibility by means of performing a sequence of MLG
operations, these are avoided for the fact that the total delay and power accumulates
very quickly. More so, it is highly preferred to apply XOR operations that are stateful. For
this reason Scouting Logic [108] and DSA [115] can potentially be a good fit. Hence, both
these sensing schemes are considered for the XOR implementation.

SCOUTING LOGIC XOR
The shaded rows in the tables in Figures 4.10a and 4.10b shows that all switches are cut
off (except for S3) to realize the XOR operation. Since the remaining switches are not
used, the design may be simplified to fit the requirements of the AddRoundKey oper-
ation. For Scouting Logic CSA this means that the unnecessary reference switches are
removed, as illustrated in Figure 5.3a. For Scouting Logic VSA the unused memristors
are removed as well, leaving just the voltage divider configuration formed by M1 and M2

(see Figure 5.3b. Even though both sense amplifiers fulfill the same functionality, their
respective performance shows significant differences. In Section 4.5.3 it was highlighted
that the CSA-based Scouting Logic shows the lowest delay to execute an XOR computa-
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tion. On the other hand, VSA-based Scouting Logic consumes a lot less power. Especially
when adapting it to the needs of the GIFT cipher, the power consumption could become
even less. Logically, it would then make sense to go for Scouting Logic VSA. Nonetheless,
both versions are considered to verify this. Both Scouting Logic schemes still follow the
same operation principles that were detailed in Section 4.5.3.
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Figure 5.3: Modified Scouting Logic sense amplifiers for the 1T1R GIFT-128 cipher XOR
operation. (a) Scouting Logic CSA. (b) Scouting Logic VSA.

DSA XOR
Section 4.5.10 discussed the principles of DSA and its XOR configuration (see Figure
4.17b). In [115], current mirrors are used in the crossbar, to drive the SAs. For the de-
sign of the 1T1R-GIFT, a voltage-based SA will be used so that the current mirrors are
not necessary anymore, which results in higher energy efficiency. The schematic for the
voltage-based SA is adapted from the SA proposed in [115], with minor alterations to
target only XOR functionality (see Figure 5.4a).
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Figure 5.4: DSA XOR scheme: a) Voltage-based sense amplifier. b) DSA 1T1R sensing
scheme.
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5.1.4. PERMUTATION
Permutation can be done following the same approach as proposed in [103]. Having a
more passive design with minimal switching activity, can be enforced by taking a slightly
different approach, which consists of two parts:

1. The web of connections in Figure 4.6 show the physical permutation. Figure 5.5
corresponds to the mapping of these wires for each round. Each nth bit of every
nibble is connected to the nth bit of another nibble that drives the SB of the next
stage. For example, considering the permutation scheme in Figure 4.7, bit 1 of
the rightmost SB (in the first round) is connected to the input of bit 1 of the SB
encircled in Figure 4.6. This applies to every output and input of the SBs that are
connected during permutation. The same holds for GIFT-128.

2. Figure 4.6 shows that the mapping of the XOR operations never changes; it is al-
ways the same bits that are subjected to the XOR manipulation. Knowing this and
the permutation map in Figure 4.7, it is possible to anticipate the RK and RC bit
additions for every round if the encryption key is known. More specifically, in-
stead of performing RK/RC updates every round, these values are pre-computed
(offline) and arranged using the permutation table. During initialisation of the en-
cryption module, these values will be uploaded only once to the memristor-based
GIFT cipher; saving overhead in the process due to removing the active key sched-
ule operation in its entirety.

3. Each slice now contains all the permuted key-bit values for every round of encryp-
tion. At the start of a new encryption round, the output of the slice will be fed back
to its input, instead of routing it to a different slice.

5.1.5. ROUND ENCRYPTION
The means of incorporating the permutation and keyscheduling approach is illustrated
in Figure 5.5. In addition to the crossbar proposed in Section 5.1.2, a 40× 2 (40× 3 for
the few nibbles with additional RC) 1T1R crossbar will be connected in series. With
each of the 40 rows (WL16 to WL55) encoding the RK (and RC) bits, the permutation
and key/constant scheduling will be mapped for the complete encryption of a 128-bit
plaintext. The crossbar in Figure 5.5 clarifies how the architecture is divided into a sub-
stitution section (top) and an RC/RK encryption part (bottom). For the bottom part, the
bitcells are labelled with RnKi (+32), where n stands for the round number and i for the RK
bit as explained in [116]. Here, every third bit of the nibble is encrypted with the i+32th

roundkey bit at each round, while every second bit is encrypted with the ith roundkey
bit. It can also be seen how the XOR SAs are connected to the bottom of the crossbar.
This connection is the same for Scouting Logic as for DSA. Figure 5.5 illustrates the en-
tire slice operation, including XOR addition, for a single round. A round of encryption
goes as follows:

• Following the mapping presented in Table 5.1 the corresponding WL will be driven
by a voltage pulse, upon which the NMOS switches in that row will close and the
respective memristors are selected. The RC/RK memristors, corresponding to the
first round, are selected. The activated rows and columns are marked with blue.
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• A read pulse is generated for each SL, allowing current to flow through the mem-
ristors and the BL, into the XOR and RO SAs. This read pulse is marked in red.

• With the desired rows selected, an XOR operation is performed between bitcell 2
and 3 of the top part and the bottom part. Depending on resistive states of these
bits, a ‘0’ or ‘1’ pulse will be generated at the output. Bitcell 1 and 4 are being read
out without performing an XOR operation.

• The output is temporarily stored in the output registers.

• In the next round output is fed back again to the input of the same SB.

• All of the above steps are performed at the same time.

n = 39

RO-SA RO-SA

XOR 
SA

XOR 
SA

n = 0

Substitution

RC/RK encryption

WL0

WL15

SL1 SL2 SL3 SL4

BL1 BL2 BL3 BL4

WL16

WL55

Figure 5.5: The slice architecture of the 1T1R GIFT cipher and operation sequence
corresponding to a round of encryption.
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5.1.6. CROSSBAR ADDRESS DECODERS
The purpose of the address decoders in Figure 5.1 is to drive the desired WLs in the cross-
bar, resulting in the selection of the memristors embedded in the respective row. Look-
ing at Figure 5.1 it becomes apparent that the address decoders can cause quite a bit of
overhead. This is because this GIFT-128 design requires 32 4-to-16 address decoders and
a single 6-to-40 address decoder. Hence, it is important to design address decoders with
minimal overhead. Many different designs were considered. For example, one idea was
to decode the bits by means of a sequence of PMOS and NMOS transistors connected in
series. Each one of them would correspond to the expected input bit. An illustration of
this idea is shown in Figure 5.6. The disadvantage of such a circuit is that it is completely
analog, which means the transistors have to be sized precisely. Moreover, the caused
voltage drop across the transistor would become an issue taking into consideration the
transitor overdrive. Consequently, a repeater would have to be placed to enforce enough
input drive for the WLs. Nevertheless, this is not an optimal solution. A better solution is
to go for a complete logic scheme as with such schemes the smallest possible transistor
sizes can be used.

LUT

4 X16
gnd

Vdd

Vdd1 0 1 0

X 16

Figure 5.6: Analog 4-to-16 decoder.

There is another well-established approach for decoding addresses in SRAMs [120],
[121]. This approach is relatively lightweight, reliable, and can also be applied to mem-
ristor crossbar arrays. The main idea is to have a decoder logic scheme, consisting of
AND, NAND, some inverters and/or NOR gates. In addition to that there are comple-
ment inputs that are necessary for realising the decoder scheme. This would mean, for
example, that instead of having four inputs, the decoder will have eight inputs which
are segmented in two parts of 2×2. The next two parts will clarify the implementation
details concerning the two proposed decoders for the memristor crossbars.

4-TO-16 ADDRESS DECODER

Keeping in mind the schemes applied in [120], [121] various design iterations took place.
One of the ideas was to reduce the transistor count by implementing PMOS/NMOS trans-
mission gates in combination with the NAND-NOR alternate stages. This is shown in
Figure 5.7. Unfortunately, upon simulation this design did not possess the required volt-
age strength for driving the WLs. Next to that it did show unwanted behaviour and non-
idealities such as leakage and untimed switching. For these reasons, the transmission
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gates have been completely omitted. The final design of the 4-to-16 address decoder
can be seen in Figure 5.8. The decoder has an MSB part and an LSB part correspond-
ing to the two MSBs and two LSBs of the inputs nibble. The complementary inputs are
indicated with an apostrophe. It should be noted that the gates in the final stage must
be sufficiently large in order to properly drive the WLs. All the other gates may be of
minimal size. All the details will be explained in Section 5.2.2.

A

B

A'

B'

MSB

LSB y0

y1

y2

y3

y15

C

D

C'

D'

Figure 5.7: NAND/NOR stages combined with transmission logic.
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LSB
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B'

C'
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Figure 5.8: 4-to-16 address decoder.
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RC/RK SELECTOR

The entire encryption architecture requires a single RC/RK selector for selecting the WLs
in all the 32 RC/RK units shown in Figure 5.1. As with the previous address decoder,
multiple iterations took place. The goal of this selector is to select a WL every round,
starting from round 1 and incrementing up to round 40. The first idea was to use shift
registers for selecting each WL by an increment. However, after careful inspection it was
found that having 40 shift registers is more costly than using a 6-bit counter that drives
a 6-to-40 address decoder. This is mainly because these shift registers are constructed
using D-type Flip Flops (DFF) [122]. A common DFF consists of 38 transistors [123], so
having 40 of these units accumulates to 1520 transistors. For construction of a counter,
a T-type Flip Flop (TFF) is sufficient since it performs a "toggle" operation. Constructing
a simple 6-bit counter like the one shown in [124] would accumulate to 264 transistors.
The schematic of the 6-bit counter is summarized in Figure 5.9. The address decoder
that is driven by the 6-bit counter is built using the same design principle as the 4-to-
16 address decoder. The only difference is an additional stage of NOR-gates and the
inclusion of another 2×2 block for inputs E, F, and their complements (see Figure 5.10).
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Figure 5.9: Circuit of the 6-bit counter.
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Figure 5.10: 6-to-40 address decoder.
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With the above two designs the number of transistors amounts to 520, which is a
lot less compared to using shift registers. As with the 4-to-16 version, the final stage of
the decoder must be of sufficient size to supply enough drive to the respective WLs. All
other gates in this scheme may be of minimal transistor size. Details about sizing will be
highlighted in Section 5.2.2.

5.2. IMPLEMENTATION, RESULTS AND COMPARISON
This section will describe the verification of the proposed design. Then the results, ex-
tracted from transient analysis, will be presented and used for the the quantitative com-
parison between the proposed architectures and a CMOS-based implementation.

5.2.1. SETUP AND METHOD
The memristor-based GIFT cipher is constructed using Cadence Virtuoso V.6.1.8 and
simulated with Spectre. The design is realized with the TSMC 40nm library. Performance
analysis is done using the Spectre calculator tools. The area calculation is based on the
bitcell layout, depicted in Figure 5.11, and the gate properties provided by the technology
library. Of course, to show how the memristor-based cipher holds-up against a CMOS-
based implementation, a comparative analysis has to be made between the two. To do
so, an open source GIFT-128 implementation [125] has been adapted to fit the require-
ments for the comparison. This implementation is written in VHDL code and verified
using the Xilinix Vivado design suite simulator. After verifying the implementation, a
Value Change Dump (VCD) file was generated during simulation, containing the switch-
ing activity of the implementation. Together with a written Unified Power Format (UPF)
file, the RTL was fed into Synopsis SpyGlass [126] to generate accurate area and power
estimations using the TSMC 40nm library. Three versions of the 1T1R-GIFT are imple-
mented, using different XOR schemes: Scouting Logic CSA XOR, Scouting Logic VSA
XOR, and DSA XOR. For simplicity, the implementations will be referred to as SL(C/V)-
GIFT and DSA-GIFT, respectively. The design parameters for both the memristor-based
(1T1R-GIFT) and the CMOS-based implementation (CMOS-GIFT) are summarized in
Table 5.2. For SL(C/V)-GIFT and DSA-GIFT these parameters are the same.

Figure 5.11: Layout of the used 1T1R bitcell. The image on the left is for a single bitcell.
The image on the right depicts two bitcells. Image adapted from [78].
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Table 5.2: Design parameters.

Implementation CMOS-GIFT [125] 1T1R-GIFT (this work)

Technology 40nm 40nm
Memristor model n.a. HfO2

∗
Operating voltage 0.9 0.9

Operating freq. 10 MHz 10 MHz
tpH /tpL

∗∗ 10 ps 10 ps
* JART VCM v1b memristor model from [92].
** Rise/Fall time

5.2.2. IMPLEMENTATION
The simulation models are described by SPICE netlist and entail a single slice as high-
lighted in Section 5.1.1. The 1T1R model is adapted accordingly from [78], which uses the
HfO2-based memristor from [92]. The structure of a single bitcell is described in Figure
5.12. In this model, non-idealities such as wire resistance/capacitance are considered.
These are illustrated as capacitive and resistive elements. Implementing a single row
for the SB (RC/RK) unit requires four (two) bitcells to be connected to the same WL. By
means of a simple script, a multitude of these rows can be connected to each other; SLB

and BLB of one row are connected to SLT and BLT of the next row, respectively. In the
same manner, the SB unit and the RC/RK unit are connected. The final row of the RC/RK
unit is connected to the XOR SAs via SLB and BLB . The interconnection of all the rows
contains a small wire resistance as well. In the original work [103], the implementation
runs at a frequency of 10 MHz. The same will also be done for these implementations.
All the CMOS-based logic that is used in the designs, is implemented using the cells pro-
vided by the TSMC standard library. In general, minimal size is used for the gates. How-
ever, the gates in the final stages of the decoders are four times larger to ensure sufficient
drive strength for the WLs.

The following sections will provide an overview of the implementation details of
SL(C/V)-GIFT and DSA-GIFT.

SL(C/V )-GIFT
The first implementation, i.e. SLC-GIFT, is following the architecture detailed in Figure
5.3a. However, during simulation it was found that this structure significantly increases
the power consumption of the design. More specifically, each Scouting Logic CSA con-
sumes around 12 µW. With this in mind, Scouting Logic CSA was not considered an op-
tion anymore and Scouting Logic VSA was used instead.

In [108], the authors explain that, whilst operating Scouting Logic VSA, the resistive
states of the memristors will be retained. Hence, as with all other memristors in this de-
sign, they only need to be programmed once. For the voltage divider to work properly,
the acting memristors need to be scaled accordingly to guarantee an output of (at least)
0.6VDD and 0.4VDD for logic ‘1’ and ‘0’, respectively. Since this work utilizes a different
structure and technology, the scaling rules, as stated in [108], cannot be applied. For ex-
ample, the original Scouting Logic VSA requires M1 and M2 to be 2×LRS and 2.5×LRS,
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Figure 5.12: Used 1T1R structure based on [78].

respectively. In doing so for the proposed cipher, the small resistive values will result in
V1 and V2 not passing 0.20-0.30 V, which is way below the required threshold value of
0.45 V. Moreover, keeping the 1:1.25 ratio between the two memristors in Scouting Logic
VSA results in too big of a margin between V1 and V2. Because of this, V2 will always
stay below the threshold, resulting in operational failure of Scouting Logic. Finding the
correct resistive values may quickly lead to an exhaustive search. So, using a simplified
model of the (to be used) memristor crossbar, the proper resistor values could be tested.
For the final implementation it was found that SLV-GIFT performs well when using 2 kΩ
and 250 kΩ for M1 and M2, respectively. Earlier it was clarified how XOR operations are
only performed on the middle two bits of each nibble. While this requires the architec-
ture as shown in Figure 5.3b, the remaining LSB and MSB bits just need to be read out
using a read-out SA. For this purpose, Scouting Logic VSA is downsized to just a single
memristor. More specifically, the truth table in Figure 4.10b shows that a read operation
is performed by only selecting S1. As a result, only M1 is used and the XOR gate in the SA
can be replaced by an OR gate. For the read-out SA, M1 is programmed to 550 kΩ.

After putting together all the components, a transient analysis is conducted to verify
correct behaviour of the encryption slice. The goal of simulation is not to verify the se-
curity of this cipher, as this has been done extensively in other works [103], [116], [125].
Figure 5.13 shows the waveforms that summarize the functionality of the design. What
is plotted here is a round of encryption and the respective signals: 4-bit input (ABCD);
4-bit output, from LSB to MSB, coming from the read-out (RO) SAs and Scouting Logic
XOR unit; the selected WL after substitution (WL11). After a short initialisation sequence,
the first round of encryption starts. An input bit sequence ‘1010’ is fed to the the address
decoders. Following the mapping in Table 5.1 this input results in the substitution value
‘11’. The plot shows that this is indeed the case and WL11 is enabled. With the RK bits set
to ‘0’, the captured output will be ‘11’ (1011), as shown in the plot. In the second round of
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encryption the value of ‘1’ (0001) gets encrypted. After substituting with ‘10’ (1010) the
middle two bits are XORed with the RK bits set to ‘1’, which results in the output value
‘12’ (1100). It can be observed that a 1⊕1 operation requires some additional time as the
BL takes longer to discharge in this case (11.05 ns).



Figure 5.13: Transient response of the implementation.
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DSA-GIFT
For DSA-GIFT, the crossbar BLs include a transistor for power gating, which reduces
leakage current, resulting in lower power consumption of the bitcells. Other than that,
DSA-GIFT has the same 1T1R-GIFT architecture and functionality as SLV-GIFT. Similar
to SLV-GIFT, only two XOR sensing schemes are required. This means that for the LSB
and MSB, only a single SA suffices. For the AND and NOR SAs, a constant voltage refer-
ence of 0.45 V and 0.43V is used, respectively. For the RO SAs a reference of 0.43V is used
as well. As mentioned earlier, the implementation for the SA (see Figure 5.4a) is adapted
from [115]. However, as only XOR operations are required, the SA is simplified a bit.

5.2.3. SIMULATION RESULTS AND COMPARISON
The implementation that is considered for comparison, utilizes the same operational
frequency of 10 MHz. It is important to note that this implementation also includes
the I/O data processing of both the plaintext and key data. For example, besides the
40 encryption cycles, input and output processing takes 16 cycles each. For fair energy-
consumption comparison, the CMOS-GIFT is only evaluated for the 40 encryption rounds,
as in this work. The results for all the implementations are summarized in Table 5.3.

Table 5.3: Results.

CMOS-GIFT [125] SLV-GIFT DSA-GIFT

Average Power (µW) 31.77 257.6 ∗ 60.38 ∗
Energy (pJ) 127.09 1030.40 ∗ 241.52 ∗
Area (mm2) 0.0030 0.0034 0.0034

Latency ∗∗ (us) 4
* Extrapolated consumption.
** Latency of 40-round encryption

The average power consumption of a single Scouting Logic VSA is 1.46 µW and for
the time simulated the total energy amounts to 5.84 pJ. For the largest decoder, i.e. 6-to-
40, the total energy is only 1.42 pJ. As shown in Figure 5.14a, the power consumption of
a single SLV-GIFT slice is 8.05 µW, and its energy consumption is 32.20 pJ. Nevertheless,
these numbers pertain to a single slice. It was, however, explained earlier that the ac-
tual implementation would entail 32 of these slices; extrapolation gives an average con-
sumption of 257.6 µW (1.03 nJ). In Section 4.5.3, it was mentioned that Scouting Logic
VSA is slower compared to Scouting Logic CSA. During simulation it was found that the
Scouting Logic VSA delay is 11.05, which is more than the delay of Scouting Logic CSA
(1.68 ns). Upon further inspection, it was found that it only takes 438.4 ps for a signal
to reach the Scouting Logic VSA, with the starting point being the input of the address
decoders. Furthermore, the SAs in this implementation are responsible for over 50% of
the total power consumption, which is quite significant. With such relatively large delay
and energy consumption it is apparent that the system’s bottleneck is the Scouting Logic
VSA.
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(a)

(b)

Figure 5.14: Slice breakdown of the SLV-GIFT. a) Power breakdown for a single slice of
the SLV-GIFT. b) Area breakdown for a single slice of the SLV-GIFT.

The performance results of DSA-GIFT show drastic improvements. With a 41.40
nW power consumption of the DSA XOR, almost 5× more energy efficiency is achieved.
Compared to SLV-GIFT, the increase in area overhead is negligible. The charts in Figure
5.14a and 5.15a show a shift of the bottleneck. More specifically, the DSA XOR only ac-
counts for roughly 7% of the total power consumption and the crossbar now consumes
significantly less power due to power gating. Still, compared to CMOS-GIFT, DSA-GIFT
produces a bit more overhead in terms if energy.

Now, it can be observed that the energy consumption of the SLV-GIFT is 8× larger
than that of CMOS-GIFT. The same holds for the average power consumption. As for
area, the proposed architecture also consumes a bit more when extrapolated. Figure 5.16
shows the estimated power breakdowns of all three implementations. This breakdown
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(a)

(b)

Figure 5.15: Slice breakdown of the DSA-GIFT. a) Power breakdown for a single slice of
the DSA-GIFT. b) Area breakdown for a single slice of the DSA-GIFT.

confirms the SAs being the bottleneck of the SLV-GIFT design. Figure 5.14b and 5.15b
shows that the 6-to-40 address decoder is the largest contributor. However, it should be
noted that only one is required as it is reused for all the rounds. Hence, when applying
extrapolation, it has the smallest area occupation. For CMOS-GIFT, the registers domi-
nate the accumulated area consumption.



(a) (b)

(c)

Figure 5.16: Power breakdown for the GIFT implementations: a) Total power consumption of the SLV-GIFT cipher. b) Total power
consumption of the DSA-GIFT. c) Total power consumption of the CMOS-GIFT cipher.



(a) (b)

(c)

Figure 5.17: Area breakdown for the GIFT implementations: a) Total area of SLV-GIFT. b) Total area of DSA-GIFT. c) Area of the
CMOS-GIFT ( ∗ state/key registers. ).
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5.3. DISCUSSION
Compared to SLV-GIFT, DSA-GIFT shows significant improvements in efficiency. Scout-
ing Logic CSA and VSA consumes 12 and 1.45 µW for performing XOR operations, re-
spectively, whereas the DSA XOR operation only consumes 41.40 nW. Nonetheless, the
analysis shows that the proposed designs do not confirm the benefit of using memris-
tors as building blocks for LWBCs, yet. Still there may be room for improvement in the
DSA-GIFT implementation. For example, one could explore the design of the address
decoders as they contribute significantly to the total footprint. Right now, static CMOS-
gates are used, but dynamic gates may also be considered as they are known for their
low power dissipation. However, because these gates are clocked, the current imple-
mentation may lose its ability to perform one encryption round per cycle. Besides that,
incorporating such gates may also increase complexity.

The goal of this project is to find and answer the neglected security concerns in the
novel FFNI interfaces, by means of a solution that accommodates the anticipated down-
scaling of the highly-constrained implants. The results do not disclose the memristor’s
imperfections, but rather the technology’s need to mature a bit more. For instance, Sec-
tion 4.5 talked about the different attempts of creating robust and lightweight MLGs for
fast computation architectures. Researchers have pointed out the difficulty of creating
long MLG chains due to the loss in drive strength over several gate stages and the de-
structive nature of the operations. Despite numerous solutions, it is still sub-optimal due
to limitations relating to the number of operands, the required number of repeaters, and
the number of operations. If advancements allow the resolvement of these constraints,
it may be extremely beneficial for the implementation in this work: it would allow the
construction of the S-box using a simple memristor-based AND-OR tree, thereby signif-
icantly reducing footprint consumption.

Another alternative would be the shift towards a 2T2R approach, as in [78]. Yes, it
would result in a twofold increase of area, but in-situ operations would be done using
differential sensing, doubling the sensing margin compared to [108] and, hence, increas-
ing reliability. Also, the energy consumption with 2T2R operands is significantly lower:
72 fJ for four operands. Unfortunately, this structure does not support XOR operations
yet.

An additional design approach would be to look at the crossbar topology. Currently,
researchers are exploring the possibility to stack memristor crossbars, thereby signif-
icantly reducing the architecture footprint. These are also referred to as 3D vertical
RRAMs. Some successful proposals are presented, exploiting different memristor and
transistor compositions to produce 1T1R pillars [127]–[131]. On top of that, one of the
works presents a 3D architecture [130] to function in conjunction with the Scouting
Logic architecture initially used in this thesis project. Similarly, a 3D vertical RRAM struc-
ture could be considered for the 1T1R-GIFT cipher, by stacking the 32 slices for parallel
(or sequential) encryption cycles. This approach would primarily influence the area con-
sumption of the chip.

Lastly, the reasons behind opting for 1T1R structures have been discussed exten-
sively in this work. Still, the transistor in this structure is also the limiting factor for scal-
ing down the crossbar. Thus, advancements in resistive switching materials, selection
methods, and crossbar structures can enforce enhancements and solve the limitations.
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So, do the FFNI interfaces benefit from a memristor-based security solution? At the
moment, it may not seem so. However, over time further advancements in this field will
most probably unlock the full potential of memristor architectures and, consequently,
make them a fitting building block for lightweight security applications in FFNIs.



6
CONCLUSION

This final chapter gives an overview of the contributions made during this thesis project
and lists the direction for future research. First, a chapter-wise summary is given, restating
the main conclusions for each part. Subsequently, a brief outline of the future research
topics related to this work is presented.
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6.1. THESIS SUMMARY
Chapter 1 introduced the topic of wireless implantable medical care and the novel re-
search field of the FFNIs. I stressed the importance of security in wireless FFNI interfaces
and emphasized the main motivation of this work, which is to identify and countermea-
sure potential security threats in the highly-constrained state-of-the-art FFNIs. Further-
more, research topics related to this motivation were described. Next, a brief overview of
the key objectives in this work was presented, followed by an outline of the thesis contri-
butions.

Chapter 2 briefed about FFNI principles and provided a dissection of the entailed
workloads. Subsequently, a detailed taxonomy of the state-of-the-art was laid out, which
gave a strong insight into the design directions of future FFNIs. Based hereon, an envi-
sioned system was proposed which also served as the project’s design template. Notwith-
standing the promising state of FFNIs, the complete absence of security considerations
and measures in such systems was revealed.

In Chapter 3 a thorough security survey, covering both the conventional wireless
IMDs and FFNIs, was conducted, from which a novel attack tree classification was con-
solidated. It was then established that a lightweight encryption block, targeting the up-
link EM transmissions of the sub-dura transceiver, is required to address the most critical
threats of the classification.

Chapter 4 started with the proposal and argumentation for a memristive-based lightweight
encryption approach, to accommodate the design constraints (on the future FFNIs) im-
posed by the anticipated physical limitations of such implants. This was followed by a
short overview of memristor technology principles and existing memristor hardware se-
curity applications. Next, the chapter dived into the domain specific design exploration
of the aforementioned lightweight cipher, with emphasis on a fitting memristor-based
LWBC implementation. Here, a variety of highly efficient LWBCs were showcased, of
which the the GIFT cipher stood out as the most suitable candidate for building a mem-
ristive security application. After a short background of GIFT, an analysis of existing
resistive computation architectures was given in order to determine the key memristive
components.

Finally, Chapter 5 detailed the design and implementation of a novel, read-only 1T1R-
GIFT cipher, followed by a comparative analysis against a CMOS-based GIFT cipher.
Three different design approaches were tried for the XOR addition: Scouting Logic CSA,
Scouting Logic VSA, and DSA. Of the three, the latter performed the best, and resulted
into an estimated consumption close to that of the CMOS-based implementation. From
this analysis it was then inferred that memristor technology requires some more time to
mature before highly-constrained FFNIs can fully benefit from the potential of a memristor-
based security paradigm.
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6.2. FUTURE RESEARCH DIRECTIONS
This section puts forward future research directions that may be pursued. The research
directions can be classified under FFNI Design, Memristive Hardware Security Design
and In-Memory Computation Design.

FFNI DESIGN
Memristors may offer a good alternative design approach for lightweight hardware se-
curity blocks. The anticipated downscaling of FFNIs, in conjunction with its workload
expansion, opens the door to an interesting research field focusing on the realization of
the additional workloads by means of memristive computing architectures, circumvent-
ing the walls of CMOS-based architectures.

Secondly, only part of the security implications are addressed in this work with the
hope to ignite an important topic of discussion. With the continuing development of
FFNIs it is all the more recommended to further explore their security aspects.

MEMRISTIVE HARDWARE SECURITY DESIGN
The present literature mostly focuses on memristors as a source of entropy for hardware
security applications. For future highly distributed application, it would be beneficial to
further explore and expand the field of memristor-centric lightweight security blocks.

IN-MEMORY COMPUTATION DESIGN
An extensive research and development of MLG optimizations is required to solve prob-
lems related to gate cascading, memristor durability, state destruction, and multi-operand
and complete MLG sets. Such advancements will enable tremendous improvements for
architectures such as the one presented in this thesis and related works.

Secondly, an optimized and non-destructive in-situ crossbar computation architec-
ture will have major benefits for energy consumption, failure rate, and operational speed.
Most architectures only support basic operators such as AND, OR and NOT, but a more
complete set of single-step gates is required. Hence, further research in this topic is
highly recommended.

Lastly, the exploration of 3D vertical RRAMs or alternative crossbar structures will
lead to significant improvements in density and efficiency of in-memory computation
architectures. Nonetheless, it is important to preserve the controllability and reliability
of nTnR crossbar. So, further research is needed to realize this.
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A
CRYPTOGRAPHY BACKGROUND

According to [95]–[97], [132] there are three variables that define Lightweight Cryptogra-
phy (LWC) for devices with limited resources: (physical) cost, performance and security.
these are summarized in Table A.1. There are two cryptography styles: symmetric and
asymmetric cryptography. Symmetric algorithms use a single private key for encryption
and decryption, whereas asymmetric cryptography (also known as public key cryptog-
raphy) uses two separate keys (private and public) for encryption and decryption. When
it comes to LWC, symmetric schemes are best suited. This is because they are a lot faster
and less complex [96], [97]. Asymmetric ciphers are more demanding and better suited
for powerful devices. Moreover, the most efficient lightweight asymmetric scheme, i.e.
elliptic curve cryptography [108], is still 100-1000 times slower than standard symmetric
algorithms [133]. Then there’s the fact that symmetric cryptography has been building a
good reputation for a long time, which resulted in it becoming a widely accepted indus-
try standard [134].

As illustrated in Figure A.1, symmetric encryption can be further categorized into
block ciphers and stream ciphers. The encryption/decryption in block ciphers is done in
blocks of 64 bits or more. Stream ciphers on the other hand, do this continuously, bit
by bit. In 1949, mathematician Claude Shannon specified the properties of confusion
and diffusion [135], which should be there in a cipher in order for it to be considered
secure. To fulfill the property of confusion, each character of the ciphertext should be
dependent on multiple parts of the secret key. For diffusion, changing one character in
the plaintext should also change several characters in the ciphertext. When it comes to
stream ciphers, they only deploy confusion. Block ciphers, however, contain both of the
properties and make decryption more complex [96], [97]. This is one of the reasons to
pick the block-cipher as category for the design project.
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Figure A.1: Cryptography tree

Table A.1: Variables of LWC.

Variables Means

(Physical)
Cost

Memory space, registers
Energy/Power consumption

Area overhead: logic blocks, GE

Performance Device power: throughput, latency,

Security
Number of rounds

Number of bits
Attack prevention: fault-injection, side-channel
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