
      

 

 

Development of an adaptive intentional 

controlled islanding scheme and post-

islanding corrective control actions 
 

 

 

Master of Science thesis 

Charalampos Alexandros Karagiannis Kaltsikis 

   

D
e
lf
t 

U
n
iv

e
rs

it
y
 o

f 
T
e
ch

n
o
lo

g
y
 

 

Challenge the future 



 

 

  



 

 

 

Development of an adaptive 

intentional controlled islanding 

scheme and post-islanding 

corrective control actions 
 

 

 

Master of Science Thesis 
 

by 

 

Charalampos Alexandros Karagiannis Kaltsikis 
 

 

 

in partial fulfilment of the requirements for the degree of 

Master of Science 

in Electrical Engineering 

in Electrical Sustainable Energy 

Department of Intelligent Electrical Power Grids (IEPG) 

Faculty of Electrical Engineering, Mathematics and Computer Science (EEMCS) 

Delft University of Technology 

To be defended publicly on 11 October 2017 at 3:00 PM 

 

 

 
 

 

Supervisors: Dr.ir. Marjan Popov 

 Phd candidate Ilya Tyuryukanov 

Thesis Committee: Prof.ir. Mart van der Meijden 

 Dr.ir. Marjan Popov 

 Dr.ir. Mohamad Ghaffarian Niasar 

 

 

 

 

An electronic version of this thesis is available at http://repository.tudelft.nl/. 
 

 

  

Challenge the future 

http://repository.tudelft.nl/


 

 

  



i 

 

Abstract 
 

Power systems have undergone major changes the past few decades, leading to an 

increase in the frequency of occurrence and severity of blackouts. Intentional controlled 

islanding constitutes the final resort to rescue the system from a blackout by separating the 

network into islands in a controlled manner. Various post-separation control action such as 

generation rejection and load shedding have to be considered in order to restore the active 

power balance in the created islands. 

The transient stability of the constructed islands can be enhanced by identifying and 

grouping together the coherent generators of the power system. This can be achieved by 

representing the electrical network as an undirected graph and performing constrained graph 

partitioning with respect to the generator nodes. 

If the demand is higher than the active power produced, the frequency of the formed island 

starts declining. To deal with this problem and keep the frequency within acceptable limits, it 

often becomes necessary to curtail a proportion of the load. An advanced underfrequency 

load shedding scheme can dynamically adjust the shedding steps based on accurate power 

deficiency estimation and thus minimize the total load shed. 

In this thesis, the coherent generator groups are identified for several power systems. Then 

constrained graph partitioning is used to split these networks into islands, while forcing the 

coherent generators to remain in the same island. For this step, three different algorithms 

performing constrained clustering are implemented in Matlab and compared for two different 

study cases. Moreover, an advanced underfrequency load shedding scheme is applied on 

various constructed islands by utilizing PowerFactory and Python. Its objective is to minimize 

the load shedding amount, while keeping the frequency within the predefined limits. The 

amount of load that needs to be curtailed is estimated based on the frequency gradient of the 

generators in the island with an excess in power demand. 

 

Key words: Intentional Controlled Islanding, Constrained Graph Clustering, Coherency, 

Underfrequency Load Shedding, Power Imbalance Estimation, Matlab, PowerFactory, Python 
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Chapter 1 Introduction 
 

In this chapter the background of the thesis is introduced. The problem that justifies the 

present research is explained along with relevant previous work on this topic. Moreover, the 

objective and the contribution of this thesis are defined. The scope of the work is also provided. 

Finally, the structure of the thesis is presented. 

 

1.1 Problem definition 

 

In recent years, major modifications have occurred in the electric power systems related to 

the growth of installed capacities, massive integration of sustainable energy sources and 

deregulation of the electrical industry. As a result of these changes, more severe and more 

frequent blackouts have taken place. The precise reasons behind electrical power system 

blackouts are complex and vary depending on the situation. However, most of wide area 

blackouts studied in the literature such as [1] and [2] were a consequence of stressed network 

operation and cascading failures, following the sequence depicted in Figure 1-1. 

 

 
Figure 1-1: Generalized blackout pattern (adapted from [3]) 

 

After the protection schemes are triggered by severe disturbances a frequent result is the 

formation of two or more islands. Islands created in this manner may be unsustainable, as 

their generators could go out of synchronisation. Furthermore, the generators might lack the 

production to balance the demand and some of their components can be overloaded leading 

to even more protective relay actions. If this situation is not controlled rapidly, it can lead to a 

cascading effect resulting in the collapse of the electrical network into several unsustainable 

islands and ultimately in large power outages [4]. 

Intentional controlled islanding constitutes the last-resort measure against blackout 

following severe disturbances. Instead of letting the transmission network to collapse by itself, 

controlled power system separation deals with this problem, by splitting the network into 

islands, each consisting of buses and generators with similar properties, also ensuring that 

the loads can be supplied by the generators of each island. If the islands formed are properly 

designed, their resynchronization with the power grid will also be easier [4]. 

When the islands are created, there is always either a surplus or a deficit of active power 

[5]. Therefore, several post-separation control actions may be considered in order to repair 

the constructed islands and restore the balance. Such actions usually include generation 

rejection in case the production is greater than the demand and load shedding when the 

demand is higher than the island’s active power generation [4]. The present thesis focuses on 
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the second alternative, which is used to prevent the frequency of the island from further 

decreasing due to the lack of active power production. 

 

1.2 Previous work 

 

The concept of partitioning the power grid into smaller islands for preventing wide area 

blackouts is a relatively new research topic. In the past few years, many researchers adopted 

the approach of representing the electrical network as a graph and built upon it. In [6] a two-

step spectral clustering islanding algorithm is introduced. Firstly, generator nodes are grouped 

with normalized spectral clustering to produce the coherent groups of generators. Secondly, 

constrained spectral clustering is implemented to minimize the power flow disruption and 

satisfy the coherency constraints. In both the steps of the algorithm the coherent groups of 

generators and the final islanding solutions are obtained through the use of the k-medoids 

algorithm. In [7] hierarchical spectral clustering is applied in order to create the islands, as this 

algorithm takes into account the interconnection structure of the network and more precisely 

the distance between the buses. 

Underfrequency load shedding (UFLS) constitutes an automatic procedure to disconnect a 

certain amount of loads. There are several types of UFLS protection schemes: traditional, 

semi-adaptive and adaptive [8]. The authors of [5] concentrate on the frequency gradient and 

the main factors affecting it, as indicators to detect the active power deficit in the grid. The 

goal of [8] is to minimize the amount shed by utilizing the frequency gradient along with as 

much primary frequency control as possible. Furthermore, a new approach to predict the 

frequency a few second in advance in order to compute the amount of load to be shed is 

explained in [9]. Finally, a method is proposed in [10] that combines UFLS with under voltage 

load shedding, using both voltage and frequency data collected by Phasor Measurement Units 

(PMU). That way the reactive power is taken into account along with the active power in the 

load shedding strategy. 

 

1.3 Thesis objective and contribution 

 

The purpose of the present thesis is to implement several methods that could be used as 

building blocks for the design of an adaptive intentional controlled islanding scheme. Firstly, 

focus is given into enhancing the transient stability of the created islands. Post-islanding 

corrective control actions are also considered, because at the moment the island is formed it 

is impossible to avoid an active power imbalance. Thus, this thesis will be split in two major 

parts: 

 Implementation of constrained graph partitioning based on generator coherency 

constraints. 

 Load shedding, on various islands, if necessary. 

As mentioned in the previous section, both these topics have been studied in the literature. 

This thesis aims to contribute in the following areas. As far as constrained clustering is 

concerned, the extent to which it is possible to compute coherency constrained cutsets in 

power systems utilizing semi-supervised learning algorithms is studied. Most of the existing 

work focuses on relatively small networks (up to 300 buses), while in this thesis networks of 

up to 2869 buses are considered. Moreover, variations of constrained spectral clustering are 

used in the literature in order to calculate coherency constrained cutsets. However, in this 

thesis two alternatives not yet considered for electrical networks are implemented. Their 

results are compared and the one that satisfies the constraints better is identified. 
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Besides constrained graph clustering, UFLS related aspects are discussed. The innovative 

method for estimating the active power deficiency in an island based on the frequency gradient 

of the generators [5] is implemented and its feasibility is assessed. The parameters affecting 

the amount of load that needs to be curtailed are identified. What is more, the performance of 

a load shedding scheme for minimizing that amount is evaluated for various amounts of power 

deficiency. 

 

1.4 Scope of work 

 

In order to achieve the objective stated in the previous section, the following scope of work 

had been defined for the two topics studied: 

The first part of the thesis implements constrained graph partitioning in various electrical 

networks based on the coherency assignment of the generators. For this step Matlab R2017a 

is used. Matpower toolbox is utilized, since it provides power flow data about several power 

networks and contains multiple power flow solvers. Also, PST toolbox is used to produce the 

electromechanical model of each system. Based on it the coherent groups of generators are 

identified and the constraints arise. By combining these two toolboxes, the aim is to identify 

coherency-constraint minimal cutsets in the network, with the goal of increasing the constraint 

satisfaction as much as possible. In order to achieve that, three different algorithms performing 

constrained graph partitioning are implemented and tested in Matlab. 

Secondly, having obtained various islanding solutions, underfrequency load shedding is 

applied to the islands where the demand is higher than the production. This step is 

implemented utilizing DIgSILENT PowerFactory 2017 SP1 and Python 3.4. The initial load 

shedding algorithm was scripted by Meng Zhang during his thesis at TU Delft [3]. The goal 

here is to adjust the already existing scheme to operate in one RMS simulation and minimize 

the amount of load being curtailed, as this could result in significant economic benefits. After 

obtaining the results from PowerFactory as csv documents, Matlab is also employed for 

visualization purposes. 

 

1.5 Thesis structure 

 

Chapter 2 focuses on constrained graph partitioning. Firstly, the derivation of the coherency 

constraints is explained and for better comprehension the results of the coherency analysis 

are visualized on a small power system. Furthermore, the different algorithms used for 

constrained graph partitioning are described and the different quality indicators are 

demonstrated in order to measure the quality of the partitions obtained. Moreover, two 

different case studies are carried out and the slow-coherency cutsets of the algorithms are 

presented and compared. Finally, based on these results, conclusions are drawn on the 

suitability of the evaluated algorithms for partitioning smaller and larger power systems. 

Chapter 3 deals with the topic of underfrequency load shedding. In the beginning, the 

issues arising when the network operates with frequency lower than its nominal are presented. 

Then, the method to estimate the active power deficiency is explained, along with the way to 

distribute the estimated amount on several adjustable steps. Moreover, the simulation 

environment and the test system employed to perform load shedding are briefly discussed. 

The necessary assumptions for the implementation of this UFLS scheme and its goal are also 

addressed. What is more, the results for various power deficiency scenarios are visualized 

and based on them, the performance of the proposed scheme is evaluated. Finally, the 

conclusions are presented and the applicability of such a scheme with the available 

infrastructure is discussed. 
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In Chapter 4, the accomplishment of the objective of the present thesis, set in this chapter, 

is addressed and the concluding observations from the research carried out are presented. 

The possibilities for future work, as a continuation to the present development, are also 

discussed. 
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Chapter 2 Constrained graph 

partitioning 
 

Constrained graph partitioning aims to enforce specific vertices to belong to pre-assigned 

clusters. In power networks, such constraints can arise by identifying the coherent groups of 

generators. In order to enhance the transient stability of the islands formed, the generators 

belonging into one coherent group have to be put together in the same partition. Therefore, 

the algorithms discussed in this chapter are going to take into consideration the coherent 

groups and try to assign coherent generators into the same cluster. 

 

2.1 Generator coherency 

 

Generator coherency of four different power systems ranging from 118 buses up to 2869 

buses is considered. The coherent generators of each electrical network are identified for 

different numbers of islands and thus the coherency constraints arise. Variations in power flow 

usually do not affect much the coherency constraints, therefore the original power flow solution 

of each network is used. 

Producing meaningful constraints is of outmost importance, since apart from the coherency 

of the generators, also the topology of the grid has to be taken into account. In other words, 

there should be sufficient physical connections in the network to put any two coherent 

generators into the same island. 

 

2.1.1 Power system electromechanical model 
 

Several frequency components (modes) can be detected in power system oscillations. 

Coherent generators in the same area tend to swing together at relatively higher frequencies. 

On the other hand, generators in the same area often oscillate together against generators in 

neighbouring areas. This is called inter-area oscillation and the corresponding frequency is 

called inter-area mode. This phenomenon originates from the coherent areas being weakly 

coupled and forms the basis of the slow coherency analysis [11]. 

In order to acquire the natural frequencies of oscillations the classical electromechanical 

model is used with loads modelled as constant impedances [12]. Consider an N bus, n 

machines power system with nominal frequency fn in Hz and ωn=2πfn in rad/s. Each machine 

i is modelled as a transient voltage E’i behind its transient reactance x’i. The motion of the 

machine rotor angle δ can be expressed as: 

 
𝑚𝑖𝛿̈𝑖 = 𝑃𝑚𝑖 − 𝑃𝑒𝑖 = 𝑃𝑚𝑖 −

𝐸𝑖𝑉𝑗 sin(𝛿𝑖 − 𝜗𝑗)

𝑥𝑖
′  (2-1) 

 𝑚𝑖 = (
2𝐻𝑖

𝜔𝑛
) (2-2) 

 𝑉𝑗 = √𝑉𝑗𝑟𝑒
2 + 𝑉𝑗𝑖𝑚

2  (2-3) 

 
𝜗𝑗 = tan−1 (

𝑉𝑗𝑖𝑚

𝑉𝑗𝑟𝑒
) (2-4) 

Where: 

Hi inertia constant of the ith machine 

Pmi is the input mechanical power of the ith machine 
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Pei is the output electrical power of the ith machine 

Vjre real part of the bus voltage phasor at bus j (terminal bus of machine i) 
Vjim imaginary part of the bus voltage phasor at bus j (terminal bus of machine i) 

After several mathematical steps and simplifications, explained in [11], the linearized 

electromechanical model reduced to the machine internal nodes can be defined as: 

 𝐌∆𝛿̈ = 𝐊∆𝛿 (2-5) 

 𝐌 = 𝑑𝑖𝑎𝑔(𝑚𝑖) (2-6) 

 𝐾𝑖𝑗 = 𝐸′
𝑖𝐸′

𝑗(𝐵𝑖𝑗 cos(𝛿𝑖 − 𝛿𝑗) − 𝐺𝑖𝑗 sin(𝛿𝑖 − 𝛿𝑗)), 𝑖 ≠ 𝑗 (2-7) 

 𝐾𝑖𝑖 = − ∑ 𝐾𝑖𝑗

𝑛

𝑗=1,𝑗≠𝑖

 (2-8) 

with M being the diagonal machine inertia matrix and K the synchronizing torque coefficient 

matrix. The entries of K represent the torque that keeps the machines synchronized and stably 

connected. The terms Bij and Gij correspond to the real and imaginary part of the equivalent 

admittance between the machines i and j respectively. In general, Bij<<Gij. These terms are 

obtained from the reduced n x n admittance matrix Yred of the network, after performing Kron 

reduction to the original admittance matrix Y, so that only the internal machine nodes remain 

[11]. After deriving the machine inertia matrix and the synchronizing torque coefficient matrix, 

the state matrix of the electromechanical model is obtained through the multiplication M-1K. A 

function was built to derive the M-1K matrix according to (2-6), (2-7) and (2-8).1 

 

2.1.2 Determining the number of clusters 
 

Based on the state matrix of the electromechanical model, the eigenvalues λ and 

eigenvectors v are computed and sorted from minimum to maximum. Then, the natural 

frequencies of oscillations, representing the slow modes of the system, are derived based on 

the equation: 

 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = √𝜆 (2-9) 

From them, the first 10 are kept, shown in Figure 2-1 for the four studied power systems. It is 

worth noticing that the first one is always zero. 

Next, the gaps between the natural frequencies are computed. The bigger this gap is, the 

closer are the eigenvectors of the ideal and the perturbed case. This is justified through the 

perturbation theory, where in the ideal case of k disconnected clusters the eigenvalue zero 

has multiplicity k and after that there exists a gap to the (k+1)th eigenvalue λk+1>0. Therefore, 

it is important to choose the number of clusters k such that all natural frequencies from 1 to k 

are very small, while the natural frequency k+1 is relatively large. This heuristic method works 

very well, when in the data set there are well defined gaps [13]. 

Based on the aforementioned method, it can clearly be seen from Figure 2-1 that for 

case2383wp the largest gap is the fourth one, therefore four islands can be created, in order 

for the k+1 natural frequency to be relatively large compared to the first k=4 natural 

frequencies. Following the same logic, in case2869pegase the largest gap is the third one, so 

three islands may be formed. 

The goal of the coherency analysis is to produce meaningful constraints in order to evaluate 

the constraint satisfaction of the studied algorithms. Therefore, for the cases 1354pegase, 

2383wp and 2869pegase, constraints are generated for splitting the power system from two 

up to ten islands. Since case118 is a relatively small electrical network, up to five islands are 

considered. 

                                                
1 The built in function of the PST toolbox approximated the state matrix of the electromechanical 

model, but was not accurate enough. 
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Figure 2-1: Natural frequencies of the networks studied 

 

To sum up, a common heuristic to identify the number of slow electromechanical modes 

ns, is to find the largest gap of the natural frequencies. However, in order to acquire more 

insight on the constraint satisfaction of the studied algorithms, the power grids considered are 

going to be split into multiple islands. 

 

2.1.3 Identification of coherent generators 
 

Assigning slow coherent generators to the same partition is crucial for maintaining the 

transient stability of the constructed islands. Transient stability is the ability of the electrical 

network to remain in synchronism after a large disturbance. Stability depends both on the 

initial operating state and severity of the disturbance [14]. In the case of intentional controlled 

islanding, assuring transient stability is more crucial than balancing load and generation. Load-

generation balance can be achieved with load shedding, while an unstable island will collapse 

even if demand and production are balanced [15]. 

To identify the slow coherent generators, the first ns eigenvectors are kept, while the first 

one is dropped, since it is always constant. Then, each eigenvector v is normalized to have 

length one, based on the equation [7]: 

 𝒗 =
𝒗

‖𝒗‖
 (2-10) 

Finally, hierarchical clustering is performed on the eigenvector coordinates of the 

generators, which determines which generators belong in each cluster. Clustering the 

generator eigenvector coordinates using the k-medoids algorithm instead of hierarchical 

clustering was also considered, but it was dropped as it resulted in a less consistent grouping, 
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as explained in the following section. The whole process for identifying the coherent groups 

of generators of each network, described for the experiments in section 2.1, is depicted in 

Figure 2-2. 

 

 
Figure 2-2: Flow chart for the identification of the coherent generators 

 

2.1.4 IEEE 118-Bus test system coherency constraints 
 

For better understanding of the methodology presented, the coherent generator groups 

identified in the IEEE 118-bus test system are visualized in this section. This electrical network 

corresponds to the simplified model of the American electric power system in the U.S. Midwest 

as of December 1962. In this system there are 19 generators, 35 synchronous condensers, 

177 lines, 9 transformers, 91 loads and 118 buses [16]. 

When clustering the generator eigenvector coordinates, initially both hierarchical clustering 

and k-medoids were considered. In Figure 2-3 and Figure 2-4 the boundary between the two 

identified generator groups produced by k-medoids and hierarchical clustering respectively is 

shown with a red dotted line. Clearly, hierarchical clustering produces more consistent 

constraints than k-medoids, as it splits the islands in a position where a larger gap is detected 

in the generator eigenvector coordinates. A similar situation was observed when using these 

two algorithms for identifying more than two coherent generator groups. Thus, hierarchical 

clustering is more suitable for the production of the constraints, as it has less clustering biases 

than k-medoids. 

When splitting a network into two islands, since the first eigenvector is dropped only one 

eigenvector remains. Therefore, in the plots the Y axis corresponds to the coordinates of the 

remaining eigenvector, while the X axis represents the generator numbers. For better 

visualization, the generator eigenvector coordinates are sorted and therefore their numbers 

are also shown above the corresponding coordinate. 

These two generator groups can be easily identified, due to the existence of a rather large 

gap between the eigenvector coordinates of generators 37 and 44. In fact, by inspecting 
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Figure 2-4 more closely another possible group of generators can be identified as there is 

another relatively large gap between the eigenvector coordinates of generator 19 and 20. 

 

 
Figure 2-3: Coherent groups when splitting case118 in 2 islands with k-medoids 

 

Since the size this electrical network is rather small, the results shown in Figure 2-4, can 

also be seen on the single line diagram in Figure 2-5. Splitting this power system in order to 

satisfy these constraints does not seem very challenging as only few lines must be 

disconnected, confirming the previous observation that there are indeed two distinct areas in 

this network. 

 

 
Figure 2-4: Coherent groups when splitting case118 in 2 islands with hierarchical clustering 
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Figure 2-5: Single line diagram of case118 for 2 coherent generator groups 

 

The eigenvector coordinates when splitting this network in three islands are shown in 

Figure 2-6 and the resulting generator groups are shown on the single line diagram in Figure 

2-7. Both these figures confirm the previous observation made through Figure 2-4, that there 

is also another distinct group due to the relatively large gap between the generators 19 and 

20. Through Figure 2-5 and Figure 2-7, it is clear that the generator group on the bottom of 

this power grid remained unaltered, while the upper group (generators coloured red) is split 

into two groups. Of course, the grouping has been slightly modified as now two eigenvectors 

are taken into account instead of just one and as a result the generators 16, 17, 19 and 32 

remain in the red group in Figure 2-6, while based on Figure 2-4, they would be parts of a 

different group. 

 

 
Figure 2-6: Generator eigenvector coordinates when splitting case118 in 3 islands 
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The coherency of the IEEE 118-bus test system is not further investigated but in the 

sections 2.5.1.1 and 2.5.2.1 the slow-coherency cutsets for splitting this network from two to 

five islands are presented. 

 

 
Figure 2-7: Single line diagram of case118 for 3 coherent generator groups 

 

2.2 Simulation environment 

 

As stated in section 1.4, Matpower and PST toolboxes are used. The original power flow 

solution of the studied electrical network is obtained from the Matpower toolbox. Then the data 

from this solution (e.g., bus voltages, line power flows, generator production) is stored in a 

Matlab object, called MatpowerIn. The data from MatpowerIn is then converted to graph data 

(e.g., adjacency, incidence, Laplacian matrices) and is stored in another Matlab object, named 

PFgraph. PST toolbox is utilized to acquire the necessary data to build the state matrix of the 

electromechanical model, as explained in section 2.1.1. Based on this matrix, the coherency 

constraints for the generators arise and are stored in both MatpowerIn and PFgraph. The 

PFgraph object constitutes the input for the partitioning methods explained in the following 

section. The interaction between the toolboxes, objects and partitioning methods is shown in 

Figure 2-8. 

 

 
Figure 2-8: Interaction between the toolboxes, objects and partitioning methods 
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It is worth mentioning that the generator data available in the Matpower toolbox does not 

contain the dynamic data of the generators (e.g., transient reactances and inertia constants), 

required to build the M-1K matrix. Therefore, a database with the dynamic data of several 

generators was used, which was obtained from [17]. The maximal active power output of the 

generator bus from the Matpower test case is compared with the nominal active power 

production of the generators in the generator database. Based on this comparison, the closest 

generator from the database is identified and its data is adopted. 

 

2.3 Partitioning methods 

 

Three different algorithms are assessed during this thesis. Flexible Constrained Spectral 

Clustering (FCSC) combines Spectral Clustering and pairwise constraints in a principled and 

flexible manner, employing a user specified threshold to balance the objectives of constraint 

satisfaction and cut minimisation [18]. hMetis is developed at the University of Minnesota and 

is based on multilevel hypergraph partitioning schemes such as those corresponding to very-

large-scale integration (VLSI) circuits [19]. Tight Continuous Relaxation of Balanced Graph 

Cuts (TCRBGC) is developed at Saarland University and approaches the balanced k-cut 

problem using a tight continuous relaxation [20]. 

 

2.3.1 Flexible Constrained Spectral Clustering (FCSC) 
 

2.3.1.1 Operation principle 

 

The method used for constrained spectral clustering in the present thesis is based on a 

degree of belief in MUST-LINK (ML) and CANNOT-LINK (CL) constraints. Firstly, the N x N 

constraint matrix Q needs to be created and can be encoded as follows [18]: 

 𝑄𝑖𝑗 = 𝑄𝑗𝑖  =  {

+1      𝑖𝑓 𝑀𝐿(𝑖, 𝑗)
−1      𝑖𝑓 𝐶𝐿(𝑖, 𝑗)

0     𝑛𝑜 𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑖𝑜𝑛 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
 (2-11) 

If Qij=+1, then the buses i and j are considered to belong to the same group, while if Qij=-
1 the buses i and j are considered to belong in different groups. If Qij=0, there is no information 

whether the buses i and j are considered to belong in the same or in different groups. This is 

the case for the load buses, as constraints are considered only for the generators. 

A measure that determines how well the constraints are satisfied is defined as [18]: 

 𝒖𝑇𝐐𝒖 = ∑ ∑ 𝑢𝑖𝑢𝑗𝑄𝑖𝑗

𝑁

𝑗=1

𝑁

𝑖=1

 (2-12) 

with 𝒖 ∈ {−1, +1}𝑁 being the cluster indicator vector. In order to include the degree of belief 

in Q, values between -1 and +1 are used, both the cluster indicator vector and the constraint 

matrix are relaxed such that: 

 𝒖 ∈ 𝑅𝑁, 𝐐 ∈ 𝑅𝑁𝑥𝑁 (2-13) 

The magnitude of Qij indicates how strong the belief is that i and j must be in the same partition 

if Qij is positive or in different partitions if Qij is negative. 

The constraint matrix Q and the Laplacian matrix L are normalized according to the 

following equations: 

 𝐐̅ =  𝐃−½𝐐𝐃−½ (2-14) 

 𝐋̅ = 𝐋sym = 𝐃−½𝐋𝐃−½ (2-15) 

where D is a diagonal matrix called the degree matrix with the vertex degrees d1,…,dN on its 

diagonal. 
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 𝑑𝑖  =  ∑ 𝑊𝑖𝑗

𝑁

𝑗=1

 (2-16) 

Also, Wij are the weights of the adjacency matrix, associated with an edge connecting the 

vertices i and j. The adjacency matrix W of a graph stores the values of Wij, displaying how 

each vertex is connected with another vertex. When two vertices are not connected Wij = 0. If 

two vertices are connected, since the adjacency matrix is symmetrical, Wij = Wji. 

Then, constrained spectral clustering is considered an optimization problem aiming to 

optimize the objective function [18]: 

 𝑎𝑟𝑔𝑚𝑖𝑛 𝒗𝑇𝐋̅𝒗, 𝑠. 𝑡. 𝒗𝑇𝐐̅𝒗 ≥ a, 𝒗𝑇𝒗 = 𝑣𝑜𝑙(𝐺), 𝑣 ≠ 𝐃½1. (2-17) 

with vol(G) the volume of the graph G, defined as: 

 𝑣𝑜𝑙(𝐺) =  ∑ 𝑑𝑖

𝑖∈𝐺

 (2-18) 

Here 𝒗𝑇𝐋̅𝒗 is the cost of the cut needed to be minimized, a is the constraint satisfaction 

threshold and 𝒗𝑇𝐐̅𝒗 ≥ a measures how well the constraints in Q are satisfied, 𝒗𝑇𝒗 = 𝑣𝑜𝑙(𝐺) is 

used to normalize v while the final constraint 𝒗 ≠ 𝐃½1 excludes the trivial solutions. 

The constrained optimization problem in (2-17) can be solved using the Karush-Kun-Tucker 

theorem [21]. After several mathematical steps, explained in [18], the solution of the equation 

(2-17) is acquired by solving the generalized eigenvalue problem: 

 𝐋̅𝒗 =  𝜆(𝐐̅ −
𝑏

𝑣𝑜𝑙(𝐺)
𝐈)𝒗 (2-19) 

with I being the identity matrix. 

In [22] the problem of constrained spectral clustering, described in [18], is extended from 

2-way partitioning into k-way partitioning. In that paper, the maximum value of the constraint 

threshold b, that guarantees at least k-1 feasible eigenvectors, is computed as: 

 𝑏 <  𝜆𝑘−1𝑣𝑜𝑙(𝐺) (2-20) 

After obtaining the eigenvectors v from solving (2-19), the ones related with non-positive 

eigenvalues are removed and the rest are normalized. Then, the cluster indicator vectors u 

are obtained by sorting v in order to minimize the cut and by removing the trivial solutions in 

order to satisfy the constraints of (2-17). 

 

2.3.1.2 Implementation 

 

In algorithm 2 proposed in [22], the value of b is treated as an input, while the equation 

(2-20) gives an upper limit for its value. However, in the Matlab implementation of this 

algorithm, written by the author of [18] and [22] available in [23], the value b of is computed 

as follows: 

 𝑏 =  
𝜆𝑘+1 + 𝜆𝑘

2
− 10−6 (2-21) 

This value of b calculated through (2-21) is in most cases significantly smaller than the 

maximum one computed through (2-20). Therefore, in the approach followed in the present 

thesis the value found through (2-21) is increased and different values of b are tested to find 

the one that maximizes the coherency constraints satisfaction. The value of b is increased 

with a step: 

 𝑠𝑡𝑒𝑝 =
b𝑚𝑎𝑥 − b𝑚𝑖𝑚

10
 (2-22) 

where bmax is the value obtained through (2-20) and bmin is the value obtained through (2-21). 

Then, 10 values of b are used starting from bmin, increasing with step and reaching up to the 

value bmax–step. If there are many values of b that minimize the number of coherency constraint 
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violations, the one with the smallest worst expansion is picked. These performance metrics 

are explained in section 2.4. 

After obtaining the cluster indicator vectors u, both k-medoids and hierarchical clustering 

were considered to obtain the slow-coherency cutset. k-medoids is a centroid based clustering 

algorithm that finds the centroid and then assigns all points based on their distance from the 

closest centroid. As a result, it will often result in non-compact groups as is the case in Figure 

2-3 and lead to many constraint violations. Hierarchical clustering also led to poor constraint 

satisfaction. Very often it would start merging load buses with other load buses, forming a 

cluster that increased in size. Then, such a cluster merged with generator buses of various 

coherent groups and as a result many generators were not being assigned based on their 

coherency. 

Therefore, an algorithm has been written to produce the slow-coherency cutset of FCSC, 

after acquiring u. In this algorithm a label is assigned to each node. Generator nodes get the 

coherent group number, while load nodes get zero. In the beginning, the algorithm tries to 

merge generator nodes with other generator nodes, based on the coherency and the physical 

connections of the network. If many such merges are possible, the one with the smallest 

average distance between the two generator nodes is chosen. If no valid coherent merges are 

present, the load node with the smallest average distance from a generator node is merged 

with that generator node. In this case the load node gets the same label as the generator node 

it is merged with. This happens in every iteration until all nodes of the network receive a label 

that corresponds to the island they belong. The developed FCSC-based clustering method is 

summarized in Algorithm 1. 

 

Algorithm 1: Label-constrained graph clustering 

 Input: Adjacency matrix W, Constraint matrix Q, Number of islands k 

 Output: Labels corresponding to the island each node belongs to  

1 For each value of b 

2 Compute eigenvectors v as (2-19) 

3 From v get the cluster indicator vectors u that satisfy (2-17) 

4 Build graph on VnXk-1 as in hierarchical clustering 

5 Compute distance matrix from W and V 

6 Create labels based on coherency assignment 

7 While any label is equal to 0 

8     If merging existing clusters based on coherency and connections is possible 

9         Merge clusters 

10     Else 

11         Expand cluster by adding the load node with the minimum distance 

12         The load node added to the cluster gets the label of the cluster 

13     End 

14 End 

15 End 

 

2.3.2 hMetis 
 

2.3.2.1 Operation principle 

 

hMetis is an extension of Metis [24] for partitioning hypergraphs. Metis is another high 

quality graph partitioning algorithm developed at the University of Minnesota. A hypergraph is 

a generalisation of a graph. In this case the set of edges is replaced by a set of hyperedges. 

An edge can connect only two vertices. On the other hand, a hyperedge allows the connection 
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of more than two edges. Since power networks are graphs and not hypergraphs, when using 

hMetis all hyperedges will connect only two vertices, transforming them into normal edges. As 

a result hMetis will create partitions for a regular graph, instead of a hypergraph. 

 

 
Figure 2-9: The 3 phases used by hMetis to perform graph partitioning [19] 

 

hMetis applies three phases, depicted in Figure 2-9, to perform graph partitioning: graph 

coarsening, initial partitioning and uncoarsening. During the first phase, the input graph is 

successively transformed into a sequence of smaller graphs. This takes place until the vertices 

of the graph have been reduced to a few hundreds. In the initial partitioning phase, a k-way 

partition is calculated from the coarsest graph, created during the previous phase. Lastly, in 

the third phase, the clustering of the coarsest graph is projected to the successively larger 

graphs until the original graph is reached [19]. 

 

2.3.2.2 Implementation 

 

The latest stable release of hMetis (1.5.3) is only available for 32bit architectures. To tackle 

this issue, the latest experimental release (2.0pre1) is used, which is available for 64bit 

architectures and can be found in [25]. Unfortunately, because this version of hMetis is still 

under development, there is currently no manual available. Since, the functionalities of this 

version do not differ significantly from the functionalities of the stable one, the manual of 

version 1.5.3 was used for guidance. More information on the implementation of hMetis are 

provided in Appendix A. 

Apart from using the command –fixed (Appendix A), in order to perform constrained 

clustering, another approach was tested, but it was dropped as its results were not as good 

as those of the command –fixed. Namely, the identified coherent generators of each group 

formed a hyperedge and were inputted to the hypergraph file of hMetis. As weight on those 

hyperedges, the sum of all the weights in the adjacency matrix was used. Alternatively, the 

sum of the weights of the edges connected to the generators of each coherent generator group 

was tested. When computing the partitioning using the k-way algorithm the performance was 

poor. When using the recursive bisection algorithm, the performance was slightly worse than 

that of the command –fixed. In the latter case, the constraints for the hyperedges were usually 

well satisfied, but when a singleton coherent generator group was identified, it was not 

possible to create a hyperedge with that 1 generator. Therefore, the implementation of the 

hyperedges was outperformed by the command –fixed. Finally, both the hyperedges were 
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inputted to the input file of hMetis, along with the command –fixed and it was found out that 

the constraint satisfaction was similar to using the command –fixed alone. 

 

2.3.3 Tight Continuous Relaxation of Balanced Graph Cuts (TCRBGC) 
 

2.3.3.1 Operation principle 

 

The balanced k-cut problem can be defined as [20]: 

 min
(𝐶1,…,𝐶𝑘)𝜖𝑃𝑘

∑
𝑐𝑢𝑡(𝐶𝑖, 𝐶𝑖̅)

𝑆̂(𝐶𝑖)

𝑘

𝑖=1

=: 𝐵𝐶𝑢𝑡(𝐶1, … , 𝐶𝑘) (2-23) 

with Pk being the set of all k partitions of the vertex set V and 𝑆̂ a balancing function with the 

goal that all sets Ci are not too small. In the case of the normalized cut problem, the goal is to 

prevent clusters with very small volume: 

 𝑆̂(𝐶) = 𝑣𝑜𝑙(𝐶) (2-24) 

While, in the case of the ratio cut problem, the aim is prevent the formation of clusters with 

very small cardinality: 

 𝑆̂(𝐶) = |𝐶| (2-25) 

The proposed relaxation of the balanced k-cut problem is rather complicated and therefore 

it is not presented here, but it is thoroughly explained in [20]. 

 

2.3.3.2 Implementation 

 

The main options offered by the implementation of this algorithm in Matlab, available in 

[26], have to do with the balancing function. In the case of power networks the normalized cut 

and the ratio cut problem are the most meaningful and relevant ones. However, all the 

alternatives offered, were explored and it was found out that the ratio cut problem satisfied the 

constraints better than the other options. Furthermore, a script has been written to change the 

constraints into a suitable input for this algorithm. 

 

2.4 Performance metrics 

 

The most important quality indicator during constrained graph clustering is the constraint 

satisfaction. In this thesis the number of generators that are not assigned to the requested 

island is used to measure how well the constraints are satisfied by each algorithm. Thus, the 

number of coherency constraint violations is the indicator mostly focused on, that needs to be 

as low as possible. 

Other important performance metrics to take into consideration, especially when the 

constraint satisfaction is similar, are the total power cut, the overall (maximal) expansion and 

the normalized cut. 

The edge weights of the adjacency matrix W are the active power flows in their respective 

branches. The total power cut is the sum of the power cut (in MW), after forming the clusters. 

In other words, it is the power flow disruption because of the disconnection of certain electrical 

connections and for k partitions, it can be defined as [13]: 

 𝑃𝑐𝑢𝑡 = 𝑐𝑢𝑡(𝐶1, … , 𝐶𝑘) =
1

2
∑ 𝐖(𝐶𝑖, 𝐶𝑖̅)

𝑘

𝑖=1

 

 
(2-26) 

with C being a subset of the graph G and 𝐶̅ its complement. 
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In addition to this, every created subset C has a volume and a boundary. The volume is 

defined as in (2-18), while the boundary is the sum of the weights of the edges between the 

vertices in C and the vertices not in C [7]: 

 𝜕(𝐶) =  ∑ 𝑊𝑖𝑗

𝑖∈𝐶,𝑗∉𝐶

 (2-27) 

The expansion of C is the ratio between its boundary and volume: 

 𝜑(𝐶)  =  
𝜕(𝐶)

𝑣𝑜𝑙(𝐶)
 (2-28) 

A small expansion means that the vertices inside the island are strongly interconnected among 

themselves (large vol(C)) and weakly connected to the rest of the network (small ∂(C)). Thus, 

the overall expansion is the worst (maximal) expansion of the partitions created. 

Moreover, for k clusters, the normalized cut (2-29) measures the overall cut of separating 

the graph G into k islands [13]: 

 𝑁𝑐𝑢𝑡(𝐶1, … , 𝐶𝑘)  =  
1

𝑘
∑

𝑐𝑢𝑡(𝐶𝑖, 𝐶𝑖̅)

𝑣𝑜𝑙(𝐶𝑖)

𝑘

𝑖=1

 (2-29) 

Minimizing Ncut constitutes the objective function of the normalized spectral clustering. 

 

2.5 Slow-coherency cutset 

 

The algorithms from section 2.3 are going to be evaluated, based on the coherency 

constraints identified for each electrical network. Two different study cases are carried out. 

First, in order to place more emphasis on the constraint satisfaction, instead of using the actual 

adjacency matrix of the power system graph as the input to these algorithms, a binary 

adjacency matrix is constructed and used. Next the original weighted adjacency matrix of the 

networks is utilized, so that the active power flows between the buses of each power system 

are also taken into account. 

 

2.5.1 Binary adjacency matrix 
 

The aim of this study case is to increase the constraint satisfaction as much as possible by 

utilizing the binary adjacency matrix of the studied electrical networks. The total power cut, the 

maximal expansion and the normalized cut are all performance metrics associated with the 

weights of the adjacency matrix. Therefore, these three quality indicators are not relevant for 

this study case. 

 

2.5.1.1 IEEE 118-Bus test system 

 

In this case all the algorithms achieved perfect constraint satisfaction for the different 

number of islands requested. It is also worth noticing that when two islands are requested all 

the algorithms produce the exact same slow-coherency cutset, depicted in Figure 2-10. A total 

of five lines had to be disconnected. The red dotted line represents the boundary between the 

islands. 
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Figure 2-10: Slow-coherency cutset computed for splitting case118 into 2 islands 

 

2.5.1.2 Large power systems 

 

Since the size of the networks considered in this section is relatively large, ranging from 

1354 buses to almost 3000 buses, more general conclusions can be drawn about the 

constraint satisfaction of the evaluated algorithms. Furthermore, for these cases splitting the 

network in up to 10 islands is considered. Table 2-1 shows the number of buses, branches 

and generators in the three large power systems considered. 

 

Power system Number of buses Number of branches Number of generators 

Case1354pegase 1354 1710 260 

Case2383wp 2383 2886 327 

Case2869pegase 2869 3968 510 
Table 2-1: Number of buses, branches and generators in the large power systems 

 

From Figure 2-11, it is clear that the developed FCSC-based clustering method satisfies 

the constraints better than the other two algorithms in most cases. It is only slightly 

outperformed by hMetis in case2383wp for 9 and 10 islands, having one more constraint 

violation. Only in case2869pegase for 10 islands its results are not good compared to those 

of hMetis and TCRBGC. 

hMetis follows the developed FCSC-based clustering method closely, usually failing to 

assign correctly only few more generators. TCRBGC has the most constraint violations out of 

the three algorithms. Still, this number is usually quite low. 

Case1354pegase provides also some useful insight on the way the tested algorithms 

operate. When 5, 6, 7, 8 and 10 islands are requested, the coherency analysis identifies some 

generators as singleton coherent generator groups and puts them alone in a separate group. 

hMetis manages to satisfy the constraints in these cases by creating singleton islands, islands 

consisting of one generator alone and no other buses. On the other hand, TCRBGC tends to 

create less islands than requested in order to avoid creating islands with very small cardinality. 

For example, when five islands are requested, the coherency analysis assigns the generators 
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6, 32, 185 and 219 in one island and the generator 51 in a separate island. TCRBGC creates 

three islands instead of five and assigns these five generators in the biggest island. On the 

other hand, the developed FCSC-based clustering method creates a singleton island only 

when 10 islands are requested. When 5, 6, 7 and 8 islands are requested 10 buses are added 

to the cluster of the singleton coherent generator group, thus forming an island of 11 buses. 

 

Case1354pegase Case2383wp 

  

Case2869pegase 

 
Figure 2-11: Number of coherency constraint violations in large power systems 

 

Finally, it can be seen that in case2869pegase when 9 islands are requested all three 

algorithms fail to assign correctly about 40 generators. This particular case is worth further 

investigation as in all the other cases at least one of the three algorithms has a very small 

number of constraint violations. 

 

2.5.2 Weighted adjacency matrix 
 

In this study case, the weighted adjacency matrix of the studied power systems’ active 

power flow graphs is used to obtain insight on the constraint satisfaction when the actual 

power flow data is considered. 
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2.5.2.1 IEEE 118-Bus test system 

 

Again all the algorithms managed to satisfy the constraints for the different numbers of 

islands requested. Therefore Figure 2-12 shows the rest of the quality indicators for case118. 

It is observed that the developed FCSC-based clustering method tends to cut slightly more 

power than hMetis and TCRBGC. Furthermore, it can be seen that all the performance metrics 

of hMetis and TCRBGC are similar. 

When 4 islands are requested, generator 39 on bus 87 is determined as a singleton 

coherent generator group during the coherency analysis. In order to satisfy this constraint both 

hMetis and TCRBGC, create a singleton island consisting of that generator and that is why 

they have a maximal expansion equal to one and such a high value of normalized cut in that 

particular case. On the other hand, the developed FCSC-based clustering method creates a 

cluster consisting of generator 39 and bus 86 because bus 86 is found to have very small 

distance from bus 87. 

It is also worth noticing that when two islands are requested the slow-coherency cutset of 

the developed FCSC-based clustering method, shown in Figure 2-10, was unaffected by 

adding the actual power flow data. On the other hand, the slow-coherency cutsets of hMetis 

and TCRBGC have been slightly modified. These two algorithms produced the same slow-

coherency cutset. 

 

  

 
Figure 2-12: Partitioning quality metrics of all algorithms for case118 
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In Figure 2-13, the coordinates of the cluster indicator vector of each bus computed by the 

developed FCSC-based clustering method are presented, for two islands created in the 

case118 Matpower network. By comparing Figure 2-10 with Figure 2-13 it is clear, that the 

same buses can be detected close to the boundary of the islands. hMetis is a closed source 

software and TCRBGC is based on a sophisticated relaxation of the balanced k-cut problem, 

both going straight into their islanding solutions. Therefore, for these two algorithms it was not 

possible to create similar figures for comparison. 

 

 
Figure 2-13: Bus eigenvectors computed by FCSC for splitting case118 into 2 islands 

 

2.5.2.2 Large power systems 

 

From Figure 2-14, it is observed that in case1354pegase all the algorithms satisfy the 

constraints when up to 8 islands are requested. For 9 islands the developed FCSC-based 

clustering method has no constraint violations, but for 10 islands it is outperformed by hMetis 

and TCRBGC. 

It is worth noticing that by adding the actual power flow data the constraint satisfaction of 

TCRBGC has actually improved. By comparing these results with the ones from the binary 

adjacency matrix it can be seen that the bias to very small islands has been reduced. Now 

both hMetis and TCRBGC create islands with least number of nodes equal to 11, when the 

requested number of islands ranges from 3 to 8, just like the developed FCSC-based 

clustering method did in section 2.5.1.2. 

The rest of the quality indicators of hMetis and TCRBGC are very close. In Figure 2-14 it is 

also clear that the developed FCSC-based clustering method tends to cut more power than 

hMetis and TCRBGC. This occurs possibly because in the function that produces the slow-

coherency cutset of the developed FCSC-based clustering method, more emphasis was given 

into constraint satisfaction as explained in section 2.3.1.2. 
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Figure 2-14: Partitioning quality metrics of all algorithms for case1354pegase 

 

In case2383wp, the developed FCSC-based clustering method clearly achieves the best 

constraint satisfaction out of the three algorithms as seen in Figure 2-15. hMetis and TCRBGC 

have the same number of constraint violations in most cases. Sometimes, TCRBGC fails to 

assign correctly one more generator than hMetis. It can also be observed that as the number 

of the requested islands increases, the constraint satisfaction of all the algorithms tested 

deteriorates. 

The rest of the quality indicators of hMetis and TCRBGC are once more very close. The 

developed FCSC-based clustering method cuts significantly more power than the other two 

algorithms possibly because it was designed with a strong bias towards satisfaction of bus 

grouping constraints. Since the purpose of this thesis is to minimize the number of coherency 

constraint violations rather than the total amount of power cut, the developed FCSC-based 

clustering method constitutes the best alternative for case2383wp. 
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Figure 2-15: Partitioning quality metrics of all algorithms for case2383wp 

 

In case2869pegase, the developed FCSC-based clustering method has again the smallest 

number of constraint violations when up to 9 islands are requested, as seen in Figure 2-16. 

When 10 islands are created it is outperformed by both hMetis and TCRBGC, just like in the 

case of the binary adjacency matrix. 

Figure 2-16 also agrees with the observation that the developed FCSC-based clustering 

method cuts the most power out of the three algorithms. Once more, all the performance 

indicators of hMetis and TCRBGC are very close, except for the case of 8 islands. In that case 

the maximal expansion of hMetis is equal to one, meaning that a singleton island is created. 

As explained earlier TCRBGC is more biased towards equal cardinality and usually avoids 

creating very small islands. 

As in section 2.5.1.2, it is noted that when 9 islands are formed in case2869pegase, all the 

algorithms have a rather high number of constraint violations. Thus, this case needs further 

investigation. 
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Figure 2-16: Partitioning quality metrics of all algorithms for case2869pegase 

 

2.6 Conclusions 

 

This chapter dealt with the problem of constrained graph partitioning. At first, enhancing 

the transient stability of the constructed islands was addressed by producing constraints, 

based on the coherent groups of generators. For illustration purposes, the results of the 

performed coherency analysis were also visualised in the IEEE 118-bus test system. Next, 

three different algorithms performing constrained graph clustering are presented along with 

the way they are implemented in Matlab. Moreover, the quality indicators used for the 

comparison of these three algorithms were discussed. Finally, the results of the algorithms for 

two different study cases were presented. 

From the two study cases carried out in section 2.5, it is rather challenging to say that one 

of the evaluated algorithms is the best. All the algorithms have in most cases a quite low 

number of constraint violations. The developed FCSC-based clustering method tends to 

outperform the other two algorithms in terms of constraint satisfaction, especially if up to 9 

islands are considered. hMetis also constitutes a very good alternative as its constraint 

satisfaction is slightly worse than that of the developed FCSC-based clustering method. 

TCRBGC has the most constraint violations out of the three algorithms. Still, the constraint 

satisfaction of TCRBGC is quite good. 



25 

 

The major difference in the performance of these algorithms can be noticed when the 

coherency analysis identifies very small groups of generators or singleton coherent generator 

groups. In these cases, hMetis puts the generators into the requested islands and sometimes 

creates singleton islands consisting only of that generator. On the other hand, TCRBGC, as 

explained in section 2.5.1.2, sometimes fails to create the requested number of islands, as it 

is more biased towards equal cardinality among the islands. In these cases, TCRBGC assigns 

the singleton coherent groups in a bigger island and therefore creates less islands. 

Another observation is that the performance of TCRBGC actually improved when using the 

actual power flow data. This improvement was noticed when implementing TCRBGC with the 

ratio cut problem instead of the normalized cut problem. This is probably due to the fact that 

power flows outside of coherent areas are smaller than inside the areas. 

It is also worth mentioning once more that both k-medoids and hierarchical clustering were 

found to be inadequate for the final step of FCSC. Therefore, another algorithm had to be 

designed that takes into account the constraints along with the connectivity of the network and 

the minimum distances between the buses. 

Originally, a third study case was also considered. Based on the method of power flow 

tracing [27] additional constraints arise for the load buses that are supplied mainly by a 

generator belonging in a specified island. The purpose of this study case was to check whether 

introducing power flow constraints can improve the power balance in the constructed islands 

and reduce the amount of power cut and to study the influence of the newly added constraints 

on the old ones. The results of this study case are not presented, since there were no 

considerable differences from the results shown in section 2.5.2. The main conclusions drawn 

were that increasing the number of constraints by adding constraints based on power flow 

tracing, made the constraint satisfaction slightly worse but slightly improved the total power 

cut. 
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Chapter 3 Load shedding 
 

As stated in the introduction, achieving power balance at the instant when the islands are 

formed is rather challenging. To tackle this issue, post-separation control actions are 

employed. If the active power produced is lower than the demand, then the frequency of the 

island starts dropping. To prevent it from declining below the acceptable limits, a percentage 

of the load of that island needs to be curtailed. The amount of load to be shed must be reliably 

detected as quickly as possible. Furthermore, this amount has to be minimized, with the 

frequency remaining above the minimum critical value at all times.  

 

3.1 Under frequency operation 

 

The swing equation of a synchronous machine can be expressed as [28]: 

 
2𝐻

𝜔𝑠

𝑑𝜔

𝑑𝑡
= 𝑃𝑚 − 𝑃𝑒 (3-1) 

where ωs is the synchronous rotational speed, ω is the rotational speed, Pm is the input 

mechanical power and Pe is the output electrical power of the synchronous machine. Through 

(3-1) it is clear that when the system works with less production (mechanical power) than the 

demand (electrical power), the electrical frequency drops. 

Although all the components of the power system are designed to operate at nominal 

frequency, they can withstand only small variations. Particularly for costly units such as 

synchronous generators the magnitude and the duration of the frequency deviation is strictly 

limited. Table 3-1 shows the maximum time a synchronous machine can operate when 

subjected to various frequency deviations at full load [3]. 

 

Frequency deviation at full load Maximum operating time 

Δf=1%fn Continuously 

Δf=2%fn 100 minutes 

Δf=3%fn 10 minutes 

Δf=4%fn 1 minute 

Δf=5%fn 0.1 minute 

Δf=6%fn 1 second 
Table 3-1: Operation capability of a steam turbine [3] 

 

Therefore, in order to avoid blade fatigue and faster aging of synchronous machines, 

deviations from the nominal frequency must be noticed and dealt with rapidly. What is more, 

a severe disturbance can lead to oscillation of the rotors of the synchronous generators and 

ultimately to a loss of synchronism, further increasing the difference between the power 

production and the load. 

 

3.2 Computation of shedding amount 

 

In order to curtail the correct amount of load, a quick and precise estimation of the active 

power deficiency has to be carried out first. Then it is a common practice among Transmission 

System Operators (TSOs) not to shed the whole amount instantly, but instead to shed a 

percentage of the estimated power deficiency at several predetermined frequency thresholds. 
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3.2.1 Active power deficiency estimation 
 

The frequency and the voltage are the two parameters that can significantly affect the 

power consumed by the loads and thus they must be taken into account. The implemented 

algorithm for the power deficiency estimation is based on [5], as it considers the voltage 

dependency of the loads and the frequency gradient. In order to model the connection 

between the consumed power and the load voltage, the following common exponential 

equations are utilized [14]: 

 𝑃𝐿𝑖 = 𝑃𝐿0𝑖 (
𝑉𝐿𝑖

𝑉𝐿0𝑖
)

α𝑖

 (3-2) 

 𝑄𝐿𝑖 = 𝑄𝐿0𝑖 (
𝑉𝐿𝑖

𝑉𝐿0𝑖
)

𝛽𝑖

 (3-3) 

Where: 

PLi is the active power of the ith load [p.u.] 

PL0i is the pre-fault active power of the ith load [p.u.] 

VLi is the voltage of the ith load [p.u.] 

VL0i is the pre-fault voltage of the ith load [p.u.] 

QLi is the reactive power of the ith load [p.u.] 

QL0i is the pre-fault reactive power of the ith load [p.u.] 

αi is the voltage dependency on active power of the ith load 

βi is the voltage dependency on reactive power of the ith load 

In most composite system loads, the exponential factors α and β typically range from 0.5 

to 1.8 and from 1.5 to 6 respectively [14]. When the factor α is equal to zero, the model is 

regarded as constant power, when it is equal to one the model is regarded as constant current 

and when it is equal to two the model is regarded as constant impedance [3]. 

After several mathematical steps explained in [5], the power deficiency for a multi-machine 

system can be estimated as: 

 𝑃𝑑𝑒𝑓 = 𝐴
𝑑𝑓𝐶𝑂𝐼

𝑑𝑡
+ 𝐵   (3-4) 

 𝐴 =
2𝐻𝑠𝑦𝑠𝑆𝑠𝑦𝑠

𝑃𝐿0𝑓𝑛
   (3-5) 

 𝐵 =
1

𝑃𝐿0
∑ 𝑃𝐿0𝑖 [(

𝑉𝐿𝑖

𝑉𝐿0𝑖
)

α𝑖

− 1]

𝑁𝐿

𝑖=1

   (3-6) 

 𝑆𝑠𝑦𝑠 = ∑ 𝑆𝑗

𝑛

𝑗=1

   (3-7) 

 𝐻𝑠𝑦𝑠 =
1

𝑆𝑠𝑦𝑠
∑ 𝐻𝑗𝑆𝑗

𝑛

𝑗=1

   (3-8) 

 𝑓𝐶𝑂𝐼 = ∑ 𝑓𝑗𝐻𝑗,𝑒𝑞

𝑛

𝑗=1

   (3-9) 

 𝐻𝑗,𝑒𝑞 =
𝐻𝑗𝑆𝑗

∑ 𝐻𝑗𝑆𝑗
𝑛
𝑗=1

  (3-10) 

where: 

fCOI is the center of inertia frequency [Hz] 

Hsys is the equivalent apparent inertia of the system [s] 

Ssys is the equivalent apparent power of the system [MVA] 

PL0 is the total pre-fault load power [MW] 
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Sj is the rated apparent power of the jth machine [MVA] 

Hj is the inertia constant of the jth machine based on its own apparent power [s] 

Hj,eq is the equivalent inertia constant of the jth machine based on the system rated capacity 

[s] 

NL is the number of loads in the system 

By utilizing   (3-4), the initial load shedding amount is based on the estimated power 

deficiency rather than on pre-defined fixed values, thus achieving a more precise UFLS 

operation. Moreover, the initial shedding amount can be dynamically adjusted based on 

certain external signals, offering the possibility to take into account other relevant parameters, 

such as the minimization of the load being curtailed or ensuring voltage stability of the network. 

Therefore, with the aid of   (3-4), advanced UFLS schemes are more capable of optimizing 

the frequency recovery procedure and maintaining stability, when the power system is 

stressed or undergoes sudden disturbances. 

 

3.2.2 Distribution of shedding amount 
 

Minimizing the shedding amount while keeping the frequency trajectory within limits 

constitute the main guideline that must be taken into account in order to design an efficient 

load shedding scheme [5]. To achieve this, it is necessary to utilize as much primary frequency 

control as possible. Therefore, the initial computed value of Pdef has to be distributed among 

different shedding steps. Thus, the number of shedding steps, the amount of load curtailed in 

each step and the conditions for the activation of each shedding step must be addressed [8]. 

These aspects can vary for different networks and are usually determined by the responsible 

TSO. 

In [5] and [8], 4 shedding steps are used at the frequency thresholds 49 Hz, 48.8 Hz, 48.4 

Hz and 48 Hz respectively, which are also employed by the traditional UFLS scheme of the 

Slovenian power system. The main purpose of the aforementioned shedding scheme is to 

prevent the frequency form falling below 47.5 Hz or 5% of its nominal value. In [8] different 

shedding steps are considered and it is found out that schemes with higher amounts of 

shedding steps in the beginning, such as Pshed,1=0.5Pdef or Pshed,1=0.35Pdef with progressively 

decreasing shedding amount, are more suitable when the frequency gradient is high. In these 

cases the primary frequency control takes more action and as a result less power is cut. On 

the other hand, schemes with lower amounts of shedding steps in the beginning, up to 

Pshed,1=0.15Pdef, progressively increasing that amount, are better in the cases where the power 

deficit is small and frequency decline is slow, as the primary frequency control has more time 

to contribute in the reduction of the active power deficiency. 

 

3.2.3 Shedding step adjustment 
 

In [8], a method for dynamically adjusting the predefined shedding amount of each step by 

taking also into consideration the primary frequency control is proposed. The instantaneous 

value of the rate of change of frequency (ROCOF) has an approximately linear relationship 

with the instantaneous active power deficiency   (3-4). Therefore, the effect of the contribution 

of the spinning reverse can be taken into account by monitoring the ROCOF between two 

neighbouring shedding steps. When the ith frequency threshold is reached, the change in the 

ROCOF is first computed, as follows: 

 ∆𝑖=
𝑑𝑓𝐶𝑂𝐼,𝑚𝑎𝑥

𝑑𝑡
−

𝑑𝑓𝐶𝑂𝐼,𝑓𝑡ℎ(𝑖)

𝑑𝑡
 (3-11) 

It is worth noting that Δi can have either a positive or a negative value. Then, the percentage 

of change in the ROCOF is found: 
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 ∆𝑖% =
∆𝑖

𝑑𝑓𝐶𝑂𝐼,𝑚𝑎𝑥
100 (3-12) 

Because of the aforementioned linearity between the ROCOF and the active power deficit   

(3-4), the upcoming shedding step can be modified: 

 𝑃𝑠ℎ𝑒𝑑,𝑖
′ = 𝑃𝑠ℎ𝑒𝑑,𝑖 − ∆𝑖% (3-13) 

For better comprehension, the shedding step adjustment procedure is explained with the 

help of Figure 3-1. At t0 the maximum ROCOF is detected. Then, at t1 the first frequency 

threshold is reached fth,1. During the time period between t1 and t0, the primary frequency 

control has been activated and has reduced the initial value of the active power deficiency, by 

an amount approximately equal to Δ1. Therefore, the required shedding amount of the first 

shedding step is no longer the predefined Pshed,1, but it is modified to P’shed,1. The same applies 

for the time period between t2 and t1. Because of the contribution of the spinning reverse, the 

second predetermined shedding step is altered to P’shed,2 by subtracting Δ2 from Pshed,2. 

Following this procedure the predefined amount of each shedding step is adjusted to match 

the instantaneous active power deficiency, when the different frequency thresholds are 

reached. 

 

 
Figure 3-1: Shedding step adjustment scheme 

 

3.3 Simulation environment 

 

As mentioned in section 1.4, the simulations for the load shedding schemes are performed 

using DIgSILENT PowerFactory. Also, Python is employed to send commands to 

PowerFactory, create the necessary models and receive results from it as csv documents. 

Then the results are further processed and visualized with Matlab. The interaction between 

PowerFactory, Python and Matlab is depicted in Figure 3-2. 
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Figure 3-2: Interaction between PowerFavtory, Python and Matlab 

 

3.3.1 Software 
 

DIgSILENT PowerFactory is an established software for power system analysis for 

applications in generation, transmission, distribution and industrial systems. It offers a wide 

range of different functionalities, such as load flow calculation, RMS simulation, contingency 

analysis and modal analysis. For the present thesis the first two functionalities are used in 

various disturbance scenarios. For the implementation of these scenarios multiple outage 

events are created. 

The selected elements to outage, the performed study cases and the computations to be 

executed are sent to PowerFactory through Python scripts. After the requested actions have 

been performed, the relevant data is saved as csv documents and are handled by Matlab for 

graphical output. 

 

3.3.2 IEEE 39-Bus test system 
 

For the implementation of the adaptive UFLS scheme, various power deficiency scenarios 

were created using the IEEE 39-bus test system. The single line diagram of this network is 

displayed in Figure 3-3. This system is available in PowerFactory from version 15.2 and 

corresponds to the simplified model of the New England system, in the northeast of the USA. 

As the name suggests, this network consists of 39 buses, out of which 10 are generators 

and 19 are loads. There are 34 lines and 12 transformers. The nominal frequency of this 

network is 60 Hz and its nominal voltage is 345 kV. The generator G1 corresponds to the 

interconnection with the rest of the transmission system of USA and Canada and is therefore 

directly connected to the 345kV level, while the rest of the generators require transformers to 

be connected. 

 

3.4 Methodology 

 

As stated in section 1.4, the original load shedding code was developed by Meng Zhang 

for his Master thesis at TU Delft [3]. Therefore, most of the assumptions presented in section 

3.4.1 are also available in [3]. The original implementations is very shortly described in section 

3.4.2 and the necessary modifications required to improve the load shedding scheme are 
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addressed in section 3.4.3. Finally, the objective of the new load shedding scheme is stated 

in section 3.4.4. 

 

 
Figure 3-3: IEEE 39-Bus test system 

 

3.4.1 Assumptions 
 

Various assumptions to carry out the implementation are presented below [3]. 

In order to decrease the influence of transient and sub-transient phenomena, the frequency 

is measured from the generator rotational speed instead of the terminal voltage. This is a 

logical assumption, as there exist various technologies able to monitor the generator shaft 

speed with high accuracy and linearity [29]. 

The centre of inertia (COI) frequency computed through equation   (3-9) is utilized to 

evaluate the average frequency of the island. The COI corresponds to a generator unit 

describing the average electromechanical behaviour of the generator units in the formed 

island. It is worth noting that the theory concerning the COI needs some refinement for power 

systems with high amounts of generation from renewable energy sources. In our case, there 

are no renewables in the system, so the theory is suitable and COI can be used. This theory 

should also work well for electrical networks with high amounts of hydroelectric generation 

(e.g., the Norwegian power system). 

Although the inertia constants of generators may vary according to the operation status 

and the kinetic energy stored in the turbine, they are considered time-invariant for this 

implementation. This is justified by the fact that the time required from the detection of the 

frequency decrease to the protection actions performed by UFLS relays is usually around 0.3 

seconds [10]. A time delay tdelay=0.3 s is also used in the UFLS scheme, in order to make it as 

close to the real operating conditions as possible. The synchronous turbines have a relatively 

large time constant, therefore the inertia can be considered time-invariant during that 

emergency control process. 

For the aforementioned reason, load characteristics can also be considered time-invariant. 

Although active and reactive power of induction machines usually depend on the terminal 
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frequency, the active power imbalance estimation is based on the ROCOF after the 

disturbance. Of course there is a small time delay in the measurement and control system, 

but the frequency decline in a measurement interval can be considered negligible and 

therefore the load frequency dependence is not taken into account in the present thesis. 

The active α and reactive β power dependency on voltage of the loads vary within certain 

ranges mentioned in section 3.2. Through equation   (3-4), it is obvious that β can be neglected 

for the active power deficiency estimation, therefore it is assigned a constant value equal to 

two for the present thesis. In order to approximate the real variations of load dynamics the 

constant values zero, one and two are assigned to α to the load models. Then, the active 

power deficit is estimated and the amount of load shed is computed, considering that all the 

loads in the system have the same α. 

To validate the performance of the proposed UFLS scheme, the assumption is made that 

all the loads are equally and continuously reducible. Of course, under real conditions some 

loads are of higher importance than others and must not be curtailed. Therefore, before using 

the proposed scheme, load priority must be taken into account and the necessary adjustments 

have to be implemented. 

The active power deficit is estimated after 0.2 seconds following the disturbance, since the 

ROCOF has settled and only small variations are observed. As mentioned earlier, the time 

from the detection of the frequency decline to the protection actions of the UFLS relays is 

usually around 0.3 seconds, therefore an estimation time test=0.2 s is justified. In section 3.2.3, 

the shedding step adjustment procedure is explained and the maximum value of the ROCOF 

is utilized. For this implementation, the value of ROCOF at test=0.2 s is used instead, as exactly 

predicting the maximum value of ROCOF is rather challenging. In actual power systems the 

time of the disturbance is not known. Most protection devices would measure the ROCOF and 

would make an estimation when the current value of the ROCOF would not differ much from 

the previous two or three values, therefore waiting for it to settle. 

 

3.4.2 Original implementation 
 

Python is used to input the outage events to PowerFactory, allowing to approximate the 

randomness and unpredictability of disturbances in electrical networks. After the outage 

events are defined, the necessary study cases are created and then the 4 sub-processes 

presented in Appendix B are required before executing the final RMS simulation and shedding 

the estimated load. Finally, the data are exported to a csv file and read from python to produce 

the desired plots [3]. 

This implementation curtails quite accurately the percentage of load that must be shed. 

However, the main drawback of this implementation is that two separate RMS simulations are 

required. During the first one (sub-process 3) the active power deficiency is estimated and the 

results from it are inputted to sub-process 4 to create the necessary models and assign their 

parameters. Then, the final RMS simulation is executed in which the computed amount of load 

gets disconnected. When a disturbance occurs in an actual power system, the imbalance has 

to be estimated online. Therefore the goal is to model the online power imbalance estimation 

in a way as it should realistically occur in power systems. 

 

3.4.3 New implementation 
 

In the new implementation, it is possible to adjust many of the simulation constants through 

Python (e.g., the number of shedding steps, the frequency thresholds, the percentage of load 

curtailed in each step, the time delay in the relay along with the outage events). As explained 

in section 3.4.2, the sub-process 3 from the original implementation had to be eliminated as 
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the active power deficit is aimed to be estimated online. The necessary modifications were 

carried out to sub-process 4. Sub-processes 1 and 2 had minor alterations, but their function 

is similar to the original ones, so they will be described very briefly in the following paragraph. 

The original sub-processes are shown in Appendix B. 

In actual power systems, island detection is performed by the control centre using the data 

obtained through SCADA [10]. In the PowerFactory implementation, this is performed by sub-

process 1. Two switch manipulation steps are employed, between which the power system 

model is programmatically separated, and the islands are detected through the Python script. 

The topological data gathered from sub-process 1 constitutes the input to the following sub-

process that collects the pre-fault data of the electrical network. To achieve that, a load flow 

calculation is performed during the second sub-process, and the active and reactive powers 

of generators and loads are computed for the power system steady state before the 

disturbance. Finally, this data is used by the third sub-process, explained in Algorithm 2. Here 

it is worth mentioning that during sub-process 3, various modifications were necessary to the 

adaptive UFLS Relay, in order for it to function properly without requiring the data from a 

separate RMS simulation. The new implementation of the adaptive UFLS Relay is presented 

in Appendix C. 

 

Algorithm 2: Sub-process 3 (Create models, assign data and produce results) 

 Input: Topological data (sub-process 1), Pre-fault data (sub-process 2) 

 Output: Results in csv format 

1 Create block frame for the islands 

2 Create common models 

3 Create composite models 

4 Link models with their block definitions 

5 Assign parameters to models 

6 RMS-simulation 

7 Estimate the active power deficiency at test=0.2 s 

8 Perform load shedding 

9 Export results to csv file 

 

Figure 3-4 constitutes an example adaptive UFLS block diagram created for an island 

consisting of 3 generators and 3 loads. The first output of the generators is the rotational speed 

that is used as the input to the COI block, where the COI frequency and the ROCOF are 

calculated. The second output of the generators is the turbine power used as input to the 

Island prod block that computes the power generated in the island. The outputs of the COI 

block are passed to the UFLS relay, where the value of the active power deficiency is 

estimated at test=0.2 s. To estimate it based on equation   (3-4) the term B that takes into 

account the voltage dependency on active power of the loads needs to be considered. The 

term B is computed through equation   (3-6) in the B block. The output of the UFLS relay block 

is the same scaling factor for all the loads, a number between zero and one indicating how 

much all the loads have to be reduced. Inside the gain blocks the multiplication of the scaling 

factor with the initial active and reactive power of the loads occurs and the results are inputted 

to the loads. The first output of each load is its instantaneous voltage and the second output 

is its instantaneous active power consumption. Both these parameters are fed into the B block 

that calculates the term B of the equation   (3-4) and sends it to the UFLS Relay block. Inside 

the B block also the instantaneous island consumption is found and is used as input to the 

Actual imb block. That block takes as input also the instantaneous production of the island 

and therefore the actual instantaneous power deficiency is computed there, in order to make 

a comparison with the estimated instantaneous power deficiency in the UFLS Relay block. 
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Figure 3-4: Block diagram of the UFLS scheme for an islands consisting of 3 generators and 3 loads 

 

3.4.4 Implementation objective 
 

The objective of the newly developed load shedding scheme is to minimize the amount of 

load being curtailed, while keeping the frequency within predetermined limits. Therefore, the 

same number of shedding steps and the same frequency limits as the ones used in the 

Slovenian power system [5], explained in section 3.2.2, are employed but they are adapted to 

a system with a nominal frequency of 60 Hz. It is worth noting that these limits are not universal 

and ideally should be adapted by the corresponding TSO, based on the distinctive features of 

the electrical network. 

The new load shedding scheme firstly estimates quickly and accurately the active power 

deficiency and is able to track it throughout the duration of the disturbance. Then, the 

frequency must not decrease below 95% of the nominal system frequency, but the closer it 

gets to that value the more successful the scheme is, as less load is curtailed and more 

primary frequency control is utilized. Two different load shedding distributions are evaluated, 

the first one cuts a high amount of the estimated power imbalance in the beginning and 

afterwards cuts smaller amounts, while the second one works the other way around. Table 

3-2 summarizes the load shedding distributions tested, the frequency thresholds used and the 

minimum allowed frequency for a power system with nominal frequency of 50 Hz and 60 Hz. 

 

fn (Hz) Frequency thresholds (Hz) fmin (Hz) 

50 49 48.8 48.4 48 47.5 

60 58.8 58.6 58.1 57.6 57 

Distribution Pshed,1 Pshed,2 Pshed,3 Pshed,4  

1 50% 20% 20% 10%  

2 10% 20% 20% 50%  
Table 3-2: Load shedding distributions and frequency thresholds used 

 

3.5 Results 

 

In this section the results of the implemented load shedding scheme are presented and 

explained. Various disturbances are considered that could lead to various active power deficits 

in the IEEE 39-Bus test system. First, the outage of two large generators is examined, resulting 

in a very large active power deficiency. Second, some predefined lines are disconnected 
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resulting in the formation of islands in the original grid and the scheme is implemented on the 

island with a surplus in demand. For the islanding cases a small and a larger active power 

deficiency are considered. 

In the following figures (Figure 3-6, Figure 3-7, Figure 3-8, Figure 3-10 and Figure 3-12) 

the two aforementioned distributions are evaluated. First, distributions 1 and 2 correspond to 

the distributions presented in Table 3-2, without the shedding step adjustment procedure, 

explained in section 3.2.3. Then, distributions 3 and 4 correspond to the same distributions, 

when the step adjustments are implemented. The scheme that curtails the least amount of 

load is identified. 

 

3.5.1 Event 1: Outage of large generators 
 

During this event, two large generators are disconnected at the same time, the generator 

8 that corresponds to bus 37 and the generator 9 that corresponds to bus 38, as shown in 

Figure 3-5. As a result, when this event takes place an active power deficit of 1326 MW is 

detected. 

 

 
Figure 3-5: Outage of generators 8 and 9 

 

Figure 3-6 shows the reached minimum frequency and the total load shed by each 

distribution for α=2. In this case distribution 2 produces quite poor results as it has the lowest 

minimum frequency and curtails the highest amount of load, even more than the power deficit 

detected when this event occurred. Distribution 4 on the other hand, reaches the same 

frequency, but sheds the least load out of all the distributions. Thus, it could be considered 

the best alternative, when trying to minimize the load shed. Furthermore, the frequency is kept 

above the minimum limit at all times. A safer alternative is also distribution 1 as it sheds about 

40 MW more and keeps the frequency at 58.5 Hz. 

The total load curtailed and the reached minimum frequency of each distribution when α=1 

are presented in Figure 3-7. Once more distribution 2 performs poorly. However, this time the 

best alternative seems to be distribution 3, as it curtails the least load and does not allow the 

frequency to drop below 58.2 Hz. 
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Figure 3-6: COI frequency, island load and ROCOF during event 1 for α=2 

 

Through Figure 3-8, it can be seen that when α=0, again distribution 3 curtails the least 

load, while keeping the frequency within the acceptable limits. Distribution 1, which is the same 

as 3 without the shedding step adjustments, also produces similar results but is more on the 

safer side. 

 

 
Figure 3-7: COI frequency, island load and ROCOF during event 1 for α=1 

 

The reason why different distributions are better as the value α changes is explained by 

the observation made in section 3.2.2. There it is observed that distributions with higher 

amounts of shedding steps in the beginning, like distributions 1 and 3, are more suitable when 

the frequency gradient is high, while distributions with lower shedding amounts in the 

beginning, like distributions 2 and 4, are better in the cases where the initial active power 
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deficit is small and frequency decline is slow. As the value of α increases, the power deficit 

remains the same, but the value of ROCOF decreases, shown in Figure 3-6, Figure 3-7 and 

Figure 3-8 for the value of ROCOF at test. Therefore, when α=2 the ROCOF is low and 

distribution 4 is more suitable, while when α=1 and α=0 the ROCOF is higher and distribution 

3 is better. The value of ROCOF is higher when α=0 because as seen in Figure 3-8 the island 

load remains unaltered after the disturbance occurs and only decreases when load shedding 

takes place. On the contrary, when α=1, the island load decreases after the disturbance, as 

seen on Figure 3-7, and therefore the active power deficit is reduced, leading to smaller 

ROCOF. This decrease in the island load is justified because all the loads depend on their 

respective voltages and their voltages drop after the event. For α=2 the island load drops even 

more as the dependence on the voltages is higher and thus the active power deficit is even 

smaller leading also to lower ROCOF. 

 

 
Figure 3-8: COI frequency, island load and ROCOF during event 1 for α=0 

 

For all the values of α, it is found out that the distributions with the shedding step 

adjustments (3 and 4) outperform the ones without step adjustments (1 and 2) in terms of 

minimizing the shedding amount. In fact, distribution 2 is found out to perform very poorly in 

all the cases. Distribution 1 constitutes a good safer alternative for all the values of α to the 

solution minimizing the shedding amount, as it curtails a little more load, but it keeps the 

frequency about 1 Hz higher. 

In the following events, the results for the two extreme cases of α (α=0 and a=2) are going 

to be presented next to each other for easier comparison. It was found out that usually when 

α=1, the more suitable distribution is the same as when α=0, just like it was observed in this 

section. 

 

3.5.2 Event 2: Islanding scenario (small power deficiency) 
 

In this event, the lines 15-16 and 16-17 are tripped simultaneously, resulting in the 

formation of the two islands shown in Figure 3-9. The grey island has a surplus in active power 

and thus is not further considered. The resulting initial active power deficiency in the black 

island is 519 MW. 
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From Figure 3-10 it is clear that when α=0 the distribution that sheds the less load is the 

third one, while at the same time keeping the frequency above 58 Hz. Of course since the 

active power deficiency in this case is rather small, the differences between the amounts shed 

by each distribution are very small. When α=2, since the power deficit and the ROCOF are 

both quite small no shedding amount is required. This is found out when adjusting the 

shedding steps and thus both distributions 3 and 4 curtail no load, allowing the primary 

frequency control to take all the action and recover the frequency. 

 

 
Figure 3-9: Outage of lines 15-16 and 16-17 

 

  
Figure 3-10: COI frequency, island load and ROCOF during event 2 for α=0 (left) and α=2 (right) 
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Again for both the values of α, the distributions that shed the less amount are the ones with 

the adjusted steps, as they are able to adapt the amount being curtailed to the value required 

the time the different frequency thresholds are reached. Moreover, they prove to be reliable 

as they keep the frequency within the allowed limits. 

 

3.5.3 Event 3: Islanding scenario (larger power deficiency) 
 

During this event, two islands are formed because of the simultaneous tripping of the lines 

21-22 and 23-24, as seen in Figure 3-11. In the grey island power production is higher than 

the demand and therefore no load shedding is needed. The moment the islands are created, 

an active power deficiency of 919 MW is detected in the black island. 

 

 
Figure 3-11: Outage of lines 21-22 and 23-24 

 

For both the values of α, it can be seen through Figure 3-12, that the best distribution is the 

second one, as it curtails the less load and does not allow the frequency to drop below 57.7 

Hz. In this case both distributions with shedding step adjustments shed more load than the 

second distribution. However, they still verify the fact that for higher values of ROCOF (α=0) 

distribution 3 is more suitable than 4, while for lower values of ROCOF (α=2), distribution 4 

outperforms distribution 3 in terms of minimizing the shedding amount. 
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Figure 3-12: COI frequency, island load and ROCOF during event 3 for α=0 (left) and α=2 (right) 

 

3.6 Conclusions 

 

In this chapter, an adaptive UFLS scheme is proposed that minimizes the load being 

curtailed based on [5] and [8]. Two different load shedding distributions are compared, with 

and without adjustments on their load shedding steps. All the distributions managed to keep 

the frequency within the predefined limits for all the disturbances considered. 

The distributions with the shedding step adjustments proved to shed less load when small 

power deficits were detected, even not shedding any load and letting the primary frequency 

control recover the frequency. Furthermore during the outage of two large generators, a big 

active power deficit occurred and the distributions with shedding step adjustments again 

curtailed less load. During the second islanding case they were not as good as the second 

distribution, but their results were still quite close. 

From the results it is observed that as the value of α increases, the ROCOF decreases. 

Higher values of ROCOF require distributions with higher shedding amounts in the beginning, 

while lower shedding steps in the beginning are more suitable when the ROCOF is smaller. 

The severity of the disturbance can also affect the choice of the distribution. Therefore, 

claiming that one distribution is the best is rather challenging. The distributions with the 

shedding step adjustments proved to be quite consistent under all the disturbances. On the 

other hand, the second distribution performed very poorly during Event 1 but was found to be 

the best alternative during Event 3. Thus, it could be claimed that the distributions with 

shedding step adjustments are better in terms of consistency of results. 

The applicability of the presented scheme with the available infrastructure is also crucial. 

A lot of the parameters required are easily accessible, such as the nominal frequency of the 

electrical network or the inertia constants and the rated apparent power of the generators. 

Some others, such as the consumption and the voltage of each load, prior to the disturbance 

and after the event, can be measured with the aid of PMUs. Thus, fast and reliable 

communication links are required. The number of generators and loads of each island can be 

determined as long as the boundaries of the resulting island are recognized. Therefore, again 

quick and reliable data transmission between the underfrequency relays and the SCADA 

system is necessary [5]. Knowledge of the voltage dependency on active power of the loads 
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in the island formed is also needed, as it was found out to influence the ROCOF and as a 

result the more suitable load shedding distribution. However, an error in the determination of 

α does not affect significantly the proposed UFLS scheme reliability, but it could result in higher 

amounts of load being curtailed. 

Finally, it is worth noting that when creating a load shedding scheme the distinct features 

of each power system must be considered. The frequency thresholds and the shedding steps 

may be modified accordingly. They also depend on the strategy of the TSO, as shedding more 

load constitutes a safer approach not allowing the frequency to drop a lot but is more costly, 

while shedding less load is more risky but could reduce considerably the economic losses of 

the TSO during a large disturbance. 
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Chapter 4 Conclusions and future 

work 
 

In this chapter the accomplishment of the main objective of the present thesis is addressed. 

Then, the main observations from the research done during this thesis are summarized. 

Finally, based on the conclusions drawn from the present development, possible 

recommendations for future research on the topics studied arise. 

 

4.1 Conclusions 

 

For the development of the coherency cutset determination scheme all the evaluated 

algorithms seem to work well in most cases, which is a sign of their great potential. However, 

they fail in some cases and this may take some investigation. This may be both due to 

inconsistent constraints/synthetic generator data or due to problems with the algorithms 

themselves (e.g., hMetis uses recursive bisection which may accept some bisections that 

make the later groups separations impossible). 

It was observed that using k-medoids, a centroid based clustering algorithm that finds the 

centroid and then tries to assign all points based on their distance from the closest centroid, 

will often result in non-compact groups. Therefore is not optimal for obtaining the coherency 

constraints and the slow-coherency cutset of FCSC. Hierarchical clustering is suitable for 

producing the coherency constraints, but it also leads to a poor constraint satisfaction when 

applied as the final step of FCSC. Thus, an algorithm has been developed to produce the 

slow-coherency cutset of FCSC that considers the coherency constraints, the physical 

connections of the network and the distances between the buses. 

Out of the three evaluated algorithms, the developed FCSC-based clustering method 

seems to be the best alternative as it managed to satisfy the coherency constraints very well. 

However, it is worth pointing out that the developed FCSC-based clustering method also cuts 

the most power out of the three studied algorithms, possibly because it was designed with a 

strong bias towards satisfaction of bus grouping constraints. 

hMetis and TCRBGC also have a low number of coherency constraint violations thus 

constituting viable alternatives to the developed FCSC-based clustering method. From the 

different slow-coherency cutsets produced, it was found out that TCRBGC usually avoids 

creating very small islands, as it is more biased towards equal cluster size. As a result, it may 

sometimes prioritize the avoidance of very small clusters over the constraint satisfaction. On 

the other hand, since it is possible to increase the imbalance of the resulting partitions in 

hMetis, hMetis will prioritize the minimization of the number of coherency constraint violations 

and in order to achieve that will often return singleton islands. 

As far as the post-islanding control actions are concerned, an UFLS scheme was 

successfully implemented to recover the frequency to its nominal value in the islands suffering 

from an excess in power demand. This UFLS scheme is based on an innovative method of 

estimating the active power deficiency using the frequency gradient of the generators. The 

implemented scheme is also able to minimize the amount of load being curtailed, therefore 

reducing considerably the economic losses of the TSO during a large disturbance. 

From the various load shedding distributions evaluated, it is observed that the ones with 

the shedding step adjustments produce the most consistent results. The second distribution 

without any step adjustments was found to be the best alternative during the second islanding 

scenario, but it was also found to perform quite poorly during the outage of large generators. 
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On the other hand, both distributions with the shedding step adjustments always constitute 

very good alternatives when it comes to minimizing the amount of load being curtailed and 

keeping the frequency within the predefined limits. 

What is more, it was observed that the ROCOF decreases as the voltage dependency on 

active power of the loads increases. This happens because the voltage of the loads decreases 

when a disturbance occurs. Accordingly high values of α lead to a considerable drop in the 

power consumed by the loads and to a smaller active power deficit. Therefore, high values of 

α correspond to slower changes in frequency. For these cases, distributions with lower 

shedding steps in the beginning tend to cut less power, while preventing the frequency from 

decreasing too far. On the other hand, lower values of α lead to higher values of ROCOF, as 

the power consumed by the loads does not drop as much. For these cases, distributions with 

higher shedding amounts in the beginning are more suitable. 

Finally, it is recommended that before applying the proposed UFLS scheme, adaptations 

are made by the TSO to consider the distinct features of the power system. Therefore, the 

frequency thresholds and the shedding steps must be modified according to the electrical 

network and the strategy of the TSO, safer and costlier or riskier and more economic. 

 

4.2 Future work 

 

Despite the work carried out in the present thesis, some assumptions and simplifications 

have been made, which have to be approached with caution as they could be subject of 

considerable changes in the highly complex environment of an actual electrical network. 

Therefore, in order to strengthen the developed method, certain possibilities for continuation 

of the present implementation are considered. 

First and foremost, graph partitioning coherency constraints were based on steady state 

network conditions, as more focus was placed into achieving good constraint satisfaction and 

evaluating the performance of the three algorithms tested. The coherency constraints are 

affected during transients and it is very likely that the coherent generator groups will change 

when a disturbance takes place. Therefore, a study case for different contingencies could be 

carried out to evaluate the new coherency constraints and their satisfaction. 

Although the results of hMetis were found to be the very good, there can still be improved. 

As stated in section 2.3.2.2, the version of hMetis used during the present thesis is an 

experimental release. Thus, when the stable version becomes available, it needs to be tested, 

as it could potentially lead to further improvement of the constraint satisfaction. 

Outlier detection algorithms could also be considered for detecting possible singleton 

coherent generator groups during coherency analysis that could lead to the formation of 

singleton islands, when the slow-coherency cutset is produced. Then, these generators could 

be reassigned to bigger generator groups close to them or shut down, in order to avoid 

creating islands with very small inertia. 

As stated in the first chapter, the goal of this thesis is to implement several methods that 

could be used as building blocks for the design of an adaptive intentional controlled islanding 

scheme. Therefore, other methods could be considered such as generation rejection, when 

the production is higher than the demand. 

As already mentioned, the implemented adaptive load shedding scheme is based on the 

COI theory that works well for electrical networks with conventional and hydroelectric power 

plants. However, as the share of renewables in most power systems keeps increasing, the 

COI theory may need some refinement and thus the proposed UFLS scheme will have to be 

adjusted accordingly. This can be a challenge as the renewable energy sources do not 

contribute to the oscillations or the inertia of the system [8]. 
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Furthermore, the proposed UFLS scheme could be modified to take into account the 

reactive power of the resulting islands. There is always a possibility of forming an island, where 

a small amount of active power deficit is detected and therefore no load shedding is deemed 

necessary, while there could be a large deficit in reactive power, which could go undetected 

and lead to severe voltage drops. The proposed UFLS scheme could still operate if the voltage 

dependency on active power of the loads is high, as this would also lead in a drop in the active 

power of the loads. However, if the value of α is rather low and a large reactive power deficit 

is present, the voltage instability risk increases considerably. 

Finally, the developed UFLS scheme could be tested in larger power systems. The large 

electrical networks available in Matlab through the Matpower toolbox are not yet modelled in 

PowerFactory. When larger power systems become available in PowerFactory, more general 

conclusions can be drawn about the implemented UFLS scheme. 
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A hMetis 
 

hMetis supports as input unweighted hypergraphs, hypergraphs with weights on 

hyperedges, hypergraphs with weights on vertices and hypergraphs with both weights on 

hyperedges and weights on vertices. For power networks, mainly the first two options are of 

importance. Thus, a function was written to adjust the content of the adjacency and the 

incidence matrix of a graph into a suitable file for input to hMetis, shown in Figure A-1. The 

input file is an unweighted hypergraph, in case the adjacency matrix of the network contains 

only 0 and 1, otherwise it is a hypergraph with weights on its hyperedges. In both the cases 

the input file has |𝐸|+1 lines, with |𝐸| being the number of hyperedges. During the first case 

the first line has two numbers, the number of hyperedges and the number of vertices. Then, 

from the second line, each line corresponds to one of the hyperedges. It displays which 

vertices are included by the hyperedge i-1, with i being the number of the line in the input file. 

In the second case, the one used to acquire the results, the first line has three numbers, the 

number of hyperedges, the number of vertices and 1, meaning that the input file has weights 

on its hyperedges. After the second line, the ith line corresponds to the hyperedge i-1. It 

displays the weight of the hyperedge (first number) and the vertices are included by the 

hyperedge (rest of the numbers) [30]. 

 

 
Figure A-1: Format of the input file: a. Unweighted hypergraph, b. Hypergraph with weights on hyperedges [29] 

 

The output of hMetis is a file with N lines with a single number per line. Each line i 
corresponds to the vertex i and contains the partition it belongs to. Note that the partitions 

range from 0 to k-1, instead of 1 to k. 

In order to specify the vertices that are going to be pre-assigned in certain partitions a file 

with N lines is used, using the command –fixed. Each line specifies that the ith vertex will be 

pre-assigned to a specified partition. In this file, the numbers of partitions starts from 0, so if k 

groups of coherent generators are identified, the generators in the first group will be assigned 

to partition 0, the generators in the second group will be assigned to partition 1 and the 

generators in the kth group will be assigned to partition k-1. For the buses without generators 

there is no information, meaning that they can be put in any partition. Thus, the vertices 
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associated with these buses receive a value of -1, meaning that hMetis has to judge where 

they will be assigned [30]. 

It is worth noting that hMetis offers both the option of direct k-way partitioning and recursive 

bisection. Both of these options were tested and it was found out that recursive bisection works 

very well in terms of constraint satisfaction, while the performance of the direct k-way 

partitioning was rather poor. The rest of the parameters and different options offered by 

hMetis, as well as the ones used to produce the partitions, can be found in Table A-1. 

 

Parameters 

filename Stores the hypergraph to be partitioned. 

nparts The number of partitions to split the hypergraph. 

Options used 

 -rtype=string 

Specifies the scheme to be used for refinement. The default value was fast 

(Fast FM-based refinement) and was changed to slow (Slow FM-based 

refinement), since it led to better results. 

 -ufactor=float 

Specifies the imbalance factor. For -ptype=rb specifies the maximum 

difference between each successive bisection (a value of 5 leads to a 45-

55 split at each bisection). This value was consecutively increasing from 1 

until 49 with a step of 1. The value that minimizes the number of coherency 

constraint violations is picked. If there are many values that minimize the 

number of coherency constraint violations, the one with the smallest 

maximal expansion is picked. 

 -nruns=int 

Specifies the number of different bisections to be computed at each level. 

The final bisection corresponds to the one that has the smallest cut. This 

parameter was increased to 20. 

 -nvcycles=int 

Specifies the number of solutions to be further refined using V-cycle 

refinement. If the supplied number is X, then the best X bisections are 

further refined. The default value is 1 and was changed to 20, so that all 

the bisections computed are also refined. 

 -cmaxnet=int 

Specifies the size of the largest net to be considered during coarsening. 

Any nets larger than that are ignored when determining which cells to 

merge together. The default value is 50 and was changed to 150, as it 

resulted in better quality partitions. 

 -rmaxnet=int 

Specifies the size of the largest net to be considered during refinement. 

Any nets larger than that are ignored during the multilevel partitioning 

phase, and are dealt once the partitioning has been computed. The default 

value is 50 and was changed to 150, as it resulted in better quality 

partitions. 

 -kwayrefine 

Instructs hmetis to perform a final k-way refinement once the partitioning 

has been computed using recursive bisection (applies only when -

ptype=rb). 

 -fixed=string 
Instructs hmetis to read the file specified as the argument of this parameter 

for specifying the groups of cells to be placed in the same partition. 

Options not changed 

 -ptype=string 

Specifies the scheme to be used for computing the k-way partitioning. The 

default option was used (rb), since the quality of the partitions produced 

using kway was significantly worse. 

 -ctype=string 
Specifies the scheme to be used for coarsening. The default option was 

used (h12 if nruns>=20). 
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 -otype=string 
Specifies the objective function to use for k-way partitioning (applies only 

when -ptype=kway). 

 -reconst 

Instructs hmetis to create partial nets within each partition representing the 

nets that were cut during the bisection. This option produced worse quality 

partitions and therefore it was abandoned. 

 -seed=int Selects the seed of the random number generator. 

 -dbglvl=int Specifies the type of progress/debugging information that will be printed. 

 -help Displays the command-line options along with a description. 

Table A-1: Parameters and options offered by hMetis 
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B Original adaptive UFLS 

implementation 
 

 
Figure B-1: Original implementation process of UFLS scheme [3] 
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Figure B-2: Sub-process 1: Detect islands and extract topological data [3] 

 

 
Figure B-3: Sub-process 2: Collect pre-fault data [3] 
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Figure B-4: Sub-process 3: Estimate power deficiency [3] 

 

 
Figure B-5: Sub-process 4: Create models and assign data [3]  
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C Adaptive UFLS relay in 

PowerFactory 
 

 
Figure C-1: Screenshot of the adaptive UFLS relay on PowerFactory 

 

The output signal corresponds to a number between 0 and 1 showing how much all the 

loads have to be reduced, while the input signals correspond to the frequency, the ROCOF 

and the term B computed through equation   (3-6). 

In the “Equation” page, the mechanics of the UFLS relay with step adjustments are written 

in DSL as shown below: 

 
dfa=select(time()>=0,df,0)! To avoid the initial error 

dest=aflipflop(dfa,time()>=0.2,0) 

Best=aflipflop(B,time()>=0.2,0) 

pimbe=(dest*A+Best)/100 

! d1c,d2c,d3c d4c are changes of df/dt [Hz/s] between steps 

d1c=aflipflop(dfa-dest*1,f<=f1,0)*flipflop(f<=f1,0) 

d2c=aflipflop(dfa-dest*(1-p1t),f<=f2,0)*flipflop(f<=f2,0) 

d3c=aflipflop(dfa-dest*(1-p1t-p2t),f<=f3,0)*flipflop(f<=f3,0) 

d4c=aflipflop(dfa-dest*(1-p1t-p2t-p3t),f<=f4,0)*flipflop(f<=f4,0) 

! d1p,d2p,d3p d4p are fraction of change w.r.t. estimated df/dt 

d1p=d1c/(0-dest) 

d2p=d2c/(0-dest) 

d3p=d3c/(0-dest) 
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d4p=d4c/(0-dest) 

! Adjusted load tripping amount 

p1a=max((p1t-d1p),0)*flipflop(f<=f1,0) 

p2a=max((p2t-d2p),0)*flipflop(f<=f2,0) 

p3a=max((p3t-d3p),0)*flipflop(f<=f3,0) 

p4a=max((p4t-d4p),0)*flipflop(f<=f4,0) 

scale=delay(lim_const(1+pimbe*(lim_const(p1a,0,1)+lim_const(p2a,0,1)+lim_const(p3a,0,1)+lim_const(p4a,0,1)),

0,1),td) 

inc(f)=60 

inc(df)=0 

inc(scale)=1  
 

Notes: 

The comments are in green and the standard functions of PowerFactory are shown in blue. 

The explanation of the PowerFactory standard functions follows based on the manual. 

 

Standard function: select(booleanexpr, x, y) 

Returns x if booleanexpr is true, else returns y. 

 

Standard function: time() 

Returns the current simulation time. 

 

Standard function: aflipflop(x, boolset, boolreset) 

‘Analog’ flipflop function, that returns the old or the current value of x. 

Returns the old value of x if boolset=1 and boolreset=0. 

Else returns the current value of x. 

 

Standard function: flipflop(boolset, boolreset) 

Logical flipflop function, that returns the internal state (0 or 1). 

Changes from 0 to 1 if boolset=1 and boolreset=0. 

Changes from 1 to 0 if boolset=0 and boolreset=1. 

 

Standard function: max(x,y) 

Returns the larger value between x and y. 

 

Standard function: delay(x, Tdelay) 

Delay function, that stores the value x(Tnow) and returns the value x(Tnow-Tdelay). Tdelay 

must be given in seconds and must be a time independent constant. If it is smaller than the 

integration step size, the latter is used. 

 

Standard function: lim_const(x, min, max) 

Min and max have to be time-independent constants. Usage of is encouraged lim_const 

against lim for performance reasons. 

Returns min if x<min 

Returns min if x>max 

Else returns x 

 

Standard function: inc(x) 

Initialize the value of the signal x. 
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