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A B S T R A C T

The primary goal of this work is to provide easy-to-use and cutting-edge optimization software designed to
handle uncertainties, intended for use in research and education. Robustimizer offers efficient uncertainty
quantification through exact analytic formulas using specific surrogate models, such as Gaussian Processes.
Moreover, it supports integration with other software packages, and automatic updating of initial design
space through exploration–exploitation techniques, among other features. This software has proven its value
in sustainable manufacturing, where optimizing processes to reduce environmental impact while managing
uncertainties is critical. In this article, the Robustimizer graphical user interface is introduced as a domain-
independent optimization tool for surrogate-model-based robust and reliability-based design or process
optimization.
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. Motivation and significance

One-stage processes are common across many disciplines, including
ngineering, physics, biology and economics. These processes can be
iewed as input–output systems. For example, in power generation,
djusting input variables such as fuel type, temperature, and pressure
ffects the efficiency and output capacity of the plant. Similarly, in
anufacturing and design engineering, modifying parameters related

o material properties, dimensions, and tolerances can significantly im-
act the functionality and durability of a product. Due to the presence
f numerous input variables, design or process optimization methods

E-mail address: o.nejadseyfi@tudelft.nl.

are typically employed to obtain optimal output and meet requirements
or constraints.

In practice, some input variables are easy to control and are referred
to as design variables. However, some input variables are either un-
controllable or very expensive to control. Such variables, which are
stochastic in nature, are referred to as noise or uncertain variables.
When uncertain variables are present, the response is no longer deter-
ministic. Both robust and reliability-based design optimization methods
address optimization in the presence of uncertainties.

Computer models or costly experiments are often used for opti-
mizing designs or processes. The presence of uncertainties introduces
vailable online 15 February 2025
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challenges in optimization. One major challenge is predicting the ef-
fects of uncertain input on the uncertainty of the response (uncertainty
quantification). Furthermore, optimization under uncertainty becomes
even more challenging when the process is nonlinear, when only partial
knowledge of the uncertainty is available, and when correlations exist
among the variables. Optimizing a process or design under uncertainty
using computer models requires numerous evaluations, and these mod-
els are typically computationally expensive. Experimental approaches
for optimization are also very costly. Often, an approximate model
known as a surrogate model, is built from the limited number of
computer simulations or experiments. Once the surrogate model is
constructed, assessing the response for an unsimulated or unmeasured
point becomes more cost-effective than running simulations or perform-
ing experiments. The surrogate model can then be used to represent
the approximate relationship between input and output, and to perform
uncertainty quantification and optimization.

Despite their potential, robust and reliability-based optimization
remain limited to specific research areas. One of the main reasons
hindering the practical application of these techniques is that existing
resources are not easy to use. Additionally, building a surrogate model
and using approximation techniques, such as Monte Carlo simulations
for uncertainty quantification, are computationally demanding. By de-
veloping a graphical user interface an easy-to-use and cutting-edge
optimization software is provided with the convenience of a self-guided
interface. Additionally, the focus is on improving the efficiency and
accuracy of uncertainty quantification through surrogate models by
implementing analytic formulations [1].

The main focus of Robustimizer is on one-stage processes, a different
class of problems than those addressed, for instance, in ROME (Robust
Optimization Made Easy) [2], RSOME (Robust Stochastic Optimization
Made Easy) [3], and ROmodel [4]. ROME, RSOME, and ROmodel
include a decision variable that can be adjusted once uncertainty is
revealed, and are sometimes referred to as distributionally robust opti-
mization. These methods are common in control engineering, with their
formulation focusing on the expected value or the mean of a response.
However, Robustimizer is applicable to one-shot problems, where there
is no intermediate decision variable to adjust (sometimes referred to
as offline quality control). This approach is rooted in Taguchi robust
design [5], which aims to identify the input variables for which the
objective function is least sensitive to given uncertainties. Moreover,
Robustimizer focuses on surrogate-model-based uncertainty quantifica-
tion, where expensive model evaluations are replaced by a surrogate
model. Additionally, Robustimizer provides analytical expressions for
uncertainty quantification, robustness calculation, and reliability es-
timation. For this purpose, not only the mean but also higher-order
moments, such as standard deviation and skewness, are considered.
Lastly, all these features are incorporated into an easy-to-use user
interface (UI), which is not offered by existing tools.

In the following sections, Robustimizer’s potential as a valuable
tool for diverse research and educational applications is highlighted.
While it has already been employed to enhance sustainability in the
manufacturing sector [6], its versatility opens up new avenues for
optimizing processes and designs, leading to greater efficiency and
effectiveness across various domains.

2. Software description

2.1. Software architecture

The architecture of the Robustimizer software is primarily based
on the clean architecture principles [7]. The application is divided into
several layers, each with its own responsibilities and dependencies
as shown in the onion diagram of Fig. 1. The layers are designed
to be loosely coupled, allowing for flexibility, testability, and ease of
maintenance. The user interface (UI) layer is responsible for presenting
information to the user and handling user interactions. The main UI is
2

Fig. 1. Various layers in Robustimizer software.

created using MATLAB App Designer. The UI layer communicates with
the use cases layer to perform the necessary operations in response to
user input. The use cases layer contains the application’s logic and use
cases. It orchestrates the interactions between the data model and the
calculations performed in the kernel, as well as providing validation
and error handling for the application’s functionalities. The inner layer
which is the domain layer, contains the data model representing the
structure and relationships of the application’s data, as well as the ker-
nel calculations and algorithms. It must be noted that the dependencies
between the layers are unidirectional, with each layer depending only
on the layers inside it. This allows for a clear separation of concerns and
makes it easier to test and maintain the application. In particular, the
use cases layer is designed to be independent of the UI layer, allowing it
to be tested in isolation. The attentive reader may have noticed that the
interface adapters layer from the original clean architecture diagram [7]
is not explicitly depicted here. This simplified approach is intentionally
used, where the UI layer directly interacts with the use cases layer.

Fig. 2 illustrates the step-by-step workflow in Robustimizer, which
is linked to the tabs in the main window. The UI of Robustimizer con-
sists of six tabs. The user begins to formulate the robust optimization
problem and proceeds in the following order:

• Tab 1 initiating the problem by defining design variables, noise
variables and responses.

• Tab 2 creating design of experiments (DOE) and importing the
results of model evaluation

• Tab 3 surrogate modeling and validating.
• Tab 4 defining optimization settings, algorithms, uncertainty

quantification method, objective function and reliability con-
straints.

• Tab 5 robust optimization
• Tab 6 enhancing the surrogate model by exploration and exploita-

tion
While using the application, the user receives guidance through pop-up
windows, context-sensitive help, and error-based assistance.

2.2. Software functionalities

In the following sections, a concise summary of the software’s
functionalities is presented. The reader is referred to the online doc-
umentation for detailed information.

2.2.1. Initializing problem
Robust optimization begins by defining the number of design vari-

ables, noise variables, and responses. The user specifies the number
of design variables, their names, and the upper and lower bounds.
For the independent noise variables, the user enters the number of



SoftwareX 30 (2025) 102077Omid Nejadseyfi
Fig. 2. Flowchart of robust optimization using Robustimizer.
noise variables, their names, and the corresponding mean and standard
deviation. Robustimizer not only supports independent noise variables
but also performs principal component analysis (PCA) on correlated
noise data imported from measurements. In the case of correlated noise
data, rather than filling in the statistics in the table, the input data must
be provided by the user as a tab-separated text file, where the number
of tabs corresponds to the number of noise variables. The number of
rows indicates the number of data points.

The correlations among noise variables are then evaluated using
covariance PCA [8]. The purpose of PCA is to achieve an uncorrelated
subspace, potentially reduce the parameter space and avoid sampling of
physically-unlikely parameter combinations when the DOE is created.

Robustimizer requires a single output as the main response. If
additional responses are present, the user can either combine them
(e.g. weighted sum) to form a single output or treat them as constraints
during optimization.

2.2.2. Making a DOE and model evaluation
In this tab the user creates a DOE and imports the results of the

model evaluation. Robustimizer supports not only standard methods,
such as Latin hypercube sampling (LHS) or factorial design, but also
offers the flexibility to import user-defined DOEs as a text file. In this
case, a tab-separated file must be provided, where the number of rows
corresponds to the number of DOE points and the number of columns
corresponds to the total number of variables.

The model (sometimes referred to as a black-box function) is then
evaluated at each DOE point. The response can come from a com-
puter simulation, an analytical model evaluation, or an experimental
measurement.

Process responses can be imported into the application using two
different methods. First, the response can be evaluated outside Robus-
timizer and imported via a tab-separated text file. Alternatively, an
executable can be selected that reads the DOE points from a text file
named in.txt, evaluates the model, and writes the response to another
text file named out.txt. This feature offers a significant advantage, as
it not only allows the automatic import of process model simulation
results into the software but also enables the iterative addition of new
DOE points during later optimization stages.

2.2.3. Surrogate modeling
Gaussian Processes (GPs) are widely used for surrogate modeling

and are therefore implemented in Robustimizer to describe the response
of the process model. The DACE toolbox is used for this purpose, and
readers are referred to [9] for more information. Using the Surrogate
Model tab in Robustimizer, the user fits, plots, and validates the sur-
rogate model. Validation techniques help ensure that the surrogate
models accurately represent the underlying system or process. Robus-
timizer supports leave-one-out cross-validation (LOOCV), in which one
data point is left out while the surrogate model is trained on the
3

remaining data points. This process is repeated for each data point in
the dataset, and the results are averaged to provide the final accuracy
estimate.

2.2.4. Optimization settings
The optimization method, uncertainty quantification approach, ob-

jective function, and reliability constraints can be adjusted in this tab,
with the relevant input fields being enabled or disabled accordingly.
Two uncertainty quantification methods are available in Robustimizer.
The analytical method is the default option, as it provides a more
accurate and faster evaluation of uncertainties. However, Monte Carlo
sampling is also available, allowing the user to specify sample sizes as
needed or import user-defined samples.

The objective function to minimize can be selected in different ways
under the Objective Function for Main Response panel. For non-normally
distributed responses, the accuracy of the predictions can be improved
by accounting for the skewness [10]. If there are constraints, the user
can adjust each constraint separately. For non-normally distributed
constraint responses, it is also possible to improve reliability predictions
by considering the skewness of the response.

2.2.5. Robust optimization
After providing necessary input in the previous steps, the user

proceeds with robust optimization. By pressing the Perform optimization
button, the optimization starts, and once the results are generated, they
are shown in the text box. To visualize the scatter of each response at
the predicted optimum and to calculate the response statistics, the user
performs a Monte Carlo analysis at the optimum under the Visualize
scatter on optimum panel.

2.2.6. Exploration and exploitation
Surrogate model optima may not align with the true optimum due

to sparse sampling around the predicted optimum or underexplored
regions from the initial DOE design. To improve accuracy, Robustimizer
uses the expected improvement method [11,12] as a default option,
which balances local and global search for new infill points.

Adding new infill points is performed either manually or automati-
cally. If the user defines an executable in the second tab, the automatic
option is recommended. In this case, by specifying the number of new
DOE points, Robustimizer automatically finds the best point, adds it to
the existing DOE, runs the executable, extracts the results, fits a new
surrogate model, finds the robust optimum, and repeats this procedure.
The new DOE point and the optimization results are displayed in the
text boxes after each step.
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Fig. 3. Illustrative example using Robustimizer (Tabs 1 and 2).
3. Illustrative examples

3.1. Mathematical function

In this example, two mathematical expressions are used as the
process model. This example serves merely as an illustrative case. It is
important to note that the underlying input-output relationships in real-
world scenarios are often unknown and that is the main reason to build
a surrogate model. The modified Griewank test function in Eq. (1) is
used as the main response and the Robustimizer test function in Eq. (2)
is used as the constraint response. Both functions have six inputs with
4

four of these inputs considered as design variables and two as uncor-
related noise variables. An executable file is provided in the repository
that evaluates both functions with specific inputs. The ranges of design
variables and the statistics of the noise variables are listed in Tables 1
and 2, respectively.

𝑓 (𝑥) = 𝛽1

( 𝑑
∑

𝑖=1

𝑥2𝑖
4000

−
𝑑
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Table 1
Ranges of design variables.

Variable Lower bound Upper bound

Design Var. 1 (𝑥1) 0 1
Design Var. 2 (𝑥2) 0 1
Design Var. 3 (𝑥3) 0 1
Design Var. 4 (𝑥4) 0 1

Table 2
Statistics of noise variables.

Variable Mean Standard deviation

Noise Var. 1 (𝑥5) 0.5 0.1666
Noise Var. 2 (𝑥6) 0.5 0.1666

This data can be entered in the first tab of Robustimizer as shown in
Fig. 3. In the second tab, a DOE is generated by pressing the create DOE
utton with the selected options. Then the executable file is selected
o evaluate the responses on the DOE points (Fig. 3). In the third tab,
he surrogate model is fitted, visualized, and validated as shown in

Fig. 4. The responses are plotted as a function of only two variables,
with the remaining variables set to nominal values. The user can adjust
the plot using interactive buttons on the plot, as well as sliders and
the drop-down menu in the Plot surrogate model panel. After fitting
the surrogate model, the user specifies the settings shown in Fig. 4.
Robustimizer offers various robust formulations and reliability-based
constraint calculations [13–15]. In this example the following robust
optimization problem with a reliability-based constraint is solved:
minimize

𝐱
𝜇f (𝐱) + 3𝜎f (𝐱)

ubject t o 𝜇g(𝐱) + 3𝜎g(𝐱) ≤ 1

𝐥𝐛 < 𝐱 < 𝐮𝐛

(3)

in which 𝐱 is the vector of design variables as shown in Table 1. After
electing relevant settings, the user proceeds with solving the robust
ptimization problem in Tab 5 which is shown in Fig. 5. The results of

the robust optimal design points are displayed in this tab. Uncertainty
quantification which is an essential ingredient in robust optimization
is performed and the statistical moments are displayed alongside the
histograms of the response probability distribution as shown in Fig. 5.

Furthermore, the user can optionally improve the surrogate model
by adaptively adding extra DOE points in the last tab as shown in Fig. 5.
In this case the required number of new DOE points is entered, and

obustimizer automatically repeats the robust optimization steps.

3.2. Linking robustimizer to finite element analysis packages

Many renowned commercial and open-source software tools, such
as Abaqus, Ansys, COMSOL, and Altair HyperWorks for finite element
nalysis (FEA), OpenFOAM, Fluent, and STAR-CCM+ for computational
luid dynamics (CFD), and LAMMPS for molecular dynamics simula-

tions, can be run from the command line. These tools allow users to
modify and process simulation files without opening their respective
UIs, making them ideal for automation and batch processing workflows
such as those implemented using Robustimizer. This example shows
the procedure to link Robustimizer with the commercial FEA package
COMSOL Multiphysics.

3.2.1. Problem description
As an illustrative example, Fig. 6-a shows a bracket made of Alu-

inum 6061-T6 with a given ellipsoidal service hole. The bracket is
ixed at the top edge, and a distributed load of 𝐹 is applied in the
−𝑌 direction as shown in Fig. 6-b. The designer can optimize the
location of the center of the ellipsoid, 𝑥, to minimize the deflection
f the bracket, 𝛿, while ensuring that the stress in the bracket does not
xceed the yield stress, such that 𝑆 < 𝑆 . However, in practical
5

max 𝑌
scenarios, uncertainties are often associated with several parameters.
In this example, two sources of uncertainty are considered: one related
o the use case and the other to manufacturing. During the use of
he bracket, the applied load may deviate slightly from its nominal
irection, with a standard deviation of 𝜎𝜃1 = 2 degrees. Additionally,

during manufacturing, misalignment may cause the ellipsoid to be
lightly rotated, with a standard deviation of 𝜎𝜃2 = 1 degree, as shown
n Fig. 6-c. Under these conditions, the robust optimization problem is

defined as:

minimize
𝑥

𝜇𝛿(𝑥) + 3𝜎𝛿(𝑥)
ubject t o 𝜇Smax

(𝑥) + 3𝜎Smax
(𝑥) ≤ 𝑆𝑌

16 < 𝑥 < 24 [mm]

𝜃1 ∼  (0, 2) [deg]
𝜃2 ∼  (0, 1) [deg]

(4)

3.2.2. Prepare FE analysis via an executable file
To solve the optimization problem, the maximum stress and deflec-

tion must be obtained for every DOE point. In this section, instead of the
cumbersome process of manually changing parameters in the simula-
tion software and importing the results using a text file, Robustimizer is
inked to COMSOL Multiphysics using an executable file. The following
orkflow is used to create this executable file.

• Open and read the contents of a file named in.txt, which contains
the DOE points saved in a tab-separated format. The number of
rows corresponds to the number of DOE points, and the number
of columns corresponds to the total number of design and noise
variables.

• Assign the parameters in each row to the corresponding parame-
ters in the simulation software.

• Run the simulation for one DOE point, extract the results, and
proceed to the next DOE point.

• After completing all simulations, write the results to a tab-
separated file named out.txt, where the number of columns corre-
sponds to the number of responses defined in Tab 1.

• Compile the script into an executable file with the .exe extension.

• Test the executable independently of Robustimizer by placing a
test input file named in.txt in the same folder. Run the executable
file from the command line, wait for the simulations to complete,
and verify that the out.txt file is generated. This procedure must
be tested in two cases, one with multiple entry rows and another
with a single entry row (one DOE point).

Although each commercial or open-source software has its own unique
requirements, the overall workflow remains consistent. To create the
script and provide the executable to Robustimizer, Python is used
to follow the procedure outlined above. To run COMSOL simulations
within this Python script, the following command is used:

comsolbatch -inputfile RobustBracket.mph -pname 𝑥𝑐 𝑒𝑛𝑡𝑒𝑟, 𝜃1, 𝜃2 -plist ...
‘‘DOE𝑖1 [mm]’’, ‘‘DOE𝑖2 [deg]’’, ‘‘DOE𝑖3 [deg]’’ -methodcall method-

all1 -nosave in which DOE𝑖1 to DOE𝑖3 are the values that are read
from the in.txt file. Finally, the script is compiled into an executable
using PyInstaller. More details and tutorials can be found in the online
repository.

To run the comsolbatch command, certain considerations must be
ddressed. In this example, the bracket is parametrically modeled

in COMSOL. An evaluation group is created to write the maximum
isplacement and stress to a temporary file after each simulation. A
method is then created using the Application Builder of COMSOL and is
added to the Global Definitions. The following lines are required in the
method to run the study and evaluate the results:

model.study(‘‘std1’’).run();
model.result().evaluationGroup(‘‘eg1’’).run();
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Fig. 4. Illustrative example using Robustimizer (Tabs 3 and 4).
Additionally, for writing to disk via a method, the security settings
in COMSOL preferences must allow file system access for all files.

3.2.3. Running robustimizer
After providing the input in Tab 1 of Robustimizer, the user gen-

erates a DOE with 20 points using LHS. In the second tab, the user
provides the executable file created in the previous section and clicks
the Run script and import results button. Robustimizer then waits for the
6

file out.txt to appear in the same folder and imports all results at once
into the corresponding table. The next steps are similar to the previous
example. A supplementary video is provided for the interested readers
to explain the step by step process. Starting with a DOE of 20 points
and automatically adding 2 additional points in Tab 6, the expected
improvement falls below 0.5%, and the robust optimum is determined
to be at 𝑥 = 19.5 [mm] while the deterministic optimum is at 𝑥 = 18.7
[mm].
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Fig. 5. Illustrative example using Robustimizer (Tabs 5 and 6).
4. Impact

Robustimizer offers a new tool for studying stochastic systems and
processes in many disciplines. It has demonstrated its capability to
reduce manufacturing waste and contribute to sustainable, zero-defect
manufacturing, not only in conventional forming processes but also in
additive manufacturing [6,16]. However, its application is not limited
to manufacturing. Its capabilities extend to fields such as biotech-
nology, environmental sustainability, and health informatics, among
others [17–21]. Investigating how different types of uncertainties affect
7

optimization strategies in these fields could open new horizons in both
science and technology.

The software significantly advances the pursuit of existing research
questions by offering more efficient and accurate algorithms [1] for
solving optimization problems under uncertainty while providing a
user-friendly interface that simplifies experimentation with different
scenarios and parameters. Robustimizer enables detailed analysis and
evaluation of optimization results to assess their robustness and re-
liability. Integration with user-defined data and communication with
external software help researchers incorporate the software into current
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Fig. 6. Dimensions of the bracket (a), the nominal (deterministic) condition (b), and a scenario in which loading and orientation of the hole vary slightly from the nominal case
(c).
projects and expand their research.
Additionally, it is important to highlight that there are currently no

easy-to-use tools that offer comprehensive and standardized methods
for conducting optimization under uncertainty. This gap underscores
the distinctive value of Robustimizer, which enables users to perform
robust optimization more effectively and efficiently.

Despite its many advanced features, there is still significant po-
tential for expanding Robustimizer. Future developments will focus
on incorporating other types of surrogate models such as radial basis
function networks, and neural networks [22,23], facilitating integration
with existing simulation packages, enabling inverse robust optimiza-
tion [24], and expanding methods for exploration and exploitation.

5. Conclusions

In this work Robustimizer, a general-purpose application for op-
timization under uncertainty, is introduced. The major features of
Robustimizer are communicating with external software through user-
defined executable, efficient and accurate uncertainty quantification
using analytical methods for both robust optimization and reliability
calculations, and automated updating of the surrogate model. More-
over, it is capable of accounting for higher-order moments of both the
objective function and constraints to achieve more accurate measures
for robustness and reliability. Robustimizer also considers correlations
between noise variables and accepts tailored inputs from users for
creating DOE or conducting Monte Carlo analysis. These functionalities
are discussed, and two examples are presented to demonstrate its
capabilities in solving problems involving uncertainty.
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