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Abstract

Authentication is becoming an increasingly important application
in the connected world and is driven by the growing use of mo-
bile and IoT devices that use an increasing number of applica-
tions that require transactions of sensitive data. Security usually
relies on passwords and/or two-factor authentication which are
too intrusive for daily use. Biometric solutions such as �nger-
prints, voice, iris and retina are a good alternative to overcome
previous problems. In this project an audio-visual identity ver-
i�cation is presented, where the use of multiple modes that can
already be captured from most IoT devices (microphone and cam-
era) make authentication robust to adverse conditions. End-factor
analysis (i-vectors) with cosine distance is implemented as the
main classi�cation algorithm which takes into account variations
within and between speakers. Mel Frequencies Cepstrum Coe�-
cients (MFCC) are used as audio features, 2D-DCT coe�cients
of a single snapshot and Motion Vectors (MV) of the lips are
extracted for visual features. Improvements combining di�erent
modes are shown using VidTimit dataset where the proposed al-
gorithm achieves 0.7% of Half Total Error (HTER) in the test set
outperforming single modes audio and visual by 9.5% and 6.4%,
respectively.
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Introduction 1
Authentication is becoming an increasingly important application in the con-

nected world. Some of the reasons for this are the growing use of mobile devices
which provide access to personal information over the Internet [4] in order to
perform payments or many other types of voice control for applications such as
Amazon Echo, Siri, and generally in the space of Internet of Things (IoT), whereby
2020 there will be over 50 billion connected devices according to Cisco [5].

Authentication is the process of verifying if a person is who they claim to
be. It consists of two main steps: enrolment and validation. First, each person
is modelled using a target signal which is supposed to be unique to that person
(password, voice, etc.) and in the second step a test signal is given and used to
verify if the test signal matches the target signal.

There are three traits in veri�cation:

• Something you know

• Something you have

• Something you are

All of them have some pros and cons. Passwords (something you know) have been
the main method of authentication in the last decades, but the number of sites that
need authentication increases every year which makes it impractically to remember
(if a di�erent password is used for each site) or risky (if the same password is used
for all sites). Password management products appear as a practical solution but
they are not attack-free which can expose information of more than a thousand
people. Banks and other institution relies on secure-id tokens or devices (something
you have) that are constantly changing codes that allow you to transfer money
and pay bills, which can be slow and intrusive as you always need to carry the
device with you. Biometric authentication (something you are) have obtained
more signi�cance due to previous problems, which extract features that are ideally
unique for each person and hard to imitate. Examples of biometric authentication
are �ngerprints, face images, behavioural signals and voice.

In 2017 56% of all fraud in the UK were identity frauds which represent an in-
crease of 5% from 2016. Most of these fraud incidents are bank related (accounts
and cards) with more than 50.000, but also increasing in sectors like telecommu-
nications (9.000) and on-line retail (5.000) with over 50% more compared to 2016
[6]. Improved voice security products have been one of the solutions to prevent

1



attacks over the phone channel, where call centres fraud has increased from 1 in
2.000 calls to 1 in 937 from 2015 to 2016 [7].

1.1 Research Statement and Outline

This study investigates authentication by using voice and facial information
from video sequences. This means that given a video of a certain person there are
two possible answers: the person is the claimed identity (genuine) or is a di�erent
person (impostor). Using a multi-modal approach prevents that low quality in
one of the modes a�ects the overall performance of the algorithm. On one hand,
having low audio quality such as high level of noises and reverberation should
make the algorithm rely more on the visual signal. On the other hand, if low video
quality is present such as poor light conditions, face obstruction or blurred image
the algorithm should rely more on audio information. Also, dealing with multiple
sessions can be challenging: enrolment and validation can be done in di�erent
environments such as location, types of noises and device used to record the videos
which will change the quality and values of the features extracted from both modes.
Current voice solutions can su�er from factors like noise and reverberation that
can degrade the performance of veri�cation which can be overcome by including
visual information of the person.

In this project, the implementation and evaluation of state-of-the-art algo-
rithms are presented for voice (from an audio stream) and visual veri�cation (from
the corresponding video stream). The evaluation will consider each mode of au-
thentication and the improvement that can be achieved by combining them. It
is envisaged that the appropriated fusion of audio and visual queues will result
in improved performance and reduced sensitivity to environmental e�ects such as
acoustic noise and illumination variations.

The objectives can be summarized in two points:

• Study the improvement of combining audio and visual information for person
authentication over single-mode algorithms.

• Analyse the combination of modes using feature fusion and late fusion (score).

Combining audio and visual features has shown improvements over single-mode
algorithms [4] [8]. We introduce a three-mode authentication (obtained from audio,
a single image of the face and motion vectors of the lips) that outperforms any
combination of two methods and single mode algorithms.

Voice Activity Detection (VAD) plays a fundamental role in any voice-based
system and especially in voice veri�cation. We present a robust audio-visual VAD
based on [9] and [10] which outperforms single mode VAD.

The remainder of this thesis is organized as follows: Chapter 2 introduces an
overview of the state of the art of voice and face veri�cation. Chapter 3 reviews
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several available data sets for this study and highlights the scarce availability of
suitable data. Chapter 4 describes how to combine audio and visual information
to construct a robust Voice Activity Detection. Chapter 5 shows experiments
with VidTimit dataset [11] for single mode and multi-modal veri�cation. Finally,
conclusions and future work are presented in Chapter 6.
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Background 2
Audio-visual person veri�cation can be divided in two: voice and facial authen-

tication. The state of the art algorithms for voice veri�cation can be reduced to
techniques using Mel Frequency Cepstrum Coe�cients (MFCC) together with the
energy of each frame as features and Gaussian Mixtures Model (GMM) for feature
representation. Initially, a likelihood ratio detector was used [12] which was fol-
lowed by more sophisticated solutions that use Factor Analysis to deal with session
variabilities [13] [14] [15] and Deep Neural Networks (DNN) [16] [17]. End-factor
analysis (i-vectors) is one of the most popular solutions which will be preferred
in this work over DNN given that achieves similar results and is more �exible in
terms of training size.

For visual id veri�cation, there are several features and models that can be
used. Most common features are pixel intensity [18], Local Binary Patterns (LBP)
[19], 2D-DCT coe�cients [2] and landmark position [1]. Classi�cation can be done
using histogram distances, Factor Analysis and classical classi�ers like Logistic,
Neural Networks and Support Vector Machine (SVM) together with dimensionality
reduction techniques such as Principal Component Analysis (PCA) and Linear
Discriminant Analysis (LDA) [20]. For large datasets (over 100M images) DNN
can achieve excellent results [21] and for small datasets (less than 1000 images)
techniques using GMM and session variability [2] are preferred which will be used
in this project.

2.1 Voice veri�cation

2.1.1 Feature extraction

Feature extraction plays a fundamental role in any classi�cation problem.
Without appropriate features that are uncorrelated between classes, no classi-
�er can achieve a good performance. In the case of audio signals, several features
can be extracted, known as the energy of the signal, the pitch and MFCCs which
have been widely studied and show the most robust performance for speech id
veri�cation.

The speech is usually segmented into frames of 20-30ms which are assumed to
be wide sense stationary (overlapped windows are useful). Features are extracted
from each frame where a Voice Activity Detector (VAD) is applied to discard non-
speech frames from target voice frames. More details about VAD used for this
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project are presented in Chapter 4.
As mentioned before, MFCCs will be used as the main features for each frame

given that they tend to provide better results. They are based on Mel scale that is
a perceptual scale based on perceived pitches to be equal. This means that a pair
of sounds which are perceptually equidistant in pitch are separated by an equal
number of Mel [22]. A schematic for extraction of the MFCC is shown in Fig. 2.1
[23].

0 2 4 6 8
Time[s]

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

Am
pl

itu
de

Voice Activity Detection
VAD
speech

0 500 1000 1500 2000 2500 3000 3500 4000
Frequency[Hz]

20

25

30

35

40

45

50

M
ag
ni
tu
de
[d
B]

Power Spectral density (PSD)

0 500 1000 1500 2000 2500 3000 3500 4000
Frequency[Hz]

0.0

0.2

0.4

0.6

0.8

1.0

Am
pl
itu

de

Mel Filterbank

0 5 10 15 20
Mel band

8

9

10

11

12

ba
nd

 e
ne

rg
y

Log-Mel band

0 2 4 6 8 10 12 14 16
quefrency

−2.5

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

Am
pl
itu

de

MFCC
MFCC

Figure 2.1: MFCC extraction steps

First, VAD is performed over the speech. For each voice frame, a pre-emphasis
�lter is applied and a Short Time Fourier Transform (STFT) is performed to obtain
the energy over frequency bands. Then, a Mel �lter bank is used followed by the log
operation (human response to signal level is logarithmic [22]). Finally, the inverse
Fourier Transform (IFFT) is applied which can be replaced with a discrete cosine
transform (DCT) which takes only the real part leading to less computational
e�ort and produce uncorrelated features. Several works [15] include the energy of
the frame in the features which may improve the results [24]. Delta features are
used (�rst and second order) which are calculated as the di�erence between the
values of neighbouring frames and describe the temporal dynamics of the speech.

2.1.2 Channel dependent algorithms

2.1.2.1 Likelihood ratio test

Having a segment of speech Y, from a target speaker S the task is to determine
if Y was spoken from S. This can be seen as a hypothesis test between:

H0: Y is from the target speaker S.
H1: Y is not from the target speaker S.
The optimum test when likelihood functions are known, to decide between these

two hypotheses is a likelihood ratio test:

P (Y |H0)

P (Y |H1)

{
≥ θ Accept H0

< θ Reject H0

(2.1)
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Where p(Y |Hi), i ∈ {0, 1} is the likelihood of the hypothesis Hi given the
speech Y [12].

The model of this hypothesis test is shown in Fig. 2.2, where H0 is fully
represented by a model λtarget that characterizes the target speaker S by a feature
space X which is compose of features vectors xt for each frame t in Y (X =
[x1, x2, . . . , xT ]).

Figure 2.2: Log Likelihood Ratio (LLR) Detector for an unknown signal

For the target model λtarget, a Gaussian distribution is assumed over the fea-
ture vectors xt, explained by the mean vector and the covariance matrix of the
distribution.

The hypothesis H1 is explained by the Universal Background Model (UBM)
λtarget or λUBM , which represents the space of all the alternatives to speaker S.
This approach performs better than comparing each target model, in terms of
computational time for estimating each target model and di�erentiating them from
the UBM. The UBM can be obtained in several ways, a commonly used approach
is to train a single model from a large number of speakers (around 200 speakers
and 3 to 6 hours of recordings) to represent general characteristics of speech [12].

One of the most successful likelihood functions for text-independent speaker
recognition are GMMs [12]. The mixture model for a F dimensional feature vector
x is given by the mixture density:

p(x|λ) =
C∑
i=1

ωipi(x) (2.2)

Where C is the number of uni-modal Gaussian with mean vector µi (F × 1)
and covariance matrix Σi (F × F ) which is usually a diagonal matrix. ωi is a

weight parameter where
∑C

i=1 ωi = 1 and pi(x) is the uni-modal Gaussian density
function:

pi(x) =
1

(2π)F/2|Σi|1/2
exp

[
−1

2
(x− µi)TΣ−1

i (x− µi)
]

(2.3)

The parameters of the model are denoted as λ = {ωi, µi,Σi} for i = 1, . . . , C
and are estimated by maximum likelihood using an Expectation Maximization
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(EM) algorithm which is an iterative algorithm where after each step k we have
that p(X|λk+1) > p(X|λk). The main critical aspects of GMM are the order C
of mixtures and the initialization of the EM algorithm [25], where K-means can
be used. Assuming independence in the features vectors in X, the average of the
log likelihood presented in equation 2.4 of the model λ can be used dividing by T
which is the number of frames for a given utterance.

log
[
p(X|λ)

]
=

T∑
t=1

p(xt|λ) (2.4)

2.1.2.2 Universal Background Model (UBM) and Speaker Model Adapta-

tion

Training a GMM-UBM using a single model could be done by using several
recordings and estimate the parameters via EM. Another approach is to use a
combination of two models, one for male recordings and one for female [12]. For
the target model, a common approach is to adapt the UBM by updating the
parameters instead of training an independent model. While doing this, each
target model will di�er from the UBM enough to distinguish between genuine
and impostor. The adaptation is done in a similar way as the EM algorithm.
Expectation step is as in EM, where the expected value of the log-likelihood from
equation 2.4 is calculated based on the current values of the parameters using
Bayesian adaptation and su�cient statistics are obtained: [12].

Pr(i|xt) =
ωipi(xt)∑C
i=1 ωipi(xt)

(2.5)

ni =
T∑
t=1

Pr(i|xt) (2.6)

Ei(x) =
1

ni

T∑
t=1

Pr(i|xt)xt (2.7)

Ei(x
2) =

1

ni

T∑
t=1

Pr(i|xt)x2
t (2.8)

Then the MAP estimator is calculated for the GMM maximizing equation 2.4
with respect to each parameter and using old parameters to update its values:

ω̂i =

[
αωi ni
T

+ (1− αωi )ωi

]
γ (2.9)

µ̂i = αmi Ei(x) + (1− αmi )µi (2.10)
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σ̂2
i = ανiEi(x

2) + (1− ανi )(σ2
i + µ2

i )− µ̂2
i (2.11)

Where αki = ni/(ni + τ k) for k = {ω,m, v} (weights, means and variance) and
τ k is a �xed factor for the parameter k. Parameter γ in equation 2.9 is a scale
factor that ensure the weights to sum up to 1 [12]. A graphical representation of
the adaptation model in 2-D is presented in Fig. 2.3, where each axis represents a
feature, the dots are the means of each Gaussian (4 in the example) and the circles
represent the standard deviation. Adaptation of only the means µi has shown
better results [12]. In real applications, the number of Gaussian will be between
16 and 2048 which will depend on the number of speakers in the training set, and
the number of features will be in the order of 20-70.

−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
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GMM means Adaptation Speaker 1

Feature UBM

Feature Speaker 1

Figure 2.3: Voxforge GMM example. 4 GMM for the UBM (red) and speaker model
adaptation of the mean (blue).

Finally, the match score for a given utterance is calculated using both models
via a log likelihood ratio:

LLR(X,λspeaker, λUBM) =
1

T

T∑
t=1

[
log(p(xt|λspeaker))− log(p(xt|λUBM))

]
(2.12)

There are some techniques which improve the computational time by evaluation
the log likelihood ratio only in the top L scoring Gaussian of the UBM [12] or with
linear approximations using �rst-order Taylor series [26].
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2.1.3 Channel Independent algorithms

The models described in Section 2.1.2, target and UBM, can be explained com-
pletely by means, weights and variances of each Gaussian and feature (ωi, µi,Σi).
It was explained that only the means are di�erent between UBM and target model.
This can lead to a new formulation of the same problem using supervectors, where
the model can be explained by a vector M of length CF × 1 (with C Gaussian
and F features), having the information of all the Gaussian and all the features in
one vector, therefore the name supervector.

Having the mean of C Gaussian and F features in one vector:

m = [µ11, µ12, ..., µ1F , µ21, ..., µ2F , ..., µCF ]T (2.13)

The model of speaker i, si, can be written as [27] [2]:

si = m+ di (2.14)

Where m are the means of the UBM and di is the client-speci�c o�set.

2.1.3.1 Joint Factor Analysis (JFA) and Session Variability

One of the main problems in speaker veri�cation is the information of the
channel that is part of the speaker model which is not taken into account in the
MAP estimation described in Section 2.1.2. The channel represents any variation
that leads to changes in each model which is usually related to the session where
recordings of a speaker were taken. Di�erences in terms of noises and reverberation
could lead to a di�erent model for the same speaker.

It can be assumed that the speaker and channel-dependent information can be
represented in a supervector M , which can be seen as a speaker supervector s plus
a channel supervector c, with normal distribution and independent of each other
[13]:

M = s+ c (2.15)

The main idea is that decomposition techniques can �nd the directions of vari-
ability within each speaker and between speakers, and separate both spaces in the
solution. The speaker model s can be decomposed as:

s = m+ V y +Dz (2.16)

Where m is a CFx1 supervector (C components of the GMM model with F
features), V is a rectangular matrix of low rank called eigenvoice matrix which is
speaker dependent and represent the variation within speakers for di�erent utter-
ances and y is the speaker factor which is a normally distributed hidden random
vector, D is a diagonal matrix of CFxCF and z is a normally distributed random
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vector of CF × 1. Then, s is normally distributed with mean m and covariance
matrix D2 + V V T . The channel supervector c is decomposed as:

c = Ux (2.17)

Where U is a rectangular matrix of low rank called eigenchannel matrix which is
channel dependent and represent the variations between sessions. Vector x is the
channel factors which is a normally distributed hidden random vector analogue to
y in the speaker space. Assuming V = 0 and U = 0 we are in the same case as the
MAP described in Section 2.1.2.2 [12].

To estimate the parameters V , U andD the Baum-Welch statistics of the GMM
posterior probabilities of each mixture i using the UBM model λUBM (weights ωi,
means µi and covariance matrix Σi) are used as described in [14]. First, the
estimation of V is done assuming U = 0 and D = 0. This is done in an iterative
way, were two main steps are done as explained in [15]:

1. For each speaker in the training set, and using the current state of V and
covariance matrix Σ, we �nd the supervector y, that maximize the likelihood
given the training features X(s) of speaker s. This step is called �maximum
likelihood decomposition�.

y(s) = arg max{P (X(s)|m+ V y,Σ)} (2.18)

2. Using the features of all speakers in the training set X(s) we update V and
Σ by maximizing the joint likelihood. This is called �maximum likelihood
eigenspace�.

arg max
∏
s

P (X(s)|m+ V y(s),Σ) (2.19)

U is computed using V and �nally, the estimation of D is done using the
previous results as explained in [13]. The posterior distributions of y, z and x
(which are speaker and session dependent) are calculated using the MAP estimate
of m+ V y +Dz. A more detailed explanation could be found in [14] [28].

2.1.3.2 Front-end Factor Analysis

Over last years, a variation of JFA combining both, speaker and channel vari-
ability (total variability space), has been used. This new method was developed
after realizing that the channel information in JFA, also contains speaker infor-
mation [15]. Here instead of �nding the direction of variation of the speakers and
channels, we �nd the direction of variation over all the utterances independently,
having a matrix T that represents the new subspace. In this method, instead
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of having the model of equation 2.15, one new space is estimated called �total
variability space� with the speaker and channel variability de�ned in matrix T:

M = m+ Tω (2.20)

Where m is the speaker and channel independent supervector (taken from
means µi of the UBM model). T is a rectangular matrix of low rank that rep-
resents the direction of variability of the utterances over all train speakers and ω
is a random vector having a standard normal distribution N(0, I). The vector ω
is called the identity vector or i-vector, which is assumed to be unique for each
speaker. This means that the speaker model M di�ers from other speaker models
only by these vectors [15].

With this approach, the training of T is done in the same way we estimate V in
JFA but now every utterance of a speaker is assumed to be produced by di�erent
speakers. The Baum-Welch statistics needed are the same as before and presented
in equations 2.21 to 2.23, where xt represents the feature vector of frame t for a
given utterance and the UBM model λUBM is composed of C mixture components
in a space feature of dimension F with means µi and covariance Σi.

Ni =
∑
t

P (i|xt, λUBM) (2.21)

Fi =
∑
t

P (i|xt, λUBM)xt (2.22)

F̃i =
∑
t

P (i|xt, λUBM)(xt − µi) (2.23)

The expected value of the i-vector for a given utterance u is:

E
[
ω(u)

]
= (I + T tΣ−1N(u)T )−1T tΣ−1F̃ (u) (2.24)

Which is obtained by the expectation step on EM and proved in Appendix A.1.
Maximization step is done as in JFA [14] to obtain �nal values T and Σ.

Where N(u) is a diagonal matrix of dimension CF ×CF with diagonal blocks
NiI. F̃ (u) is a supervector of dimension CF × 1 which is the concatenation of F̃i
for a given utterance u. Σ is a diagonal covariance matrix of dimension CF ×CF
with covariance matrix blocks Σi for each Gaussian.

2.1.3.3 Scoring and Channel compensation

The main method to use the i-vectors for speaker veri�cation is with cosine sim-
ilarity and the channel compensation can be done using Within Class Covariance
Normalization (WCCN).
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The cosine similarity between the target speaker i-vector ωtarget, which corre-
spond to the claimed identity, and the test i-vector ωtest is presented in equation
2.25 where θ is the decision threshold to accept or reject the speaker test [15]
calculated in the development set.

score(ωtarget, ωtest) =
〈ωtarget, ωtest〉
‖ωtarget‖‖ωtest‖

R θ (2.25)

WCCN aims to minimize the expected error rate of false acceptance and false
rejections [29] used for the cosine distance. The solution is given by the kernel:

k(ω1, ω2) = ωt1Rω2 (2.26)

Where R is the inverse of the within class covariance matrix W from equation
2.27, calculated over all speakers on the training background. This solution uses
the W matrix to normalize the cosine kernel described in equation 2.26 [15].

W =
1

S

S∑
s=1

1

ns

ns∑
i=1

(ωsi − ω̄s)(ωsi − ω̄s)T (2.27)

ωsi : i-vector speaker s

ω̄s : mean i-vectors speaker s

ns : Number of utterances speaker s

S : Number of speakers

W−1 = BBt

k(ω1, ω2) = ωt1BB
tω2

The �nal form of the kernel which compensate for intersession variability with-
out changing the direction in space is [15]:

k(ω1, ω2) =
(Btω1)(Btω2)√

(Btω1)t(Btω1)
√

(Btω2)t(Btω2)
(2.28)

A graphical representation of i-vectors in 2D using Linear Discriminative Anal-
ysis (LDA) dimensionality reduction is shown in Fig. 2.4 where �ve speakers are
tested. Speakers are not completely separated in the graphs due to the projection
in 2D space, which is been used just for visualization. The dimensionality reduc-
tion in real applications can vary from 10 to 300 features depending on the number
of speakers.

13



Projection 1

P
ro

je
c

ti
o

n
 2

Projection 1

P
ro

je
c

ti
o

n
 2

Figure 2.4: (left) LDA i-vectors 5 speakers. (right) LDA i-vector normalization.

2.2 Visual veri�cation

The goal of face veri�cation is to validate if a given face image matches a
claimed identity. Similar to the case of voice veri�cation, two signals are given,
one face target image and one face test image and the algorithm should check if
they came from the same person.

The main di�erence with speaker veri�cation is the features that can be ex-
tracted from the images. In this case, we have two dimensions and there exist
more types of features to select from.

Before doing face veri�cation one needs to detect the face and process the
image when having di�erent lighting conditions and textures, known as normal-
ization. After that, features are extracted and classi�cation is done using di�erent
algorithms.

2.2.1 Face Detection and Normalization

The �rst step in face veri�cation is to isolate the face in an image. This can
be done in several ways, from algorithms that include every pixel and scale to
boosting algorithms [30]. Di�erent approaches can be taken depending on the
problem, which includes multiple faces or no faces in one image, occlusion, poor
illumination, face rotation, etc. For face veri�cation applications using mobile
phones, it can be assumed that only one face is always present.

In this project appearance and template models are used to detect and �nd key
points (such as eyes, mouth and nose) on the face, respectively. The appearance
model scan overlapping segments of the image searching for face candidates. This
is done using di�erent scales and combining with a cascade of classi�ers. This
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technique was developed by Viola and Jones in 2004 [31] which use boosting [32]
combining simple classi�ers blending the outputs [30]. This is one of the most
used techniques for face detection due to fast computation. Instead of using pixels
directly, Local Binary Patterns (LBP) [33] are preferred as features which achieve
better results and are fast to calculate [34] [35]. Template models, known as Active
Appearance Models (AAMs), �nd key points on the face, dealing with di�erences
in shape and texture using a training set of images [30]. Techniques based on this
approach have been tested in mobile phones with good results [4]. Examples of
face landmarks positions are shown in Fig. 2.5. More details about how to obtain
AAMs are described in Appendix A.2.

Figure 2.5: 68 landmark face position �tted with AAMs using Menpo [1] and Bob toolbox
[23] .

Once the face is detected an isolated from the rest of the image is sometimes
necessary to deal with changes in illumination. This will depend on the algorithm
used to verify the identity of the person, where some of them are more susceptible
to this di�erences from one sample video to another.

One tested solution for di�cult lighting conditions is the work of Tan and Triggs
[36], where a gamma correction is applied, followed by a di�erence of Gaussian
�ltering and a contrast equalization.

2.2.2 Face veri�cation algorithms

Once the face is cropped from the image or frame video and normalized, face
veri�cation can be performed. The objective is to decide if a test face corresponds
to a target face. So, either accept or reject that the face corresponds to a speci�c
target person.

Many approaches can be taken depending on the selection of the features.
Earlier approaches use an eigenvalue decomposition of the covariance matrix of
the pixels intensities (eigenfaces and �sher faces) [18] Then, Local Binary Patterns
with histogram matching [19] [37] were preferred. More advanced techniques use
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deep neural networks (DNN) [21] [38] which outperforms previous algorithms, but
several images are used for training (over 200M).

For video recognition, sequential information [39] can be extracted using Hidden
Markov Models (HMMs) [40] with PCA and probabilistic appearance models [41]
to learn the movements of the face. Dynamic images [42] has also been studied
with good performance in cross-matching problems with inclusion of audio features
[43] with DNNs.

In this project two type of features are extracted, 2D-DCT and motion vectors
of the lips, and implemented using GMMs and session variability techniques, that
were �rst introduced in speaker recognition [13] [15] (explained in Section 2.1) and
later applied to face recognition which aim to suppress within-class variation for
face authentication [44] [2].

Two-dimensional Discrete Cosine Transform (2D-DCT) coe�cients are ex-
tracted from a single snapshot which makes a compact representation of the image
and are fast to calculate. First, the image is detected [31] and normalized [36],
then, is divided into blocks (usually 12 × 12 pixels with one pixel shift) that are
considered to be observations of the same signal (face image) and feature vectors
are extracted for each of this blocks (with N × N pixels) in a zig-zag way where
�rst 40− 50 coe�cients C(v, u) are used as explained in [45]:

C(v, u) = α(v)α(u)
N−1∑
y=0

N−1∑
x=0

f(y, x)β(y, x, v, u) (2.29)

for v, u = 0, 1, ..., N − 1. Where:

α(v) =


√

1
N
for v = 0√

2
N
otherwise

(2.30)

and,

β(y, x, v, u) = cos

[
(2y + 1)vπ

2N

]
cos

[
(2x+ 1)uπ

2N

]
(2.31)

An overview of this procedure is shown in Fig. 2.6.

16



Figure 2.6: GMM parts-based approach. First 2D-DCT coe�cients are extracted for
each block using a zig-zag technique [2].

On the other hand, motion vectors from the mouth are extracted, which repre-
sent the apparent movement of the lips. Given that person veri�cation is done from
videos, motion vectors are a natural approach that takes advantage of the frame
sequence. This motion is the velocity of the pixels in x and y direction obtained
by a Taylor series approximation of the pixel variation between two consecutive
frames:

I(x, y, t) = I(x+ dx, y + dy, t+ dt) (2.32)

δf

δx
u+

δf

δy
p+

δf

δt
= 0 (2.33)

Where,

u =
δx

δt
p =

δy

δt

First, the face is detected in each frame using Viola and Jones [31] [23]. Then,
the mouth is detected via face landmarks obtained by Lucas-Kanade algorithm [1]
[46] to �x a bounding box around the lip area.

Motion vectors of the mouth are extracted using Farneback algorithm [47]
based on polynomial expansion [48] where the velocity ui(x, y) and pi(x, y) for
horizontal and vertical direction of each pixel (x, y) of frame i are calculated. A
visual representation of motion vector is shown in Fig. 2.7 where the velocity is
represented by an arrow on each pixel. Then, a feature vector wi is constructed
for each frame i by concatenating the absolute value of the velocities of each pixel,

given by
√
u2
i(x,y) + p2

i(x,y).

As seen in sections 2.1.2 to 2.1.3.2 for speaker veri�cation same methods can
be applied here (i.e., GMM, Total Variability, i-vectors and cosine distance). The
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Figure 2.7: Pixel velocity bounding box while closing the mouth. 77 pixels are monitored
based on a downsampled image of 11× 7.

only di�erence is seen in the feature vectors where 2D-DCT coe�cients and motion
vectors of the mouth are extracted from the images instead of MFCCs in the audio
approach.

2.3 Evaluation

The accuracy of the algorithms is commonly based on the Receiver Operating
Characteristic (ROC) curve or Detection Error Trade-o� (DET) curve that plots
False Acceptance Rate (FAR) vs False Rejection Rate (FRR) [4] [12] [24] [15] based
on di�erent values of a threshold τ as described in equations 2.34 and 2.35. The
�nal error is measured in terms of Equal Error Rate (EER) that �nds a point on
the curve (speci�c τ) with closest equal value for FAR and FRR.

FAR =
# False Acceptance

# Impostors
=

# impostor scores > τ

# of impostors
(2.34)

FRR =
# False Rejections

# of Genuines
=

# genuine scores < τ

# of genuines
(2.35)

Datasets are usually divided into three sets: training, development and test.
In the �rst one, a model for each speaker is constructed based on distributions
of the feature vectors. In the second one, scores and optimal threshold are found
obtaining the EER:

�nd τ development given FAR(τ) = FRR(τ) = EER (2.36)

Finally, using the threshold found in the development, Half Total Error Rate
(HTER) is obtained in the test set that is calculated as the mean of FAR and FRR
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at the given threshold:

HTERtest =
FAR(τ) + FRR(τ)

2
(2.37)

An example of DET curve is shown in Fig. 2.8 where development scores are
between 10 and 20 for impostors and between 15 and 30 for genuine. EER is found
at 18 with a value of 19.8% for EER. Test scores go from 0 to 26 for impostors
and from 14 to 44 for genuine achieving FAR of 31% and FRR of 14% at threshold
equal to 18.
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Figure 2.8: DET curve development and test. Increasing the threshold reduces false
acceptance and increases false rejection.
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Data 3
The availability of good data sets is very important when developing and testing

classi�cation algorithms. It is also important to have a large data-set in order to
build a reliable UBM, as discussed in Chapter 2.

For the UBM it is important to have a large diversity of people to represent
the global population. For the development of the algorithm, we need (ideally) a
large number of people with a good balance between male and female and with
many videos from each person recorded from di�erent sessions to separate the
enrolment phase (training) from development and test. More videos available for
training result in better models obtained per person and more videos and sessions
for testing can be traduced in better conclusions obtained from the results.

Ideally, we would like to have recordings that are of good quality so that degra-
dations such as noise, reverberation and blur can be added arti�cially during de-
velopment and also a "real scenario" data set with actual degradations for �nal
evaluation.

Finding a good dataset for audio-visual veri�cation is a hard task and con-
structing one takes a lot of time and resources due to the number of speakers
needed and di�erent sessions that must be booked for all speakers. Adding noise
and reverberation might be done post recordings but clean conditions are a must.

In the next pages, a description of the main available datasets are shown, as
well as a video dataset captured in the wild using Youtube as main source which
will be used as UBM for an audio-visual veri�cation.

3.1 Freely datasets

In this section the main datasets used in this project containing face images
and audio are presented which are free for research purposes.

• Voxforge: This dataset o�ers a collection of transcribed speech for use with
Free and Open Source Speech Recognition Engines. A small dataset selected
from the English corpus is extracted [23] [49]. There are 30 speakers with 6561
audio recordings which correspond to nine hours. Recordings tend to be clean
which is useful for this project as it can be corrupted with di�erent noises
and convolved with acoustic impulse responses for reverberation. The main
problem with this dataset beside the size is that it lacks of visual information.
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• AT&T [3]: This is an old face image dataset taken between 1992 and 1994
by AT&T Lab (Cambridge). It contains images of 40 people (ten each) with
di�erent lights, facial expressions (open/closed eyes, smiling/not smiling) and
facial details (glasses/no glasses). The size of each image is 92 × 112 with
256 grey levels per pixel.

• Labeled Faces in the Wild (LFW) [50]: As the name said, this dataset
contains labelled faces collected around the web. It have more than 13000
face images and 1680 people has more than 1 photo.

• YouTube Faces DB [51]: This is a large database based on Youtube videos
captured in the wild. It contains 3425 videos of 1595 di�erent people ob-
tained from the same people than LFW [50]. It contains images of di�erent
resolutions and di�erent poses. The main problem is that the videos are bro-
ken into frames which makes audio not available. Also, the quality, as one
can expect from Youtube videos, is not ideal. This dataset is the baseline to
construct an audio-visual dataset "in the wild".

• VoxCeleb 1 and 2 [16] [17]: These datasets contain the URLs of celebrity
videos uploaded to Youtube. It provides text �les with time stamps from the
utterances. The �rst version has over 100.000 utterances of 1.251 celebrities
and the second one has over a million utterances of 6.112 speakers. As men-
tioned for previous Youtube datasets the changes of poses, face obstruction
and noise make it not ideal for audio-visual veri�cation.

• The VidTIMIT Audio-Video Dataset [11]: This is one of the only video
dataset that is free available containing audio and visual information. It
consists of 43 speakers with ten videos per person reciting short statements
of three to six seconds each. It is recorded over three sessions with a delay
of one week between each one. Six videos correspond to the �rst session,
two for the second and two for the last one. Recordings are performed in an
o�ce with fan noise which makes it not ideal for this project but the fact that
contains both audio-visual information makes it one of the best candidates
to test the proposed algorithms.

3.2 Proprietary Datasets

Besides free datasets, there exist a number of private databases which are not
public available to everyone or not free. Usually, this databases contains more
speakers, better quality and di�erent scenarios. A few of them are presented next.

• TIMIT [52]: Is one of the oldest audio datasets for voice veri�cation. It
contains 630 speakers each reciting ten sentences. The price for non-members
is 250 US dollars.
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• Mobio [53]: Is an audio-visual dataset taken from 152 people with 100 male
and 52 female from 2008 to 2010 in six di�erent places. It contains native
and non-native English speakers with 12 sessions. It was recorded using a
mobile phone (Nokia N93i) and a laptop computer (2008 MacBook). It is
free available (under permission) but is not allowed to use it for commercial
purposes.

• The Extended M2VTS Database [54]: This is a multi-modal database
from the University of Surrey that contains four recordings of 295 subjects
recorded over a period of four months. It has audio �les, video sequences and
3D-Models of the face. Fees for each set (audio, images and 3D-models) are
up to 200 pounds for industry purposes.

• The BANCA Database [55]: This is a large dataset made for multi-modal
veri�cation. It consists of four European languages. High and low quality
microphones are used and three di�erent scenarios are presented (controlled,
degraded and adverse). 208 people were captured over three months (1308
sequences), half men and half women. The English sequences for audio-visual
signals cost 1000 pounds for academic purpose and 2000 for the industry.

3.3 Youtube video Dataset

Motivated by the lack of large suitable databases the construction of one is
done to use it as UBM, where ideally we would require several hundred speakers.
To do this 5,749 names present in the LFW database are used [50] to search for
videos of this people in Youtube based on [51].

For each result in the query, �rst videos are downloaded and the aim is to �nd
at most two videos of at least ten seconds each with only one face on it in all
frames. If no faces are found in the video next result in the query is used. After
�ve videos of the same subject without single faces, the search continue with the
next person in the list.

For each video all the frames are extracted, and face detection is applied using
Viola and Jones [31] [23] with LBP features [56]. Then, for each frame t for video
Vin, a vector containing the corners coordinates of the face in x and y axis is
constructed as ft(Vin) = [x1, x2, y1, y2]T . If similar properties of the face in next
frames are founded, denoted by a distance vector ω, it is assumed that is the same
person in the video. To save the video sequence a minimum time of τ frames are
needed. The face search is presented in Algorithm 1.

Some Youtube videos tend to be too long and analysing each frame is slow
and not optimal. To make the algorithm faster a step of n frames is used at the
beginning of the search.

Once a face is found over τ = 10 seconds, pixel variation is analysed over the
frames to check if the face corresponds to the same person in one scene. This is
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Algorithm 1: Face Search Youtube

1 Input N names in LFW
2 for Videos Vin=1...N do

3 count=0
4 t1 = 0
5 t2 = 0
6 for Frames t=1...F-1 do

7 h(t) = ‖ft(Vin)− ft−1(Vin)‖
8 if h(t) < ω then

9 count++
10 t2 = t

11 else

12 count=0
13 if t2 − t1 ≥ τ then
14 break
15 else

16 t1 = t

17 Output Vout =

{
Vin(t1 : t2) if (t2 − t1) ≥ τ
NaN Otherwise

done by taking the di�erence between average pixel intensities of past and future
frames:

Dif(t) =

∣∣∣∣ 1

Nx +Ny

Nx∑
i=0

Ny∑
j=0

1

β

β∑
k=0

[
It−k(i, j)− It+k(i, j)

]∣∣∣∣ (3.1)

Where NxNy is the size of the image, It(i, j) is the pixel intensity value for
coordinates i and j for the frame t and β is the window size used for the past and
future frames.

To decide that the face corresponds to the same scene a threshold is used where
for each frame Dif(t) ≤ θ. If Dif(t) > θ for one or more frames it is assumed
that the face is not from the same scene so it is probably not the same person and
that range of frames are discarded from the database.

Finally, the last check is done going back to Algorithm 1 for all frames in the
range to con�rm that is, in fact, the same person in the same scene.

An example of the faces founded on Youtube is shown in Fig. 3.1, where
di�erent poses, sizes and illumination conditions are present.
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Figure 3.1: Examples frames from Youtube dataset
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Audio-visual robust VAD 4
In this Chapter a Voice Activity Detector is constructed using audio and visual

information via MFCC and motion vectors of the mouth which will also be used
for person veri�cation in Chapter 5.

VAD plays an important role in speaker veri�cation. Frames that not contain
the speaker voice may change the means and variances of the distribution of any
feature used for the task, which will lead to a wrong model. This is caused by
introducing noise signals like fan, babble or even other speakers in the room.

In section 2.1.1 a VAD was already introduced for the audio signal. In this
Section, another method is presented where audio and visual signals are combined
to create a robust VAD against noises. This method is based on [9] [10], where
MFCCs are extracted from audio signals and motion vectors (MV) are used for
the visual signal.

Previous works on audio-visual VAD rely on supervised training, using 2D-DCT
coe�cients [57] and HMMs (Hidden Markov Models) and colour skin to detect lips
[58].

4.1 Feature extraction

One of the main problem of using frames from audio and visual information
at the same time is the sampling mismatch. Usually audio frames are extracted
every 10-30ms and video sequences are recorder at 24 or 30 frames per second.
Having the same number of frames for both views means that one image frame
must correspond to 1/fps second of the audio signal, where fps is the frames per
second of the video sequence. For example, if a video is recorded at 30fps and
audio frames are obtained with an overlap window of 50% means that the window
size for audio must be 66ms which may be not ideal considering that audio signals
are assumed stationary only for short frames of 20 − 30ms. Nevertheless, using
this technique to match both signals a VAD outperforms algorithms that use only
visual or audio features.

MFCCs are obtained from audio signals using the same method as explained
in Section 2.1.1 where F coe�cients are extracted. A feature vector vi is obtained
for each frame i where vi ∈ RF . To add some robustness J frames vectors are
concatenated from previous and next frames forming the audio feature vector
vi ∈ R(2J+1)F .

For visual features, motion vectors are extracted as explained in Section 2.2.2.
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Normalization of the face and mouth is applied, which was not considered in [9].
First, face rotation is performed to align the eyes and a bounding box is placed
on the mouth with corner position (in x-axis) based on the eyes with width wbb.
The height of the bounding box is set to 7

11
×wbb and the y-axis corner position is

based on the distance between key points from eyes and nose. The bounding box
is then downsampled to a size of 11× 7 pixels. Fig. 4.1 shows an example of face
detection and mouth bounding box.

Figure 4.1: Landmark position and face correction for mouth tracking. (left) Bounding
box face and landmark position. (right) Eyes and nose points used for mouth bounding
box.

In this way and using J previous and next frames the visual feature vector for
each frame is de�ned as wi ∈ R(2J+1)WH where WH is the product of the width
and height of the mouth area (77 pixels in this case).

4.2 Di�usion Maps

Once the feature vectors vi and wi are extracted from each frame i di�usion
maps are applied separately to each modality and combined in a later stage.

First, a similarity kernel Kv ∈ RNxN is constructed using feature vectors vi
for i = 1 · · ·N frames where each entry (n,m) of the matrix represent similarities
between frames n and m:

Kv(n,m) = exp(−||vn − vm||
2

εv
) (4.1)
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Where εv is the kernel bandwidth which controls the connectivity of the graph
[10]. When ||vn − vm||2 < εv there are high similarities between frames n and m
as seen in equation 4.1 and both nodes are considered connected. On the other
hand, when ||vn − vm||2 >> εv similarities are negligible and nodes are considered
disconnected. A common practice is to set the kernel bandwidth εv such that each
point is connected to at least one other point:

εv > max
m

[min
n6=m

(||vn − vm||2)] (4.2)

This is a necessary condition for the graph to be connected such that there is a
path between all pairs of frames. On the other hand the kernel bandwidth should
be su�ciently small to prevent links between di�erent contents, such as voice and
no-voice [10].

The a�nity kernel Kv de�nes a graph where each node represents a frame and
edges between nodes are similarities given by equation 4.1. The same process can
be applied for visual information using feature vector wi to construct the similarity
matrix Kw.

To combined both modes a uni�ed matrixM is constructed given by the matrix
product or the Hadamard product:

M = Kv ·Kw (4.3)

or

M = Kv ◦Kw (4.4)

This new matrix M attenuates the view speci�c interferences as explained by
[10].

The graph of singles modes do not need to be connected, but only the combined
graph M should be. This is explained by the fact that if two points are connected
in the multiple view graph it must be connected in at least one of the single mode
graph. The bandwidth εv is calculated as:

εv = C max
m

[min
n6=m

(||vn − vm||2)] (4.5)

where C = 0.5 gives good performance based on experimental results.

4.3 Audio-Visual VAD algorithm

After computing matrices Kv for audio and Kw for visual information and
combining them into a unique matrix M an eigenvalue decomposition is applied
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and the �rst eigenvector corresponding to the largest eigenvalue is used to separate
between speech and non-speech.

Finally, the whole algorithm is described in Algorithm 2.

Algorithm 2: VAD using similarities Kernels [10]

1 Calculate feature vectors vi and wi for each frame i = {1 · · ·N}
2 Calculate Kv and Kw from equation 4.1
3 Calculate matrix M from equation 4.3 or 4.4
4 Obtain leading eigenvector ν1 related to M
5 for frame i = 1 : N do
6 if ν1(i) > τ
7 i =Voice
8 else
9 i =no-voice

4.4 VAD results

In [58] a dataset of six videos recorded at ten fps of di�erent people is used to
test their algorithm. Each sample has one minute of audio alternating between
voice and no-voice (50%-50%). Each recording contains real-world noises, such as
people talking in the background and natural movements of the face. Results in
terms of accuracy are shown in Table 4.1 for each mode comparing their method
and the proposed one here using cross validation for the threshold. Similar results
are obtained by both methods (slightly worse in the proposed method) but in [58]
cross validation is done over all frames, using same videos for train and testing
while in the proposed approach cross validation is done over videos instead of
frames.

Accuracy per view [%] Difussion maps HMM [58]

A-VAD 87.90± 0.1 90.09

V-VAD 78.45± 0.14 80.15

AV-VAD 89.48± 0.07 92.07

Table 4.1: Accuracy per mode for six videos of six di�erent people. Threshold for Di�u-
sion Maps is selected based on equal error rate (EER) for each folder in cross validation.

Example of VAD over time of one video sample and the ROC curve using
all videos for the proposed method on each mode and the combination using the
matrix product and the Hadamard product is shown in Fig. 4.2 where the combi-
nation of Hadamard product shows the best results achieving an Area Under the
Curve (AUC) of 0.95.

Further experiments show the performance under adverse conditions testing
on clean speech, adding babble noise and noise from another speaker talking at
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Figure 4.2: ROC curve VAD 6 people (1 minute each). Results for single views audio
and video (green and blue) and audio-visual for Hadamard product (red) and matrix
product(cyan).

the same time, which are examples of harmful noises given that are similar to the
target speaker. Same visual information is used for three cases. Results are shown
in terms of AUC of the ROC curve using di�erent modes: only audio information,
only visual and audio-visual using the matrix product and the Hadamard product
in equation 4.3 and 4.4, respectively. Best performance is obtained using the
Hadamard product between the two modes as seen in Fig. 4.3. Speech from
another speaker gives the worst result for audio mode achieving 0.81 AUC which
is improved to 0.96 for the multi-view approach. In this case, audio-visual VAD
relies mostly in the visual information which achieves 0.94 AUC.

Finally, to show the importance of face tracking and alignment an experiment
where the face is detected every half second and no face rotation is performed is
shown in Fig. 4.4 where visual VAD obtain 0.72 AUC compared with 0.94 AUC
shown in Fig. 4.3.
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Figure 4.3: ROC Curve (left) and VAD in time (right) di�erent methods: clean au-
dio (top), Babble noise 0dB SNR (middle), noise from another speaker with 0dB SNR
(bottom)
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Figure 4.4: ROC Curve (left) and VAD in time (right) no face detection and rotation.
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Three mode audio-visual

authentication 5
In this Chapter experiments using VidTimit dataset are shown to compare

person veri�cation algorithms using a robust VAD presented in Chapter 4. Single
mode veri�cation achieves good performance with standard algorithms under ideal
conditions, but when these conditions are not met due to noise and reverberation
for audio mode and noise and changes in illumination for visual mode, multi modal
authentication plays a crucial role to improve accuracy.

5.1 Audio-Visual veri�cation

The proposed method combines MFCC, together with motion vectors of the
mouth and 2D-DCT coe�cients for a single face image. Features are explained by
GMMs and authentication is implemented with end-factor analysis and likelihood
ratio explained in Chapter 2. There are two main approaches that can be taken:

• Include audio-visual modes in the same feature space.

• Obtain scores from each mode independently of each other and train an
additional classi�er using scores as features for �nal veri�cation.

Both approaches have been tested before for audio-visual veri�cation [8] [4]
combining di�erent features (pixel intensities and LBP) for visual information
than the proposed here.

5.1.1 Feature level fusion

Combining audio-visual information in the same space is not a trivial problem
as seen in Chapter 4. Besides the problem of sampling mismatch, one has to deal
with the "curse of dimensionality" [20] given that not much data is available and
we want to minimize the number of videos for enrolment without losing accuracy.
Using more than 100 features can damage the performance of the algorithm even
when using a decent amount of videos (around 30 seconds per person).

One way to address this problem has been to use boosting classi�ers [4] that
search for features pairs which minimize the misclassi�cation rate with quadratic
discriminant analysis, but no detail on implementation and results for this ap-
proach is given.

A common approach to reduce the dimensions is to use Principal Component
Analysis (PCA) or any other dimensionality reduction algorithm (ICA, LDA, etc.).
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Figure 5.1: Feature level fusion �ow diagram. Features are combined in an earlier stage
for non-target, target and test samples. PCA is trained for non-target samples before
estimating the UBM and applied to target and test samples.

PCA helps to reduce EER which use the covariance matrix of the features and
project the variables into a new subspace based on an eigenvalue decomposition
[20]. PCA was chosen for dimensionality reduction assuming correlation on the
features given that they explain similar aspects of the voice.

Only MFCCs and MV of the lips are used for this method given that normal-
izing and extracting 2D-DCT coe�cients for all frames is too slow and the feature
vector will no correspond to the same frames if only one snapshot is used.

The �nal algorithm is explained in Fig. 5.1 where an audio-visual VAD is
applied before combining the features to train one UBM and Total Variability
(TV) matrix. End-factor analysis is used with cosine distance of i-vectors for �nal
score.

5.1.2 Score level fusion

Score level fusion is the most common approach to combine di�erent modes
while doing authentication [4]. The idea is simple, classify each mode separately
(audio and visual information) and then combine the results with an additional
classi�er. Doing this also addresses the "curse of dimensionality" and sample
mismatch. First, a score is assigned to each test video sample based on single
mode classi�cation in the development set. This score can be obtained from the
likelihood ratio test or from the cosine distance between each pair of target-test i-
vector depending on the algorithm. Then, having scores for each mode the problem
is to classify each sample based on the score features. This is an easy task that
can be resolved using a linear classi�er like LDA, SVM, Logistic, etc. which is
trained in the development set. The proposed method uses end factor analysis for
MFCCs and motion vectors and likelihood ratio for 2D-DCT coe�cients explained

34



Figure 5.2: Flow diagram score fusion. Scores are obtained for each feature where end-
factor analysis is used for MFCC and MV and GMM likelihood ratio is used for 2D-DCT
coe�cients.

in Section 2.1.2. The inclusion of 2D-DCT coe�cients makes sense in this step
because sample matching is not needed as algorithms for each feature are trained
independently. Final scores for all methods are used to obtain a new feature
vector to train an LDA classi�er which performs systematically better than any
other classi�er based on our experiments.

Di�erent combination of modes are analysed (MFCC+MV, MFCC+2D-DCT,
MV+2D-DCT and MFCC+MV+2D-DCT). A description of the steps to obtain
each score and the �nal decision is shown in Fig. 5.2 where Featurei correspond
to each type of feature (MFCC, MV and 2D-DCT coe�cients). For end-factor
analysis (MFCC and MV) the Parameters explain the Total variability matrix
m+Tω. The target and test model correspond to the i-vectors and the comparison
and score is the cosine distance. For likelihood ratio (2D-DCT coe�cients) the
Parameters correspond to the UBM, the target model is the adaptation of the UBM
to each person and the test model is the probability of the features belonging to the
target model and to the UBM (p(x|λtarget) and p(x|λUBM)). Finally the comparison
is done using the likelihood ratio test.

The likelihood ratio performs better than end-factor analysis for 2D-DCT co-
e�cients because only one image is used for training and i-vectors needs a large
number of samples to achieve good performance.

5.2 Experimental Results

The proposed method includes 77 motion vectors of the mouth together with
24 MFCC per frame for the audio signal as features and also used for VAD. For
score fusion 47 2D-DCT coe�cients extracted from a single image are included.
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GMMs with 16 Gaussian are used for feature representation and veri�cation is
done using End Factor Analysis (with a subspace of 43 for the i-vectors) described
in section 2.1.3.2 with WCCN and cosine distance for scoring.

Feature fusion and score fusion are tested in the VidTimit dataset [11] together
with 200 Youtube videos for the UBM extracted using the algorithm presented in
Chapter 3. The VidTimit dataset is recorded in three sessions, divided into six,
two and two videos, each containing one sentence per speaker. The �rst session is
used for training and the last two for development and test.

First, audio-visual results using two features (MFCCs and motion vectors) are
compared with single mode algorithms (2D-DCT, MFCC and motion vectors) in
Fig. 5.3 together with a learning curve of the half total error for the test set for
di�erent sentences size (number of videos) recorder per person in the training set.
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Figure 5.3: VidTimit results test set di�erent algorithms. DET curve (left) and learning
curves with best EER and HTER (right).

The best result achieves 2.3% of EER and HTER combining MFCCs and mo-
tion vectors scores with a LDA classi�er to separate genuine from impostors in the
development set using six sentences per speaker (around 24 − 30 seconds) in the
training phase. Combining MFCCs and MV into one feature vector and reducing
the dimension to 63 (that explains 90% of the variance) achieves 2.9% EER and
3.8% of HTER. The worst result is obtained by using MFCCs as features which
are explained by the noise present in this dataset.

From the results, combining modes in a later stage using a linear classi�er
outperforms other algorithms (single mode and feature fusion). Applying PCA
to feature fusion helps in terms of EER but still performs worst than LDA third
classi�er, meaning that there is some information that is lost while doing the
transformation.

Using score fusion of three algorithms fromMFCC, motion vectors and 2D-DCT
coe�cients of a single face image, the algorithm outperforms all other classi�ers.
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Fig. 5.4 show the comparison where the later combination of three scores out-
performs any other of two classi�ers. Also, a scatter plot for the test set can be
seen in Fig. 5.5 where genuine scores are separated from impostors with a linear
classi�er (LDA) trained in the development set.
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Figure 5.4: (left) DET curves switching between development and test set di�erent com-
bination of third classi�er (LDA) using MFCC, Motion Vectors (MV) and 2D-DCT
coe�cient. (right) Learning curve test set best EER and HTER for score fusion.

The LDA classi�er achieves an EER of 0.2% and HTER of 0.7% which out-
perform the best combination of two features: MV and 2D-DCT (0.8% EER and
1.4% of HTER). Combining three modes from audio (MFCC), the motion of the
mouth (MV) and face image (2D-DCT coe�cients) outperforms any other method
studied in this project.

Further experiments with di�erent noise types, levels and reverberation for
audio signals together with blur images and di�erent light conditions are analysed
in Appendix B to show the robustness of multi mode authentication against adverse
conditions.
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Conclusions and Future Work 6
Multi-modal authentication has been studied and analysed in this project. Us-

ing multi modal authentication algorithms have shown to perform better than
most single modes methods. The potential of end factor analysis has been shown
not only for audio features but for the motion of the mouth. Results under ideal
conditions show that single mode algorithms perform good but the performance
decreases while testing under adverse environments as seen in Chapter 5 and Ap-
pendix B.

Speaker veri�cation achieves good results with clean speech and no reverbera-
tion using end factor analysis but adding noise (fan or babble) below 5dB of SNR
can degrade the results in more than 12% of EER. Reverberation also increase
the error which can be coped by training with di�erent room acoustic impulse
responses.

For face authentication, several methods were studied. Gaussian Mixture Mod-
els with likelihood ratio achieves good performance when using a single snapshot
of the video for training [2]. Results using 2D-DCT coe�cients as features achieves
EERs between 3− 6% and 0.5− 1.7% in the VidTimit and AT&T dataset, respec-
tively where several images are used for training in the second case. Degradation
of the image, such as Gaussian noise, blur and changes in illumination, increases
the EER up to 10% in the AT&T dataset.

Motion vectors of the mouth together with MFCCs can be used for VAD using
di�usion maps introduced in [9] and [10]. Importance of VAD for person veri�ca-
tion when noise is present has been studied, Chapter 4 shows that detection and
normalization of the mouth plays a critical role, a�ecting the performance for the
visual mode where AUC of the ROC curve can be improved from 0.72 to 0.94
when the detection is done right. Comparison with supervised methods achieves
similar results (around 90% of accuracy over six minutes of recordings). Also,
using the same features for VAD and person veri�cation makes a suitable solution
for implementation.

Combining three modes: single image, audio and motion of the mouth outper-
form classical approaches. Half Total Error of 0.7% is achieved for the VidTimit
dataset in the test set compared to 2.3% and 1.4% when using only two modes
(MFCC plus motion vectors and 2D-DCT plus motion vectors). The combination
in a later stage, known as score fusion, gives better results than feature fusion,
where sample matching and the "curse of dimensionality" are not resolved com-
pletely.
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Further work is needed to speed up computing time for motion vectors that
rely on face detection and landmark positions on the face, which could be slow
depending on the duration of video sequences. Also, a 3D model of the face can
be used in the future to deal with face movements where the algorithms fail.

One of the key steps in any classi�cation problem is the training phase that
depends on the dataset selected. Few of them were used for experiments in this
project. For speaker veri�cation, Voxforge was preferred due to cleaner speech. An
audio-visual approach was tested in VidTimit dataset, which was one of the only
free datasets available with both audio and visual sequence information. Results
show a high variance on some algorithms when changing the training size and
switching between development and test sets. Experiments on di�erent and larger
data sets are needed to verify the robustness and generalization of the algorithms.

Youtube videos are a good source for Universal Background Model but hard to
deal for person veri�cation due to face movements and noise. Further experiments
using separate UBM for male and female need to be done together with studying
the ideal number of speakers which in this project where set to 200 (more than
one hour) and we see no improvement when this number is increased, due to the
small number of people to verify (43 for VidTimit dataset).

Having larger datasets will make it ideal to test a neural network approach
which shows good results in speaker recognition [16] [17], face veri�cation [38] [21]
and some cross-modal authentication [43].
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Appendix A
A.1 Expected value i-vector

In Chapter 2 the expected value for the i-vector is given by equation 2.24 for
utterance u:

E(ω(u)) = l−1(u)T tΣ−1F̃ (u) (A.1)

with l(u) = (I + T tΣ−1N(u)T ).

To prove this we need to show that equation A.2 is true.

PT,Σ(ω|u) ∝ exp(−1

2
(ω − E(u))tl(u)(ω − E(u))) (A.2)

De�ning the posterior probability γt = P (i|xt, λUBM) for each Gaussian i and
γ̄t = [[γt(1)]F , [γt(2)]F , ..., [γt(C)]F ]T ∈ C × F together with the supervector
X̄t = [x11, x12, ..., xCF ]T for the observation t for each feature dimension and each
Gaussian.

Recalling that M = m + Tω, using the same notation from the Baum-Welch
statistic from Section 2.1.3.2 and applying Bayes rule [15] [14]:

PT,Σ(ω|u) ∝ PT,Σ(X|ω)N(ω|0, I)

=
L∏
t=1

PT,Σ(xt|ω)N(ω|0, I)

∝ exp(−1

2

∑
t

γ̄t(X̄t − (m+ Tω))tΣ−1(X̄t − (m+ Tω)))exp(−1

2
ωtω)

= exp

(
− 1

2

∑
t

γ̄t

(
(X̄t − (m))tΣ−1(X̄t −m)− 2ωtT tΣ−1(X̄t −m) + ωtT tΣ−1Tω

)
− 1

2
ωtω

)

∝ exp

(
ωtT tΣ−1

∑
t

γ̄t

(
(X̄t − (m))t − 1

2
ωtT tΣ−1Tω

∑
t

γt −
1

2
ωtω

)
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= exp

(
ωtT tΣ−1F̃ (u)− 1

2
ωtT tΣ−1N(u)Tω − 1

2
ωtω

)
)

= exp

(
ωtT tΣ−1F̃ (u)− 1

2
ωt(T tΣ−1N(u)T + I)ω

)

= exp

(
− 1

2
(ωtl(u)ω − 2ωt(l(u)l(u)−1)T tΣ−1F̃ (u))

)

∝ exp

(
− 1

2
(ω − l(u)−1T tΣ−1F̃ (u))tl(u)(ω − l(u)−1T tΣ−1F̃ (u))

)

Where the solution of E(w(u)) in equation A.2 is l(u)−1T tΣ−1F̃ (u) and the co-
variance cov(w(u), w(u) = l(u).

A.2 Active Appearance Models (AAM)

AAMs are one of the most common techniques for modelling and segmenting
deformable objects [46]. These are parametric models that �t the shape and ap-
pearance of a speci�c object. Di�erent algorithms are used to �t the model to a
speci�c face, where a minimization of a global error is computed.

AAMs are composed of three models as described in [46]: shape, appearance
and motion model.

The shape of the object is de�ned as the location of a set of L points (xi, yi)
∀i = {1, ..., L} on a face image. To �t the points on a particular face a training
set of N images is used with the correct L landmarks positions. Shape model is
obtained by a technique called Point Distribution Model (PDM) wich is obtained
by appying Principal Component Analysis (PCA) to the training set of object's
shape S = {s1, s2, ..., sn} and si = [xi1, yi1, xi2, yi2..., xiL, yiL].

Then s can be written as:

s = s̄+
n∑
i=1

pisi = s̄+ Sp (A.3)

Where s̄ ∈ R2L x 1 is the mean shape, S ∈ R2L x n and p ∈ Rn x 1 are the shape
basis and shape parameters, respectively.

The appearance model is obtained by warping the original images into a com-
mon reference frame and applying PCA to the warped images. This is done over

42



a feature space de�ned for all training images. Then the appearance model could
be written in terms of the matrix composed of basis vectors A and appearance
parameters c together with the mean texture ā:

a = ā+ Ac (A.4)

The motion model is denoted by W (x; p), that extrapolates the position of all
pixels from the reference frame to a particular shape instance s and vice-versa [46].
This model relate the shape and appearance models with each other.

The main assumptions on AAMs are that the shape is approximated by the
shape model given in equation A.3 and the object appearance is model after the
image is warped by the motion model as:

i[p] ≈ ā+ Ac (A.5)

Where i[p] = vec(I(W (x; p))) and denotes the vectorized version of the warped
image [46].

The warped function W (x; p) can be computed in several ways, like PieceWise
A�ne (PWA) and thin plate splines (TPS) [59].

The goal of AAMs is to �t the Image I(x) and the model M(W (x; p)) = A(x).
This could be seen as an optimization problem that minimizes the sum of the
square of the di�erence given in equation A.6 with respect to the shape parameters
p and appearance parameters c.∑

x∈s̄

[ā+ Ac− I(W (x; p))]2 (A.6)

Several formulation and solution have been presented in the last years using
gradient descent algorithms (Lucas-Kanade Optimization) described in [46] and
[59].
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Appendix B
In this Appendix, experiments under adverse conditions are shown using Vox-

forge dataset for voice veri�cation and AT&T dataset for face veri�cation [3]. For
voice experiments degradation from noise and reverberation are implemented [60]
and for visual experiments, noises and di�erent light conditions are added to the
original images.

B.1 Voice veri�cation under adverse conditions

The following model is used for noisy speech:

x(n) = s(n) ∗ h(n) + v(n) (B.1)

where s(n) is clean speech, h(n) is the room impulse response and v(n) is
additive background noise.

B.1.0.1 Noise and reverberation

One of the main problems of i-vectors is that is susceptible to noise and re-
verberation. In clean environments (clean channel) with almost no noise and no
reverberation, this technique produces very good results with less than 1% of EER.
Adding di�erent kind of noises like fan or babble and reverberation from di�erent
rooms for the same test audio samples can degrade the results to 20−30% of EER,
which makes it not suitable for applications in these scenarios.

A full comparison of di�erent scenarios is shown and explained in the next pages
for voice veri�cation using the Voxforge database [49]. The variables to consider
are four: audio duration, noise type (fan, babble), noise level (0dB − 30dB) and
reverberation for di�erent rooms (lobby, lecture and meeting room). A detail
explanation of how the noises and room impulse responses are obtained can be
found in [60]. The Signal-to-Noise ratio is de�ned based on equation B.2 as:

SNRdB = 10 log10

(∑
s(n)2∑
v(n)2

)
(B.2)

Table B.1 and B.2 show the parameters and sets used in the experiments for
20 speakers and 10 samples per person.
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Number of Gaussians Number of audio features Subspace dim

128 60 (19 MFCC + Energy + ∆ + ∆∆) 20

Table B.1: Parameters used for audio test i-vector algorithm

Training Development Test

50[%] 30[%] 20[%]

Table B.2: Number of samples per speaker

Results are shown in terms of Equal Error Rate (EER) and Half Total Error
Rate (HTER) for development and test set, respectively and plotted using DET
curve.

B.1.1 Audio duration

As one can expect, increasing the audio duration in the training set leads to
better performance. This can be seen in Fig. B.1 where the comparison between
one minute (30 seconds for training) and 2.5 minutes (1.25 minutes for training)
is shown. The performance increases from 3.4% to 1.4% EER. The same happens
for the test set where a di�erence of 2.3% is seen in HTER.

As other studies suggested [61] [2], the i-vectors need an important number of
training samples to have good accuracy when estimating the variability matrix T.
Without enough data, variations within and between speakers may not be taken
into account while estimating T. Here is shown that doubling the training time
per speaker the EER can be reduced by half.

B.1.2 Noise type

The second parameter is noise types, where no noise, fan and babble were
studied. Reverberation is not considered yet and 2.5 minutes of recording per
speaker is used for the next experiments, which as seen before, gives better results.
The model at this point is:

x(n) = s(n) + v(n) (B.3)

Figure B.2 shows DET curves for di�erent noise types used in train and test set
with constant SNR of 10dB. The worst results from this graph is obtained when
training with no noise and testing with babble with 5.3% of EER. Babble noise
gives the worst results because MFCCs are estimated from the speaker speech and
speech noise, which makes it a mixture of both signals. Fan noise has less impact,
given that the noise is not from another speaker.
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Figure B.1: DET curve development set for 1 minute of recording per speaker (red) and
2.5 minutes per speaker (blue). EER: Equal Error in development set [%]. HTER: Half
total error for test set [%]

Another interesting result is that best performance is achieved when training
and testing with the same type of noise, so for example if the test contains fan
noise the best results are obtained while training with fan noise.

B.1.3 Noise level

The di�erence in noise level is one of the critical aspects for voice id veri�cation.
Figure B.3 shows that training without noise and testing at di�erent levels of SNR
can di�er up to 12.5% in EER. Also, after reducing the noise to a certain level
(SNR over 10dB) di�erence between experiments tend to decrease.

Interesting results can be seen when training with noise. Figure B.4 shows that
training with fan noise achieves similar results for di�erent SNR in the test sets.
Training with fan noise at 10dB of SNR obtains HTER between 3% and 4.4% for
SNR between 0 and 30 in the test set. Increasing the noise in training produce
worse results, but the variance is small, with HTER between 3.8% and 5%.

In Table B.3 di�erent level of noises are introduced together with noise types.
Best results are obtained when training and testing with the same noise type.
When testing with low SNR (for example fan at 0dB), best results are obtained
when training with some noise (fan at 10dB). A particular case occurs when testing
with babble at 10dB, where training with fan at 10dB outperforms training with
babble, but the di�erences are negligible, less than 0.1% of HTER.
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No Noise

No Noise

No Noise

Figure B.2: DET curve development set for 2.5 minutes in meeting room. Di�erent type
of noises, fan, babble and no noise in train and test set are plotted together with the
results in terms of EER and HTER. Same line style correspond to same noise type for
training and same color correspond to same noise type for test.

Training/Test Fan(0dB) Babble(0dB) Fan(10dB) Babble(10dB) Fan(20dB) Babble(20dB) No Noise
Fan (0dB) 5.0/7.5 9.2/9.7 4.6/6.1 3.3/4.4 10.3/9.2 6.0/4.8 17.0/16.8
Babble (0dB) 7.0/8.4 10.6/10.5 7.5/7.3 6.1/7.5 12.8/12.9 8.5/7.7 17.5/17.2
Fan(10dB) 1.8/4.4 10.4/9.9 1.8/3.7 1.8/2.6 2.2/4.0 2.1/2.8 3.2/4.8
Babble(10dB) 4.6/6.1 7.5/9.2 3.2/3.9 2.8/4.3 2.1/3.8 2.1/3.6 3.6/5.0
Fan(20dB) 7.1/8.0 13.9/13.6 1.8/3.3 3.2/3.9 1.4/2.7 1.8/1.9 1.8/2.0
Babble(20dB) 5.0/7.2 8.6/10.3 1.8/3.8 1.8/2.7 1.8/3.0 1.4/1.9 1.8/2.6
No Noise 14.3/15.0 15.6/14.3 2.8/4.3 5.3/5.4 1.8/2.5 2.1/2.4 1.4/2.2

Table B.3: Noise type and SNR. Results for development/test sets in terms of EER and
HTER respectively. Train and test in meeting room (no reverberation), for di�erent
noise types.

Tables B.4 and B.5 show that worse performances are achieved when training
with SNR of 0dB and testing with no noise or high SNR (over 20dB). This is
traduced in EERs of 17% and 17.5% when training at 0dB for fan and babble
noise, respectively and testing with no noise. Also, testing with 0dB of SNR and
training without noise get results over 14.3% of EER and HTER.

Training with noise between 10-20 dB of SNR gives a good trade-o� for testing
in di�erent environments. This can also be seen in Table B.3 together with tables
B.4 and B.5, where EER of around 5% can be achieved for di�erent test scenarios.
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Training/Test 0dB 5dB 10dB 15dB 20dB 30dB No Noise

0dB 10.6/10.5 9.3/9.1 6.1/7.5 6.4/6.7 8.5/7.7 14.2/13.1 17.5/17.2

5dB 8.2/10.0 5.3/8.0 4.6/6.4 4.3/5.8 3.6/5.1 5.3/6.2 6.4/7.0

10dB 7.5/9.2 3.9/5.0 2.8/4.3 3.1/3.9 2.1/3.6 2.9/3.9 3.6/5.0

15dB 7.5/8.3 2.5/4.9 1.9/3.9 2.4/3.8 1.8/3.6 1.4/3.0 2.1/3.9

20dB 8.6/10.3 3.2/4.4 1.8/2.7 1.8/2.7 1.4/1.9 1.1/2.5 1.8/2.6

30dB 13.2/13.8 6.4/7.0 3.1/3.9 1.8/2.9 1.8/1.9 1.4/2.3 1.7/2.1

No Noise 15.6/14.3 8.8/8.0 5.3/5.4 3.2/3.6 2.1/2.4 1.4/2.6 1.4/2.2

Table B.5: Babble noise level. Results for development/test sets in terms of EER and
HTER respectively. Train and test in meeting room (no reverberation), Babble noise at
di�erent noise levels.

Figure B.3: DET curve development set for 2.5 minutes of audio in meeting room.
Training without noise and testing with fan noise at di�erent levels

Figure B.4: DET curve development set for 2.5 minutes of audio in meeting room.
Training with fan noise at 10dB(left) and 5dB(right) and testing with same noise type
at di�erent levels
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Training/Test (SNR) 0dB 5dB 10dB 15dB 20dB 30dB No noise
0dB 5.0/7.5 4.3/4.7 4.6/6.1 6.8/7.3 10.3/9.2 13.9/11.4 17.0/16.8
5dB 3.6/5.0 2.8/3.9 2.6/3.8 2.8/4.5 3.6/5.6 5.0/6.9 5.7/9.2
10dB 1.8/4.4 2.2/3.1 1.8/3.7 2.1/3.0 2.2/4.0 2.5/3.9 3.2/4.8
15dB 3.9/6.5 2.4/3.9 1.4/3.1 1.1/2.3 1.4/2.5 1.4/2.1 1.8/2.2
20dB 7.1/8.0 3.6/5.5 1.8/3.3 1.8/2.8 1.4/2.7 1.8/2.4 1.8/2.0
30dB 9.2/11.3 4.3/5.5 1.8/3.8 1.8/2.6 1.8/2.4 1.8/2.3 1.8/2.0
No noise 14.3/15.0 7.5/7.5 2.8/4.3 2.1/2.8 1.8/2.5 1.8/2.8 1.4/2.2

Table B.4: Fan Noise level. Results for development/test sets in terms of EER and
HTER respectively. Train and test in meeting room (no reverberation), Fan noise at
di�erent noise levels.

B.1.4 Reverberation

Reverberation degrades the performance of voice id veri�cation as well. Dif-
ferent acoustic impulse responses (AIR) are tested from a lecture room with a
reverberation time (T60) of 0.638 seconds, a meeting room (T60 = 0.437s) and a
lobby (T60 = 0.646s) [60] where model of equation B.1 is used.

Figure B.5 shows that there is no big di�erence when training in one room and
testing in a di�erent one. Best result is achieved while training and testing in the
lecture room, but the curves overlap each other showing no clear pattern.

Figure B.5: Di�erent room responses while training and testing without noise. Room
503 is a meeting room, room 508 is a lecture room and lobby
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The real di�erence is observed when training and testing with and without
reverberation. This is shown in Fig. B.6, where each subplot shows results for
di�erent rooms. As expected training and testing without reverberation gives
better results. For reverberation in the test set is better to train with reverberation
as well, where a di�erence between 0.4% and 1.1% is seen in EER when training
with and without reverberation. Experiments with reverberation in the test set
can degrade the results from 1.4% to 4.3% of EER.

Figure B.6: Training and testing with and without reverberation for lobby(upper left),
meeting room (upper right) and lecture room (bottom). Training and testing without
reverberation (blue line) achieves 1.4% of EER. Worst results are obtained while training
without reverberation and testing with (red line) which can varies from 3.9% to 4.3%
depending on the room.

Di�erence between rooms are less harmful than di�erence between noise types
for training and testing. A maximum di�erence of 1.8% is achieved between rooms
(lecture and meeting) for training and testing in the same noise (babble) compared
to a maximum di�erence of 2.9% when training and testing in the same room
(lecture) for di�erent noise type (fan and babble).
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A full comparison of di�erent AIR and noise types are shown in Table B.6
where EER and HTER are shown while training and testing at 10dB of SNR.
This table shows similar results for testing the same kind of noise while training
in di�erent rooms.

Training/Test Fan Babble Lobby Lobby Lecture Lecture Meeting Meeting
(from Lobby) (from lobby) Fan Babble Fan Babble Fan Babble

Fan(from Lobby) 1.4/2.7 2.1/4.2 5.0/5.4 8.9/9.8 3.9/4.2 4.6/7.3 3.2/5.9 7.5/9.1
Babble(from lobby) 3.2/3.5 2.8/5.1 5.3/8.9 6.4/7.6 7.9/9.2 4.5/7.5 5.0/7.3 5.0/9.3
Lobby-Fan 3.2/3.2 3.6/5.7 4.0/4.8 6.7/7.6 3.6/5.7 4.3/5.9 4.6/7.6 6.4/8.4
Lobby-Babble 6.4/7.1 5.4/5.8 6.4/7.1 6.8/7.6 8.5/9.9 5.4/6.4 6.7/9.0 6.4/7.4
Lecture-Fan 2.1/2.0 3.6/6.4 4.0/5.5 7.9/7.7 2.8/4.5 3.2/5.5 3.6/5.6 7.9/9.6
Lecture-Babble 4.6/5.1 4.6/6.2 5.0/5.1 5.3/6.8 7.1/8.2 4.2/6.1 5.4/7.8 6.0/8.1
Meeting-Fan 3.3/4.5 5.0/7.9 3.2/4.6 6.8/8.6 5.0/6.0 4.6/4.9 3.9/4.6 6.4/8.2
Meeting-Babble 7.8/8.6 5.3/6.7 6.0/6.6 7.1/7.3 8.2/6.3 6.8/7.5 6.4/7.4 7.5/8.9

Table B.6: Room and noise type. Results for development/test sets in terms of EER and
HTER respectively. Train and test in di�erent rooms and noise types at 10dB SNR.

Finally a comparison for all rooms and fan noise at di�erent SNR levels is
shown in Table B.7. This shows that di�erences in SNR level a�ects more the
performance that di�erence in rooms. For the same SNR (0dB) in training and
testing a maximum of 3% is achieved for di�erent rooms (lobby and meeting room)
while a maximum di�erence of 6.4% is obtained for training and testing in the same
room(lecture) for di�erent noise level (0-20dB).

Training/Test Lobby Lobby Lobby Lecture Lecture Lecture Meeting Meeting Meeting
0dB 10dB 20dB 0dB 10dB 20dB 0dB 10dB 20dB

Lobby 0dB 6.7/7.9 7.1/8.0 8.2/8.6 8.5/8.5 8.2/7.8 10.0/10.2 6.4/8.2 6.1/7.1 8.1/9.2

Lobby 10dB 7.5/8.8 4.0/4.8 4.3/6.3 3.6/5.6 3.6/5.7 3.6/6.1 8.2/9.9 4.6/7.6 4.3/6.6

Lobby 20dB 13.2/13.6 5.0/4.9 3.9/3.7 4.7/5.3 2.8/3.7 2.5/3.6 14.2/14.0 3.9/6.0 3.8/4.1

Lecture room(0dB) 6.1/8.9 6.0/7.8 9.6/12.4 6.1/6.8 8.9/10.4 12.5/14.4 4.6/6.6 4.6/8.0 8.1/11.8

Lecture room(10dB) 11.4/12.2 4.0/5.5 3.8/5.9 3.2/4.2 2.8/4.5 4.6/5.9 12.1/13.8 3.6/5.6 3.2/4.3

Lecture room(20dB) 14.2/14.4 5.0/5.1 3.5/4.5 3.2/4.4 2.1/4.1 2.8/4.7 13.9/15.5 3.9/4.9 3.2/4.4

Meeting room(0dB) 10.7/10.8 11.4/10.8 13.1/13.7 11.1/9.5 13.9/13.3 17.4/15.5 8.2/9.5 8.5/9.7 12.5/12.5

Meeting room(10dB) 7.5/9.7 3.2/4.6 4.9/5.4 5.0/5.1 5.0/6.0 6.3/6.1 8.9/10.8 3.9/4.6 4.3/5.4

Meeting room(20dB) 12.5/13.6 4.3/5.8 3.9/5.4 5.7/5.1 4.7/4.1 3.9/3.9 16.0/16.8 6.0/6.8 3.9/5.7

Table B.7: Room and SNR. Results for development/test sets in terms of EER and
HTER respectively. Train and test with fan noise for di�erent room response and SNR
levels.

B.2 Audio-visual veri�cation under adverse conditions

Once voice id veri�cation under adverse conditions has been studied, the im-
provement in performance while adding visual information will be crucial where
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bad results are obtained using only audio features.
To analysed visual adverse conditions the AT&T dataset [3] is used with 2D-

DCT coe�cients as features. Ideal and degraded images are used to analysed the
possible improvement one can get when combining both modes. Three types of
distortions are applied: Gaussian noise, blur and changes in illumination. Gaussian
noise and blur are measured in terms of peak signal-to-noise ratio (PSNR) de�ned
in equation B.4 where MAXI is the maximum possible pixel value of the image
and MSE is the mean squared error de�ned in equation B.5 using the original
image I of size m × n and the noisy image K. For Gaussian noise a media of 0 is
taken together with some pixel variance to achieve a PSNR of 8.5dB. Blur is done
by taking the average pixel of a kernel area and replace the central pixel with that
value. Taking an area of 5× 5 achieves a PSNR of 8dB.

PSNRdB = 10 log10

(
MAX2

I

MSE

)
(B.4)

MSE =
1

mn

m∑
i=1

n∑
j=1

[I(i, j)−K(i, j)]2 (B.5)

Changes in illumination are de�ned with a gamma correction from equation
B.6 and based on the exponent value g that is applied to the image Iin. Values
of g are set between 0.2 and 2.0 which correspond to a PSNR of 4dB and 3dB
respectively.

Ioutput = I
1/g
in (B.6)

Figure B.7 shows examples for Gaussian noise, blur and changes in illumination
for a sample face image from AT&T dataset [3]. Pairs of audio (Voxforge) and face
image (AT&T) are used as input for the experiments where ten samples per person
are divided into train (50%), development (30%) and test (20%) set. End factor
analysis is applied for veri�cation where 47 2D-DCT coe�cients are extracted for
each image and 19 MFCC plus energy, delta and delta-delta functions are used to
compute 60 features per frame for audio signals. Motion vectors are not studied
due to the lack of clean datasets with video signals.

DET curve of Fig. B.8 shows that combining clean audio and images with a
third LDA classi�er improves the performance of single mode methods as seen in
Section 5.2. Results for the test set shows that scores from audio and images can
be separated perfectly, where classes do not overlap, this is also due to the small
set of audio/image pair (two per speaker) from the test set.

If noisy speech is used for training and testing the combination of both modes
performs as good as image veri�cation. Figure B.9 shows results for audio signals
trained with fan and tested with babble noise at 5dB of SNR and clean images.
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Figure B.7: Image sample AT&T dataset [3]. From left to right: Original image, Gaussian
noise, blur and gamma correction (γ = 0.2 and γ = 2.0.)

Figure B.8: Audio-Visual DET curve ideal conditions. Audio signal Voxforge dataset
with 1 minute per speaker without noise and without reverberation. Visual signal AT&T
dataset without any distortion.

Results for image scores and LDA third classi�er overlap each other, showing that
the audio score does not contribute to the �nal decision due to adverse conditions.

When similar performances are achieved by both modes, the combination of
them outperforms each single result. This can be seen in Figure B.10 where third
classi�er achieves 2.4% of HTER compared to 8.4% and 9.7% of audio and image
mode algorithms.

Finally, if adverse conditions for image signals are present the overall perfor-
mance of the third classi�er also get better results than each single mode methods
as seen in Fig. B.11.
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Figure B.9: Audio-visual DET curves low audio quality. Audio signal train with Fan
noise at 20dB and tested with babble at 5dB in the meeting room. Image signal original
samples for the AT&T dataset.

Figure B.10: Audio-visual DET curves similar conditions. Audio signal with fan noise
at 30dB in meeting room. Visual signals trained with Gaussian noise with bright light
and tested with blurred images in dark light.
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Figure B.11: Audio-visual DET curves low image quality. Audio signals original audio
Voxforge dataset. Visual signals trained with Gaussian noise with bright light and tested
with blurred images in dark light.
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