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Abstract

The investigation of the interaction between lasers and brain tissue holds significant theoretical and
practical significance in the field of brain physiology studies. A two-dimensional finite element-based
simulation model was constructed using the commercial finite element simulation software COMSOL
Multiphysics to investigate the propagation of light and photon correlation in tissues. The simulations
included static and dynamic conditions of light propagation in tissue. In both cases this diffuse light
propagation itself was studied along with photon correlation using the solution of the diffusion equation.
Subsequently, the obtained simulation results are assessed and summarized by considering the out-
comes of data fitting. The findings indicate that the accuracy of simulating light propagation is higher
for larger sizes, although satisfactory results can be achieved for correlation propagation simulations in
the small size range. The simulation results remain unaffected by the refinement of the mesh, provided

that the fundamental criteria for mesh size are satisfied.
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Introduction

1.1. Introduction

The process of blood circulation within the human body is primarily responsible for transporting oxy-
gen and eliminating metabolic waste products. Dysregulated blood circulation can give rise to various
complications, encompassing tissue ulcers, paralysis, and even mortality, contingent upon the specific
region impacted. Abnormal blood flow conditions can also serve as a basis for diagnosing various
disorders. Nevertheless, conventional intrusive diagnostic techniques may induce further discomfort
among patients. The growing prevalence of non-invasive and minimally invasive medical testing in con-
temporary medicine has been propelled by notable advancements. Consequently, this has fostered
the emergence and refinement of medical imaging technologies. The field of diffuse optics, which is
seeing significant growth, presents a promising avenue to address these requirements.

The present research commences by providing a comprehensive summary of recent advancements
in diffuse optics. In recent years, there has been significant progress in developing near-infrared spec-
troscopy (NIRS) and diffuse correlation spectroscopy (DCS) techniques for non-invasive blood flow
measurement. NIRS can consistently assess the reduction in light intensity as it traverses the cerebral
cortex without causing any harm or intrusion. This methodology is employed to quantify the optical
characteristics of the medium, encompassing absorption, and scattering. Blood flow can be evaluated
by inferring physical qualities based on the aforementioned visual features. It is important to acknowl-
edge that Near-Infrared Spectroscopy (NIRS) does not consider coherent characteristics.

Diffuse correlation spectroscopy (DCS) is a technique that offers a direct and robust optical as-
sessment of microvascular blood flow. It leverages the coherence of light to quantify the dynamic
characteristics of a medium, namely the blood flow within tissue. Various clinical disorders, such as
cardiovascular disease, stroke, head trauma, peripheral artery disease, and cancer, are linked to ab-
normal blood flow. Hence, the utilization of DCS holds significant potential in offering valuable insights
for diagnosing diseases mentioned above and evaluating the effectiveness of therapy interventions.
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It is noteworthy to emphasize that biological tissues are characterized by a higher degree of com-
plexity. The human body consists of static components, such as bones and muscles, and dynamic
components, such as blood and tissue fluids. Therefore, it is important to develop a reliable model that
can effectively replicate the coexistence of these two aspects. This is an area of research that warrants
further exploration. Before establishing a connection between the two variables, it is important to anal-
yse and synthesize their respective simulations in isolation.

Suitable simulation approaches can be employed to investigate the interaction between light and
tissue in intricate tissue geometries. In modeling the interaction between light and biological tissue, the
initial phase often involves the computation of the light distribution within the tissue, considering the op-
tical characteristics of the illuminating source. The inverse model enables the deduction of information
about the medium based on light measurements.

The subsequent section of the report delineates methodologies employed in modeling the intricate
interplay between light and biological tissue. The Radiative Transfer Equation (RTE) is a mathematical
framework for elucidating how light propagates through a tissue. One can ascertain the light distribution
within that tissue by solving the RTE. The diffusion equation can approximate the RTE under specific
circumstances. These conditions include a much higher reduced scattering coefficient than the absorp-
tion coefficient and a research site that is distant from the source or boundary. The optical density
diffusion problem can be effectively solved using the finite element technique (FEM). The Finite Ele-
ment Method (FEM) simplifies the radiative transfer equation by assuming isotropic light transport. One
notable benefit of this approach is its computing efficiency, enabling swift data processing. Moreover, it
yields precise outcomes even in places far from the primary light source. Nevertheless, implementing
the Finite Element Method (FEM) exhibits intricacy, and its precision is constrained when dealing with
regions close to the light source.

An alternative methodology that might be employed is utilizing Monte Carlo simulation. Monte Carlo
(MC) simulation for light propagation in tissue is the gold standard. Since this report does not contain
MC simulations, only a brief description is given.

A model is developed to represent the diffusion approximation of the Radiative Transfer Equation
(RTE) and the Correlation Transfer Equation (CTE). This study examines a simplified simulation of
the RTE and the CTE by applying the Finite Element Method. A numerical simulation model of a
single-layer diffusion tissue is constructed using the commercially available finite element simulation
software COMSOL Multiphysics. The MATLAB software is utilized to analyze the data and assess the
accuracy of the simulation. The analysis and summarization of the simulation accuracy are conducted
considering the impact of the model parameter values. The transmission under consideration can be
characterized by either the diffusion equation or the Helmholtz equation.

The Chapter 2 of this paper commences with an introductory overview of the fundamental principles
behind diffuse optics and the simulation of light propagation. The findings of the simulations of the
Radiative Transport Equation (RTE) and the Correlation Transport Equation (CTE) are presented in
Chapters 3 and 4, respectively. Chapter 5 of the study integrates and contrasts the two aforementioned
entities, while also conducting an analysis of the divergences in particular arrangements between the
two, despite the use of similar methodologies. The Chapter 6 concludes.



Background

2.1. Near-Infrared Spectroscopy

As the name implies, Near-Infrared Spectroscopy(NIRS) uses near-infrared light to detect the absorp-
tion and scattering properties of media. NIRS mainly concentrates on optical properties. Itis an emerg-
ing non-invasive monitoring modality based on the absorption of infrared light-emitting chromophores
[12]. In 1977[20], Jobsis and his team applied NIRS spectroscopy to measure cerebral hemodynam-
ics in humans, confirming that NIRS spectroscopy could be applied to probe the optical properties of
thicker tissues. Previously, NIRS had only been used to detect blood flow in shallow tissues.

In contrast to other methodologies, Near-Infrared Spectroscopy (NIRS) measures diffuse light, which
is scattered many times, and then individual photon trajectories are random walks. So they are esti-
mated by a diffusion equation. Consequently, this methodology is frequently denoted as diffuse spec-
troscopy (DOS). The main idea behind NIRS is to illuminate the tissue with light, measure the light
before and after it passes through the tissue, and then use a suitable model to explain the difference
between the incident light and the detected light.NIRS is generally divided into three categories de-
pending on the type of incident light and what the detector is measuring, which are Continuous Wave
(CW-NIRS), Frequency Domain (FD-NIRS), and Time Domain (TD-NIRS).

(@) continous wave NIRI (CW NIRI) (b) Frequency domain NIRI (FD NIR)) (C) Time domain NIRI (TD NIRI)
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Figure 2.1: Comparison of the three variants of NIRS[34]

The comparison of these three types of NIRS is shown in figure2.1. The CW systems use constant-
amplitude continuous light and use light attenuation to measure absorption. The main limitation of
CW-NIRS is that the measured drop in intensity may be from scattering and absorption, but we cannot

3
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separate these two effects.FD-NIRS systems use amplitude-modulated continuous light and measure
the attenuation and phase shift, or phase delay, to get information about absorption and scattering
properties.

TD-NIRS systems use extremely short pulses of light, which are on the order of a few picoseconds,
and measure the time-of-flight of individual photons to determine absorption, scattering, and the path
length of the photon to provide depth resolution. And the detected intensity profile is called Time Point
Spread Function (TPSF)T which will be described in detail in the following sections.

2.1.1. Basic Optics Theory

Before we start a more detailed discussion of near-infrared spectroscopy, we first review some of the
basic concepts and formulas of light involved in NIRS technology to better understand NIRS technology.

It is well known that light is an electromagnetic wave that is both fluctuating and particle-based, the
simplest being a monochromatic plane simple harmonic. Here we ignore the effects of spatial extent
and polarisation, and a one-dimensional scalar description of a light wave can be written that[16],

E(x,t) = Egcos(kx — wt 4+ ¢) = Re{EeFr—wt+9)} (2.1)
In practice, optical instruments measure the light intensity 1,

I(z) = (|E(z,1)]*) _ (|E(z,t)?) _ (E(x,t)E*(2,t)) _ B
7 2n 2n 2n

(2.2)

Where the quantity n = (u/¢€) fv, is known as the impedance of free space, and the E* is the complex
conjugate.
The sharp brackets denote the time average,

T—oo T

T
(f) = lim l/o F(t)dt 2.3)

Since the NIRS technique is based on the absorption and scattering of light, the absorption and scatter-
ing coefficients of the medium are measured to obtain the optical properties of the medium. So before
that, it is necessary to introduce the absorption and scattering of light.

Absorption

When light impinges onto matter, it will either be scattered or absorbed. When the energy of the photon
matches the energy level difference of the atom, the photon is absorbed and energy is released as
heat. This phenomenon can be qualified by using Beer—Lambert law, which is the fundamental law of
light absorption,

I(\) = Iy(\)e raMr (2.4)

Lambert’s law states that when light intensity propagates through a medium, the loss of light intensity
is proportional to the intensity and path length. Beer’s law states that the transmittance of a solution
remains constant if the product of the concentration and the length of the light path remains constant[1].
A modern derivation of the Beer-Lambert law combines these two laws and relates absorbance to the
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concentration of the attenuating substance and the thickness of the material sample.

The canonical form is,
_ I(A)
AN = loglo()\) = pa(A)p (2.5)

A()) denotes attenuation, or optical density, and defines —log% as the attenuation. Where I is the
light intensity measured by the detector and I is the incident light intensity emitted by the light source.
p is the source-detector separation and p, () is the absorption coefficient.

This law also states that in a solution, ., (\) is proportional to the concentrations of chromophores(light-
absorbing compounds).

fa(N) = Z ciei(N) (2.6)

where ¢; is the concentration of a chromophore and ¢; is the proportional term which is also called
extinction. Therefore, the attenuation of light in a medium is proportional to the concentration of the
absorbing medium and the concentration of light propagating through the medium. In addition, the ex-
tinction coefficient is a characteristic that determines the extent to which a species absorbs or reflects
radiation or light at a particular wavelength[22], it is wavelength-dependent so it can be simply written
as a function of the wavelength . This equation holds when the concentration is uniform along the
optical path, the chromophores are independent of each other and scattering is not taken into account.

Scattering

Scattering is divided into elastic scattering and inelastic scattering. Particles that undergo elastic scat-
tering continue to have the same energy and wavelength, the main types being Rayleigh scattering
and Mie scattering. In inelastic scattering, there is energy transfer, and the wavelength of the photon
is not maintained, a typical example is Raman scattering.

Rayleigh’s law of scattering applies to tiny particles whose size is much smaller than the wave-
length of light. It is scattering where the frequency and wavelength of the scattered light are the same
as the incident light and its intensity is inversely proportional to the wavelength A\* of the incident light.
Rayleigh’s law of scattering can be used to explain the blue colour of the sky and the yellow colour of
the sun[14].

When the size of the particle radius is close to or greater than the wavelength X of the incident light,
most of the incident light will be scattered along the forward direction, and this phenomenon is called
Mie scattering. The degree of Mie scattering is independent of the wavelength, and the properties of
the photon after scattering will not change.

A small proportion of the scattered photons, about one in ten million, collide inelastically with the
molecules of the medium, resulting in an exchange of energy and a change in wavelength, frequency,
and energy after scattering, known as Raman scattering[18].

Light is absorbed and scattered in human tissue. In human tissue, static scattering is mainly from
the skin, connective, and cellular organelles. Dynamic scattering is mainly due to the movement of
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red blood cells. The scattering coefficient n; describes the scattering properties of a material and is
defined as the inverse of the average distance a photon travels before it is scattered. Usually, we use
a simplified scattering coefficient u’, = us(1 — g) which is called reduced scattering coefficient, where
g is the anisotropy factor g = (cosf)) as the average of the cosine of the scattering angle.

2.1.2. Continuous Wave(CW-NIRS)

Continuous-wave near-infrared spectroscopy (CW-NIRS) operates through the emission of a continu-
ous beam of near-infrared light onto the specific tissue of interest, assessing the intensity of the reflected
or transmitted light. CW-NIRS allows for the non-invasive measurement of physiological parameters
such as tissue oxygenation levels, blood volume, and concentration of specific biomolecules by mea-
suring variations in light intensity. The principles of light absorption and scattering in the near-infrared
band of the electromagnetic spectrum are used in this technology to provide valuable insights into the
underlying biological processes. However, the CW system measures light attenuation simply by mea-
suring the intensity of the incident light and the intensity of the detected light. This reduction in intensity
can come from either scattering or absorption, and it is only possible to distinguish between these two
factors by making assumptions.

If human tissue does not scatter light, then the absorption coefficient can be calculated by the Beer-
Lambert Law. In reality, however, the scattering coefficient is far greater than the absorption coefficient
by several orders of magnitude, violating the premise of the Beer-Lambert Law that the medium is
non-scattering. So Deply et al. proposed a modified Beer-Lambert Law, which is as follows[11],

= —log 1 = pulp) + G (2.7)
0
Where the (p) = Bp is the mean optical wavelength, and B is the differential pathlength factor(DPF)
that explains the increased travel distance due to scattering. DPF depends on the scattering and ab-
sorption coefficient and is measured experimentally. And G accounts for losses due to scattering and
the measurement geometry.

The simplicity, portability, and real-time monitoring capabilities of CW-NIRS make it a versatile and
widely utilized tool in diverse research domains, including neuroscience, sports science, clinical diag-
nostics, and monitoring of cerebral hemodynamics.

The main limitation of CW-NIRS is that the measured decrease in intensity can come from both
scattering and absorption. If no assumptions are made about the medium, it is not possible to separate
these two effects based on the measurements. Frequency Domain(FD-NIRS) can solve this problem
to some extent.

2.1.3. Frequency Domain(FD-NIRS)

The FD-NIRS system uses amplitude-modulated continuous light and measures attenuation and phase
shift. This measurement method measures the intensity change and phase delay of the light as it
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passes through the tissue. Compared to CW-NIRS, the added phase shift results help to distinguish
between attenuation due to absorption and scattering effects.

2.1.4. Time Domain(TD-NIRS)

The TD-NIRS system uses a light source with very short pulses of light, which is on the order of a few
picoseconds, and measures the time-of-flight(TOF) of the individual photon to determine the absorp-
tion, scattering, and path length of the photons to provide depth resolution. When the pulse leaves
the tissue, it is delayed, attenuated, and broadened. As the input short laser pulse is very short, it can
be considered as a "point” in time, and how it propagates over time is also measured. The intensity
distribution detected by the short laser pulses passing through the tissue in TD-NIRS is the time point
spread function (TPSF). TPSF can be considered to be the impulse response of the medium. Some-
times the FD-NIRS and TD-NIRS are together called time-resolved spectroscopy (TRS).

In TD-NIRS, photons will spread through the tissue due to the absorption and scattering features of
the brief laser pulses. Some photons will pass through the tissue and directly reach the detector from
the light source, while others will penetrate deep into the tissue, and some will never get to the detector
due to absorption effects. In general, it is commonly believed that photons that arrive at the detector
late travel a more extended trip and penetrate deeper into the tissue. As a result, for multi-layered me-
dia, such as the human head depicted in figure2.2, we can choose the range of photon arrival times to
be measured by time-gating and only measure the change in intensity of just the late photons arriving
in the time range of interest. This enables the measurement of changes in optical characteristics in
deeper layers, which reduces the impact of undesired contributions on the measure.

Detector Optode

Skin
7
\ Skull
Source Optode > >
= CsF

Brain

Figure 2.2: lllustration of a typical measurement of the brain using diffuse light.[34]

An implementation of such a time-gated system spread structed by selb et al. in 2005[27], where
the researchers measured the intensity of a 500 ps time gate with a fast electronic shutter at seven
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different time delays. The measurements can also be used to reconstruct the TPSF.

Another more popular method of measuring the TPSF is the time-correlated single photon counting
(TCSPC) technique. A computer records the photon’s time of flight in a histogram. This process is
repeated until a sufficient number of photons have accumulated to reconstruct the TPSF’s shape in the
histogram, which is shown in the figure2.3..

Original Waveform

(Distribution of photon
probability)

Detector Wiz
Signal:
Period 1
Period 2 A
Period 3
Period 4 A_
Period 5 ‘

Period 6
Period 7
Period 8
Period 9 A
Period 10

Period N A

Result
after
many
Photons

Figure 2.3: lllustration of a typical measurement of the brain using diffuse light.[34]

2.2. Measurement using coherent light

NIRS relies on measurements of the average intensity of light, not its coherence properties. DCS uses
the coherence of light as a metric for dynamic properties of the medium such as flow and Brownian
motion.

2.2.1. Interference and Coherence

Prior to presenting the theory of DCS, it is essential to provide an overview of the fundamental optics
related with this concept.

Interference

The interference theory of optics is based on the theory of linear superposition of electromagnetic fields.
According to the principle of linear superposition, the electric field E produced by several different
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electromagnetic sources at a point in a vacuum is equal to the vector sum,
E=F+Ey+E3+..., (2.8)

where the F1, F,, Ej3,...are the electric fields separately generated by the different sources at that
point. Consider two series of plane harmonics of the same frequency w with electric fields,

Ey(z,t) = By elkr—wttor) (2.9)

Ey(x,t) = Egpeihr—wt+ez) (2.10)

where the quantities ¢; and ¢- are introduced to donate any phase difference between the two wave
sources. The two waves are said to be mutually coherent if the difference of the phases ¢; — ¢5 is
constant.

Here we will discuss monochromatic waves that are mutually coherent. From the previous discussion,
we know that the irradiance, also known as the intensity of the light, is proportional to the square of the
amplitude of the field, then we can write,

~ o~ % ~ o~ % ~ o~ % ~ o~ %

[ \EEY) _(BiE\)+(E3By ) +(E\Ey )+ (EoFh ) 2.11)
2n 2n '
— Egl + Egl + 2E01EO2COS(¢1 — ¢2) (212)
2n
=0+ L+ (2.13)

where I;5 is called the interference term, this term can make I larger or smaller than the sum of the
intensities, depending on the phase difference ¢; — ¢,.

Coherence

In the following discussion, we assume that all quantities are stable. And for simplicity, the polarisation
states of the two light fields are assumed to be the same in order to ignore the vectorial nature of the
light fields. We assume a simplified diagram of the light range in an interference experiment, taking t
to be the time required for one light signal to pass through the transverse path 1 and t + 7 to be the
time required for another light signal to pass through the transverse path 2, the interference term in the
intensity equation for light can be written as,

2R€F12(7’) (214)

where,
Tia(r) = (Br (D) E5(t + 7)) (2.15)

The function is called the mutual correlation function or correlation function of the two fields. And the
autocorrelation function, also called the self-correlation function, is written as,

L (7) = (Er() ET(t + 7)) (2.16)
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Sometimes it is more convenient to use a normalised correlation function, also known as the degree of
partial coherence. At this point, the peak is 1.

iy = ) (B ()

== _ T (2.17)
I'11(0) (EQ@)E" (1))

Note that this is a complex quantity. For example, the degree of coherence of a monochromatic wave
is,

Y11 = e T (2.18)
In general, the function a is a complex periodic function of 7, if a is not 0 will produce interference
fringes, coherence has the following types,

|72 =1 (complete  coherence) (2.19)
0 <|m2| <1 (partial coherence) (2.20)
[v12] =0 (complete incoherence) (2.21)

In reality, there is no absolute monochromatic light, no matter how good the monochromaticity of the
light there is a certain spectral width, called quasi-monochromatic light. As light waves are discontinu-
ous, but consist of many wave trains of finite length, the phase between wave trains is random, so the
same beam, with different time delays, has different coherence.

Coherence time is a concept related to the length of the wave train. The longer the coherence time,
the longer the wave train, and the narrower the spectrum resulting from the Fourier transform, the better
the monochromaticity. The nature of quasi-monochromatic light is that the vibration and its resulting
field change sinusoidally for a certain time 7, after which the phase changes abruptly.

The 7y is called the coherence time, and for electromagnetic waves, the coherence time is the time
at which a propagating wave (especially a laser or excitation beam) can be considered coherent, which
means that its phase average is predictable.

The coherence length, on the other hand, is the distance over which a coherent wave (e.g. an
electromagnetic wave) propagates to maintain a specified degree of coherence. In an interference
experiment, for interference fringes to be seen, the difference in optical range between the two beams
must be no greater than the value,

¢ty = ¢ (2.22)

The quantity /.. is the coherence length.
In the actual atom being emitted, the time between collisions is not constant, so in a more realistic

situation, we can define the coherence time as the average of the individual coherence times. The
same applies to the coherence length.

2.2.2. Dynamic Light Scattering(DLS) and Diffuse wave spectroscopy(DWS)

Dynamic Light Scattering(DLS), which is also called quasi-elastic light scattering (QELS) or photon
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correlation spectroscopy (PCS), The original form of DLS is to estimate particle size in the solution by
measuring its diffusivity or diffusion constant Dg. In biological applications, it can also be called Laser
Scattered Contrast Imaging (LSCI)[9].In the DLS technique, it is assumed that light is only scattered
once as it passes through the sample. Because of the Doppler effect, the scattered light waves are
frequency-shifted to different frequencies, depending on the direction and speed of the particle’s mo-
tion. As a result, the spectrum widens and the light becomes less coherent.

Another explanation is from the intensity autocorrelation function. If a particle is stationary, the
scattered field from one particle is in a different phase from the others and therefore produces an in-
terference pattern in the far field, which is also known as a scattering pattern. However, in fact, the
distance between particles in solution varies continuously with time as the small particles in suspension
undergo Brownian motion. Then we assume that the particle is moving and observe a single point in
the pattern. The intensity of this point will fluctuate due to the change in phase caused by the motion of
the particle. A change in phase difference will change the interference pattern. If we record the change
in intensity of the three shifts with time, we can learn the correlation between the intensity at t and t+7.
This property can be quantified by having an autocorrelation function.

The figure2.4 shows an interference pattern in the far field known as a speckle pattern.

Laser

)

Turbid medium

Speckle pattern
projected onto screen

Figure 2.4: Speckle Pattern[34]

Time-varying scattering and Doppler methods are different ways of looking at the same phenomenon,
and both techniques measure at a single point[5]. Although we can measure the spectrum directly, mod-
ern instruments offer better resolution by making measurements in the time domain, so we will discuss
the time-varying intensity of the scattering characterised by the autocorrelation function. Denote the
non-normalized field autocorrelation function by G,

Gi(r)=(E@{)E*(t+ 1)) (2.23)
where the E(t) is the complex amplitude of the field, for isotropic independent particles, the normalized
electric field temporal autocorrelation function (¢g1) at the detector is,

_ G _ BB+ 7))
2= 60~ EOF D) 220
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In fact, the data detected by the detector is the intensity, so we can obtain the non-normalized intensity
autocorrelation function G5,
Ga(7) = (L()I(t+ 7)) (2.25)

Therefore, the normalized intensity autocorrelation function is,

Gy W)
S e N RITOE (2.26)

According to the Siegret relation[6],
g2(1) = 14 Blg1(7)]? (2.27)

where 3 is a correction factor that depends on the geometry and alignment of the laser beam in the
light scattering setup, and under some certain, this relation can be written as,

ga(r) = 1+ |ga (7)[? (2.28)

The simplest way to measure intensity autocorrelation is to record the scattered light directly, with the
detector outputting a current proportional to the intensity of the light hitting the detector, and the intensity
autocorrelation can then be calculated from the measured intensity over time. At lower light intensities,
photon counting can also be used, where the detector outputs a pulse when a single photon is detected.

Diffuse wave spectroscopy(DWS) was also originally studied in the context of particle motion and
size, like DLS. DWS technology has been used to study the collective dynamics of materials[17], food
science[8], biomedical applications[26], and other fields.

DWS eliminates the assumption that light is only scattered once from a medium and complements
DLS, which posits that light’s firm multiple scattering limits and propagation through tissue may be de-
scribed as a scattering process. DWS, like DLS, captures the light intensity from individual scattering
sites over time and measures the autocorrelation function. The distinction is that DWS does not have
a well-defined scattering angle due to multiple scattering. Furthermore, the angular dependency and
polarisation properties of scattered light in turbid media are hidden, and the dynamic parameters of
the medium have an intensity characterization of the scattered light. Furthermore, in contrast to DLS,
DWS measurements are sensitive to fluctuations in the medium on length scales much smaller than
the wavelength of light and these fluctuations can be detected on a very wide range of time scales[17].

The basic experimental setup of DLS and DWS are shown in figure2.5. A coherent light wave
impinges a volume and is scattered to all directions. The detector is placed at an angle ¢ from the light
path of the light source to measure the scattered light in DLS, while there is no certain scattering angle
in DWS.
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Figure 2.5: (a) Experiment schematic for DLS.(b) Experiment schematic for DWS[34].

2.2.3. Diffuse Correlation Spectroscopy(CW-DCS)

Continuous wave diffuse reflectance correlation spectroscopy(CW-DCS), like DLS and DWS, uses a
continuous wave laser source. This technique is often referred to in the literature simply as "DCS”, but
is also referred to as "CW-DCS” in order to distinguish it from time-domain diffuse correlation spec-
troscopy. In fact, 'diffuse correlation spectroscopy’ is a renaming of DWS.

The term ’DCS’ has become the term used in the field because it better describes the underlying
signal acquisition process which relies on diffuse photon correlation.

Studies of depth-resolved DCS [34] have shown that normalized electric field autocorrelation func-
tions for different path lengths can be obtained by,

gi(r,s) = ewp(-ék2<Ar(T)2>l%) (2.29)

where s is a photon’s path length, k is the wavenumber of light, (Ar(7)?) is the average displacement
squared of the scatters in time 7, and [* is the transport mean free distance (TMFP).

For a long time, red blood cells were considered to be in Brownian motion rather than random flow due
to the multiple scattering of red blood cells in different vessels[4]. For Brownian motion,

(Ar(T)?) = 6DpT (2.30)
Where Dgp is the Brownian Motion coefficient, so g; can be written as,
gl(7,s) = exp(=2p'sk*DpsT) (2.31)

Modern iterations of CW-DCS use a different form of theory from that presented in the previous section,
although the solutions are largely the same. the assumptions made in DWS theory are too restrictive
and in some cases do not fully explain the experimental data, such as the backscattering geometry.
In 1992, Ackerson et al. proposed an approach that suggested that, mathematically, correlations are
transported through the medium in the same way as light, and proposed a correlation transport (CT)
equation, which is similar to the radiative transport equation(RTE), which will be discussed in the sub-
sequent discussion. Under certain conditions, this approach can be simplified to the single scattering
theory of DLS and the multiple scattering theory of DWS, and can also use the same mathematical
tools as for radiation transport, making it more widely applicable.
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2.2.4. Time-Domain Diffuse Correlation Spectroscopy(TD-DCS)

TD-DCS uses laser pulses as a light source and simultaneously measures TPSF and autocorrelation,
which are similar to TD-NIRS and pulsed DWS. We can then use the photon scattering theory devel-
oped for TD-NIRS to directly estimate tissue optical properties. Therefore, a large portion of the error
in estimating dynamical properties caused by imprecise optical property values is eliminated[31].

For TD-DCS, the photon time of flight(TOF) and the absolute time of arrival are recorded, where
the TOF histogram makes it possible to calculate the TPSF and estimate the optical properties. The
absolute arrival time allows us to calculate autocorrelation functions and estimate dynamic properties.

And the third advantage is from time-gating techniques. By using time-gating techniques, the dy-

namics of particular layers of interest can be estimated.
Figure2.6 shows the conceptual illustration of time-domain diffuse correlation spectroscopy.

Intensity temporal autocorrelation curves at

ﬁ different time-gates for TD-DCS analysis
]
I
i TPSF for TD-NIRS analysis
i /
il
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ke Time correlated
Train of long-coherence single photon
length laser pulses counting detection
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path at time t

/ (dashed) and
t + T (solid)

Figure 2.6: lllustration demonstrating the concept of time-domain diffuse correlation spectroscopy[31].

2.3. Modeling light transport

Analysis of photon transport in biological tissues can be carried out either by numerical modeling
through Monte Carlo simulations or by the radiative transfer equation (RTE). However, solving the
RTE requires the introduction of approximations and a common approximation is the diffusion approxi-
mation. Overall, the solution to the photon transport diffusion equation is more computationally efficient
but not as accurate as Monte Carlo simulations[38].
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2.3.1. Diffusion Theory

radiative transfer equation (RTE)

The application of radiative transfer theory to describe the propagation of light in turbid media has met
with greater success. In the RTE form, light propagation is treated as a flow of discrete photons which
are absorbed or scattered by the medium. This theory only explains the transmission of light energy,
ignoring the amplitude and phase of the wave, as well as diffraction, interference, and polarisation.

The diffusion approximation (DA) is a widely used method that employs the Radiative Transfer Equa-
tion (RTE) as a model to describe the forward propagation of photons[29]. In terms of computational
efficiency and accuracy, the diffusion approximation offers significant advantages, due to these advan-
tages, it has been widely employed and is now the foundation for many applications based on data
analysis theory.

The RTE can mathematically model the transfer of energy as photons move through the tissue and
can be derived from the law of conservation of energy. the RTE states that a beam of light loses energy
through absorption and scattering away from the beam, and gains energy from scattering from the light
source and pointing beam[38]. Assuming that the scattering is elastic, the RTE can be written as,

10L(r,t,3)

LR 5 VL 8) = (o L0 88) [ LOVLOPE AR S(8) (232)

4m

In this equation, the light radiance L(r,t, §) is the core dependent variable quantity which will be sim-
ulated in this report, which is defined as the light power unit area traveling in the direction of s at the
position r and time ¢.

A Py approximation can be employed to reduce the complexity of the RTE(2.32). In this method, L is
Written as a series expansion of spherical harmonies Y},,,(with coef ficient ¢,,) which is truncated
at I=N[13]:

L0r,1,8) = oy 2 i 0)Yim (9) (2:33)
7
When L(r,t, §) is nearly isotropic,the P; approximation, where N=1, is valid, then the equation can be

written as ) 5
In the equation2.34, ®(7,¢)(W - em™?) is the photon fluence rate, and J(r,¢)(W - cm~2) is the photon
flux,

L(r,t,5) = J(r,t) -5 (2.34)

D(r,t) = / L(r,t,8)ds = oo (2.35)
4
and,
J(r,t)z/ L(r,t,§)3ds (2.36)
4

1

V2

J(r,t) - § is the power per area traveling in the direction of s at the position r ant time ¢.

(p1-1 — P11)7 + 102
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A continuity equation derived from integrating equation (1) over all solid angles relates photon fluence
rate and flux,
10®(r,1)
v ot
Where S(r,t) S(r,t) denotes the total power per volume radially radiated from position r at time ¢. Sub-
stitute Eq.2.33 into Eq. 2.32 and assuming an isotropic light source, the Fick’s law of diffusion can be
obtained,

F VI t) + pa®(r, t) = S(r,t) (2.37)

Vo(r,t) = =3(ta + p,)J(r, 1) (2.38)
Then, the photon diffusion equation for the photon fluence rate can be written as[13],

VDOVEEH) - ()2, 0) ~ 25D = (e (239)

Where D is the diffusion coefficient, which is defined as,

1

D:i,
g

(2.40)

It is worth noting that in turbid samples such as biological tissue, the scattering time is much more
than the absorption event, i.e., u’. > u,, in which case the diffusion equation can approximate the
radiation transport equation.

Another assumption in applying diffusion theory to RTE is that the time for a substantial change in
current density in the main scattering medium is much longer than the time to traverse a transmission-
mean free range. This assumption also requires the medium to be turbid.

Therefore, the assumptions required to characterize photon behavior by the diffusion equation intro-
duce uncertainties, and as the absorption coefficient increases and the scattering coefficient decreases,
the propagation of light through the medium no longer meets the precondition that there are far more
scattering events than absorption events, the diffusion approximation will become less accurate[39].
Concerning the errors in the application of diffusion theory to calculations, Lihong VWang and his team
showed that diffusion theory and similarity relations can provide accurate results when the photon
source is isotropic and deep enough in the medium[30]. These conclusions have inspired a new theory
combining Monte Carlo simulations and diffusion theory called the hybrid model[37].

In practical applications, many situations of interest involve different types of light sources, tissue
sample types and complex illumination geometries. It is often necessary to make assumptions about
the parameters and boundary conditions involved to obtain an analytical equation for the RTE. How-
ever, in such cases, even if an analytical solution can be obtained, it is still very complex.

Correlation transfer equation (CTE)

DCS uses the coherence of light as a metric for dynamical properties of the medium such as flow and
Brownian motion.

Formally, DCS relies on the fact that the temporal correlation of light fields in turbid media also
obeys the diffusion equation, albeit differently from that used for absorption and diffusion spectroscopy.
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It has been suggested that correlations are also transmitted through the medium, which is similar to
light transport, The steady-state equation is,

V-GT(r 3,78+ (e + ps)GT (r,5,7) = (2.41)

Qr.8) + s / G (r, 8\ 7)g (55

’ /

,7)f(3,8)ds (2.42)

This equation is valid for CW sources and equilibrium systems

(07

V(D(r)VGl(r7 T)) - (/J,a(l') + 3

k(AP (TG (r,7) = S(r, ) (2.43)

The advantage of this formulation is that it not only reduces to the single-scattering theory of DLS and
the multiple-scattering theory of DWS under suitable conditions, but it also allows the correlation to be
analyzed using the same mathematical tools as the radiation transport equation, which has broader
applicability.

The diffusion approximation mentioned above of the RTE can be employed as such a mathematical
method. Similarly, the appropriate transport equation in a turbid fluid can be approximated as the
applicable diffusion, which is

_

( 50 V2 4 g + 2ukaDpT)Gy(r,7) = S(r) (2.44)

S

Comparing this with the light diffusion equation, it can be seen that in addition to the absorption term pa,
we have a "correlated absorption” term 2. k2a DT, which explains the decrease in correlation during
“correlated diffusion”.

Because this approximation employs the same formal and mathematical technique as the RTE’s dif-
fusion approximation described in the preceding section, the conditions of applicability and advantages
and disadvantages of the CTE’s diffusion approximation are also the same.

2.3.2. Finite Element Simulations

The finite element method (FEM) is a popular numerical method for solving differential equations in
engineering and mathematical modeling. It can be used to solve the light density diffusion equation.
To mathematically model a physical problem using this method, certain assumptions must be made,
resulting in differential equations that control the mathematical model. Finite element analysis provides
an approximate solution to this model. Because the finite element method is a numerical technique, it
is important to assess the accuracy of its solutions[19].

To introduce the progress of using FEM to simulate light transport, we start with the diffusion ap-
proximation mentioned in previous section, and write it in the frequency domain,

—V  k(r)Vo(r,w) + (pa(r) + YO (r,w) = qo(r,w) (2.45)

em(T)
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This diffusion equation in the FEM framework can by written as a system of linear algebra equations,

w 1
(K(K)+C(ua+a)+ﬂF)<I>—qo (2.46)
Where the matrices K (x), C(uq + f and F are,
K = /QK(T)VUZ-(T) -V, (r)d"r (2.47)
Cij = [ () + sl )us ) (2.48)
Q em(r)
Fyj = f wi(ryu; (r)d"~'r (2.49)
a9
and the source vector gy has terms,
i = [ witr)an(r)ds (2.50)
Q

FEM simplifies the radiative transport equation by assuming isotropic light transport. The advantage of
this method is its computational efficiency, providing accurate results at regions distant from the light
source. However, the implementation of the FEM can be technically demanding and its accuracy is
limited in proximity to the light source[33].

One example of FEM-based simulation is the Near Infrared Fluorescence and Spectral Tomogra-
phy (NIRFAST), which provides a comprehensive modelling and image reconstruction framework for
single- and multi-wavelength optical or functional imaging. NIRFAST utilizes FEM to simulate the prop-
agation of light through biological tissues.Figure 1 shows a flow chart indicating the specific commands
within the software package NIRFAST. The previous studies have shown that NIRFAST is capable of
2D and 3D examples of single-wavelength as well as multi-wavelength spectral modelling and image
reconstruction[10]. Figure 2.7 depicts the flowchart that demonstrate the particular commands of the
software package NIRFAST, as well as the overall structure of the routines.
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Read nodes and elements N
L 2
Assign optical properties >- load_mesh.m
+
Assign source and detectors
-
L 4
Run forward model I femdata.m
v
Save boundary data save_data.m

Figure 2.7: Flowchart of the sequence and commands used in NIRFAST for a generalized forward model[10].

Another example is using COMSOL Multiphysics (Version 5.4a)[35]. In this research, we use finite
elemental method (FEM) to construct microvascular bilayer skin tissue progression. What kind of time-
related light scattering method and generated point light source illumination sum-correlation diagram.
In addition, computer analysis was performed to clarify the accompanying skin surface blood flow ve-
locity, hair vessel depth change, and BFI-like change.

The results of this study show that BFI shows proportional changes in the inlet blood flow velocity
through the capillaries but does not vary significantly with capillary depth.

2.3.3. Monte Carlo Simulation

Monte Carlo simulation is a fundamental and general method for modeling light in tissue. In the typical
MC modeling process, the movement of light within tissue is simulated by following the random path
taken by photon packets as they move through a modeled tissue[40]. Because Monte Carlo simulation
is applicable to arbitrary 3D configurations of tissue properties and source-detector localization, it is
considered the 'gold standard’ of modeling. As the Monte Carlo model is not involved in this paper,
only a brief overview is given.

For cases where an analytical solution of RTE cannot be obtained, numerical techniques can be
used to solve the problem. Photon migration based on Monte Carlo simulation methods is the most
widely used method[28],such as an application using Monte Carlo Model to solve radiative transfer
equations in biological tissues [23].

The figure2.8 shows an example of Monte Carlo Simulation for photon migration.
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Figure 2.8: Schematic diagram of Monte Carlo simulation of photon migration[36].

One of the critical points in MC simulations is defining a new photon direction after each scattering
event. One of the most popular solutions is to use the Henyey-Greenstein phase function [2].

In the biomedical field, there are already many teams applying Monte Carlo simulations to solve
practical problems[9]. Utilizing the Monte Carlo (MC) approach in the context of photon migration
presents several notable benefitsll including effective modeling of light in turbid media, simple simula-
tion algorithms, versatility for real-world transport, and compatibility with any albedo and SPF.[28].

However, there are disadvantages to using Monte Carlo simulations for photon migration analysis.
To get a statistically significant result we have to get a lot of data, which means we have to track millions
of photon tracks, so Monte Carlo simulations can be very slow, and a Monte Carlo simulation can take
hours or even days.

2.4. Summary
The main objective of this chapter is to present a comprehensive overview of the essential concepts
associated with diffuse optics.

Additionally, it gives a concise introduction to the concepts of near-infrared spectroscopy (NIRS) and
diffuse correlation spectroscopy (DCS). Furthermore, this section also introduces frequently utilized
methodologies for simulating light transmission, including diffusion theory, finite element methods, and
Monte Carlo simulations. These theoretical foundations underpin the fundamental research content of
this paper.



Case Study: Simulation of RTE

The primary objective of this chapter is to examine the application of the finite element method in
simulating the diffusion equation for the radiative transfer equation (RTE). As previously stated, the
Radiative Transfer Equation (RTE) can quantitatively represent photons’ energy transfer as they prop-
agate through biological tissue. In certain circumstances, diffusion theory can effectively approximate
the RTE, leading to the derivation of the diffusion equation.

This chapter aims to investigate the research questions presented in Chapter 2, specifically ad-
dressing the validity of the diffusion approximation equation in modeling the Radiative Transfer Equa-
tion (RTE) using a finite element model. What impact will variations in model parameters exert on the
outcomes of the simulation? This section of the study comprises multiple components. The focus of
this study pertains to the development and refinement of models, the curve fitting of data, and the com-
prehensive analysis and summarization of errors. Furthermore, this paper examines possible factors
contributing to the occurrence of errors.

3.1. Problem

The utilization of diffusion approximation for solving the radiation transport equations is extensively em-
ployed due to its notable benefits in terms of computational efficiency and precision. This section aims
to develop a concise and effective finite element model for the simulation of the Radiative Transfer
Equation (RTE) using the diffusion approximation. Furthermore, the objective is to investigate model
parameters’ impact on the simulation outcomes’ accuracy and reliability.

The fundamental form of geometry is single-layer geometry, as depicted in Figure 1, which illustrates
the geometry employed in solving the Radiative Transfer Equation (RTE) within this context.

21
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Turbid medium

y z=0}f"

S

Figure 3.1: Geometry of the Simulation[7]
Set p = 0 while solving the transmission. And set the light source according to the simulation needs.

An important assumption mentioned before for employing the diffusion approximation to solve the
Radiative Transfer Equation (RTE) is that the detection point is sufficiently distant from the boundary,
ensuring its "deep enough” placement. Hence, an investigation is conducted to examine the impact of
the distance from the boundary, namely the plate geometry’s thickness, on the solution’s precision. The
concept of "infinity” is considered an ideal assumption, and in the simulations, the width is intentionally
set to a significantly greater value than the thickness. This is done to mitigate the potential impact of
width on the results.

Furthermore, defining the mesh is a crucial step within the realm of finite element analysis. There-
fore, this chapter will also examine the impact of mesh dimensions.

3.2. Methodology

The Coefficient Form PDE provides a general interface for specifying and solving numerous well-
known partial differential equations in coefficient form. Many partial differential equations from physics
and other domains can be converted into a generic form with second-order derivatives in time and
space. Such partial differential equations can be defined in COMSOL Multiphysics by setting the coef-
ficients of different orders of derivatives. The model was executed on the TU Delft cluster due to the
constrained computational capabilities of home computers.

To determine the parameters p, and /J; for a given tpsf, one can employ a fitting algorithm. Addi-
tionally, it is possible to investigate the simulation method and compare its outcomes with the analytical
solution. This comparison allows for an examination of the error magnitude and the trend of change
between the simulation results and the analytical solution. Furthermore, an analysis of the potential
causes for the observed error can be conducted. It is important to acknowledge that the amplitude
of the curves is contingent upon time, necessitating the normalization of the curves throughout sub-
sequent fitting procedures. It is noteworthy to mention that the conditions employed in the analytical
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solution correspond to the conditions simulated in the COMSOL model.

The least squares approach is a widely used technique in regression analysis. It aims to find the
best approximation for the solution of overdetermined This is achieved by minimizing the sum of the
squared residuals in each equation’s outcome. The primary application of this method is in fitting data
to a model. The formal discovery and publication of the method of least squares is attributed to Adrien-
Marie Legendre.[24].

The Isqcurvefit in MATLAB is a computational tool utilized for solving nonlinear curve fitting issues
by the method of least squares, the basic function is,

min ||F (z, data) — ydata||3 = min(F(z, zdata;) — ydata;)? (3.1)

The coefficient x of the problem is determined by solving a function that involves constructing an equa-
tion and data, as well as defining the input data xdata and output data ydata inside the dataset.

3.3. Simulation

The Helmholtz equation is used to solve the flunce rate ®(r, t)

d®(r, 1)

VA(D(r)VO(r,t))—pa(r)®(r, t)- e =S(r,t) (3.2)
Where S is the source term[32],
__ 1 W A (t—e)? _
S = 2 1 exp( 2 )o(r — 1o) (3.3)

And p, and /l; (with M; = 3%) are the coefficient which will be fitted while curve fitting, v is the velocity
of light in the tissue, which is,

v =

(3.4)

o 3o

The index of refraction n of biological tissue is about 1.4.

Studies have shown that when the tissue is irradiated with light with a wavelength of around 630nm,
the interaction coefficients of mammalian soft tissue are in the range of 0.001mm = < u, < 0.5mm=1,
35mm~! < ps < T0mm~! and 0.7 < g < 0.99.[25]. For the values of the diffusion coefficient and
absorption coefficient of different tissues, the data from [32] of i, = 0.021mm ™" and p, = 1.81mm’
were used to simulate in this report, which were also within this range.

After entering the tissue, the photons travel through the tissue along random walk pathways. Each
photon travels through a straight-line segments and its propagation direction changes suddenly and
randomly. Meanwhile, some photons are absorbed. The average length of the straight-line segments
is defined as the photon random walk step or the transport mean free path (TMFP)[13], zo, which is

o= (3.5)
Mg
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The assumption of an isotropic source in the diffusion model is violated when light is directed from a
collimated source. In terms of this light source, it is a good approximation to replace it with an isotropic
point light source positioned at a specific depth, denoted as z, [15].

According to the definition of the absorbing coefficient, the average distance that photons travel in
the tissue before being absorbed is [, which is[34],

(3.6)

If the size of the mesh is too large, the model will not be able to simulate as well as possible how
light is scattered and absorbed in the tissue. Therefore, based on the definitions of z; and [,, it is nec-
essary that the largest value of the mesh size does not exceed the minimum value between these two.
In other words, the mesh size must be less than or equal to zj.

The boundary condition of the model is also necessary to take into account. Near the boundary,
the radiation is no longer isotropic. In this case, the diffusion equation must be modified to allow for
Fresnel reflection at the interface. Photons typically do not re-enter the tissue after traveling away from
the tissue into the air. As a result, the incoming irradiance at the barrier is due to the Fresnel reflection
of radiation flowing toward the boundary.

the incoming irradiance J describes the total light power per unit area traveling into the diffuse
medium at the boundary[21], which is written as,

/g.M L(8)3 - (=n)ds,

Jin =
[ Brvna)L5) - (s
8-a>0
Where Rp..snei(8) is the Fresnel reflection coefficient for light incident upon the boundary in a direction
§ from within the medium. The partial flux boundary condition, which is also known as Robin boundary
condition
¢ =zpn- Vo (3.7)

The equation 3.7 shows the fluence rate at the boundary, where the term z, is the z-coordinate of the
boundary, and 7 is a unit normal vector from inside the tisse to outside. z;, is defined as,

. 22:0(1 + Reff)

7 31— Reyy) (3.8)

Where R.;; is the effective reflection coefficient that accounts for the index mismatch between the
diffusing medium and the air. R.s; can be calculated by,

Repp = —1.4399 % n= 4+ 0.7099 * =" 4 0.6681 + 0.0636 * n; (3.9)

The extrapolated-zero boundary condition might be considered a more straightforward boundary con-
dition. The flux rate is approximated using a Taylor expansion up to the first order near the border[13].
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The first-order derivative term is obtained from the partial flux boundary condition.

O(z=—2,)=0

(3.10)

Using the "new” zero flux interface facilitates the application of graphical techniques to derive analytical
answers for diverse geometrical configurations. The extrapolated zero boundary condition is fulfilled

Fluence Rate

Air Tissue

J"
.

by introducing a negative image point source at z, = —(22;, + z0) (as depicted in Figure 3.2).

-Zb Z0

Figure 3.2: Schematic diagram of extrapolating zero boundaries[13]

The extrapolated boundary condition suggests that the average diffusion intensity is equivalent to
zero at the extrapolated boundary situated beyond the turbid medium, at a distance ze¢ defined by,

ze = 2AD

where the coefficient A is defined as,

_ (1+R)
~ (1-R)

(3.11)

(3.12)

The Figure.3.3 shows that employing the geometry with L = 1mm as an example of the 2D plot,
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Figure 3.3: Simulation Result

mm

After making adjustments to the geometry and rerunning the model, it can be observed that the 2D
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plot depicting the intensity distribution has changed, which is shown in Figure.3.4.

Time=5 ns Surface: Dependent variable u (W/m?) e
mm T T T T T T T
55 - . x107®
50 - 1 45
45+ T
40
40+ T

35k T 35

30 ]

30

25 =

20+ 1 25

15+ -

1ol i 20
o m ] ”
ol N
sl | 10

-10 + 7 5

-15 T

1 1 1 1 1 1 1
60 -40 20 0 20 40 mm

Figure 3.4: Simulation Result with thickness s = 10mm

The geometric dimensions research kept the mesh size and the simulated Helmholtz equation con-
stant. The mesh size has a maximum value of 0.1 mm. The thicknesses of the geometry of 2 mm, 5
mm, 10 mm, 20 mm, 30 mm, 40 mm, and 50 mm were chosen for the simulation based on the usual
sizes of actual biological tissues, and the data collected from the simulation were fitted to the theoret-
ical function of the fluence rate. Based on the previously discussed approximation of substituting a
collimated beam with an isotropic point source located at z = 2z, the type of source can be changed

by adjusting the position of the point source.

For an isotropic point source, the simulation results with various dimensions is shown in the Fig-

ure.3.5.
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Figure 3.5: Simulation Results When Source is Isotropic Point Source and Thickness Changes
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For a collimated beam, simulation results of different thicknesses is shown in Fighre.3.6.
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Figure 3.6: Simulation Results When Source is Collimated Beam and Thickness Changes
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In order to investigate the impact of mesh dimensions on the simulation outcomes, it is imperative

to maintain constancy in the other factors, including geometric dimensions with L = 20mm. And as
discussed before, the mesh size should be less than or equal to zj.

Introduce a parameter meshpara, with

20

mesh

stze =

meshpara

with meshpara =1,2,3,4,5.

(3.13)

According to the established definition, an increase in the value of meshpara corresponds to a finer

mesh. The results are shown in Figure.3.7, where Figure.3.7a depicts the entirety of the plot while
Figure.3.7b provides a more detailed representation of the plot.
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Figure 3.7: Simulation Results While Changing Mesh Size



3.4. Curve Fitting 28

The results of curve fitting will be discussed in subsequent sections.

3.4. Curve Fitting

When the light source is a short pulse of light from an isotropic point source, the fluence rate can be

written as,
2

4Dvt
Since the source is a short pulsed laser source, the fitting process commences by inverse convolution
of the simulation results with the source term. Plot the simulation results and the analytical solution
on one single graph to facilitate comparison, employing the geometric dimension of L = 20mm as an

¢ = v(4wDut) "3 2exp(— — pqvt) (3.14)

instance, shown in the figure in Figure.3.8.
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Figure 3.8: Comparison between Simulation Results and Analytical Solution When Source is Isotropic Point Source

When the light source is a collimated beam, the time resolved transmittance is[7],

0
T(p,t) =—qG-Falp,z =s,t) = 747TD£U(1(,0, z=8,t) (3.15)
where Uy is,
Ud(Z, P t) = Ud+(z7p7 t) + Ud—(ZWPv t)a
2 m=+oo
verp(—ptavt — 157) (z = Z+.m)”
U t — v s
d+(z7 p7 ) 47_[_(47_[_th)3/2 nL:Z_OO ecp[ 4th ]’ (316)
2 :+OO
_veap(—pavt — ghp) " (=2 m)?
Ug— (Z; Ps t) - 47T(471‘th)3/2 m;m eCp[ 4 Dot ]

The analytical solution to the diffusion equation involves the utilization of an extrapolated boundary
condition. This condition assumes that the average diffuse intensity is zero at a distance of z, = 2AD
from the boundary of the flat plate. This condition can be achieved by employing either an isotropic
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point source positioned within the flat plate or by utilizing an unlimited number of dipoles distributed
throughout an infinite diffusion medium. Each pair of dipoles corresponds to a combination of positive
and negative sources and exhibits identical optical characteristics. Then, the average scattering inten-
sity can be partitioned into two constituents generated by the positive and negative sources. In the
expression of Uy, for the positive sources,z. ,, and z ,,, are[7],

Zym =2m(s+2z.) + 20 for positive sources (3.17)

Zym =2m(s+ 2z.) —2z. — 29 for mnegative sources (3.18)

It is necessary to fulfill the supplementary boundary condition of ¢ = 0 besides other requirements.
This condition can be resolved by incorporating the inclusion of dipoles in close proximity to the plane
located at z = 2d. However, the boundary requirement at z=0 is no longer satisfied for t>2d/c. In or-
der to met the boundary conditions at all times, it is necessary to incorporate an endless number of
dipole pairs. The quantity of light sources needed in practical applications is contingent upon the optical
properties of the plate and the designated time frame for calculating reflectance or transmittance values.

So the expression of the transmission can be written as[7],

2 —+o0 2 2
exp(—uavt) B 4g t Z1,m 22m
T(p,t) = r E , - — Zom —— A
(pa ) 2(47TDU)3/2t5/2 mzfoo[zl,mezp( 4th) 22, Lefl?p( 4D’Ut)} (3.19)
where,
21,m = —2ms — dmz, — 2 (3.20)
Zo.m = —2ms — (4m — 2)ze + 2o (3.21)

For comparison, the simulation results and the analytical solution are depicted on a single graph, as
illustrated in Figure.3.9. The geometry used in this analysis has a thickness of 20 mm and a maximum
mesh size of 0.1 mm. The results of curve fitting will be shown in the next section.
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Figure 3.9: Comparison between Simulation Results and Analytical Solution When Source is Collimated Beam
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3.5. Results

In this section, the effect of geometry and mesh size on the accuracy of simulation results in this finite
element simulation approach will be explored. The smaller the error, the higher the accuracy

Thickness(mm) | s, (x10 3mm ") Error | pa(x1073mm=1) | Error
20 1810.6 0.03% 23.0887 10%
30 1810.1 0.0055% 22.2849 6%
40 1799.3 0.59% 21.8549 4.1%
50 1821.8 0.65% 21.9571 4.6%

Table 3.1: Isotropic Point Source: Fitting Results and Errors of Coefficients(,u's and u,) While Changing Thickness

The results of curve fitting and the corresponding errors, which are compared with the reference
value, are presented in Table 4.1.
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Figure 3.10: Plot of Fitting Results and Errors

Table 3.2 displays the reduced scattering coefficients produced by fitting the simulated data and the
error trend between the fitting results and the original values of the reduced scattering coefficients (1)



3.5. Results

31

Thickness(mm) | s, (x10 3mm™1) Error pa(x1073mm=1) Error
2 3929.5 117.10% 71.8876 117.10%
5 2373.2 31.12% 3.6688 82.53%
10 2072.3 14.49% 10.3781 50.58%
20 19711 8.90% 16.5445 21.22%
30 1930.4 6.65% 18.1461 13.59%
40 1933.2 6.81% 19.3936 7.65%
50 1912.8 5.68% 19.7222 6.08%

Table 3.2: Collimated Beam: Fitting Results and Errors of Coefficients(;/s and u, While Changing Thickness

The comparison of the fitting results with the original values is represented by a line graph, which
is shown in Figure 3.11a. Where the blue line shows the fitted values and the orange line shows the
original values. The trend of the error of the simulation results and the analytical solutions is shown in

the 3.11c,
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Figure 3.11: Plot of Fitting Results and Errors
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The comparison of the fitting results to the original values and the trend of the error demonstrates
that the simulation’s accuracy improves as the geometry develops. When the dimension is very small,
which is less than or equal to 10mm, the simulation results is very inaccurate. And at a thickness of 20
mm, the scattering coefficient error is less than 10%, and the absorption coefficient error is less than

10% when the thickness 40 mm.

In the study of the effect of mesh size on the simulation results, the geometry kept constant. Ta-

ble.3.3 shows the curve fitting results and the error.

Meshpara | p,(x10~3mm=") | Error | u.(x10~3mm=1') | Error
1 1970.7 8.88% 16.457 21.63%
2 1954.1 7.96% 16.124 23.22%
3 1940.8 7.23% 15.8204 24.66%
4 1956.4 8.09% 16.2161 22.78%
5 1978.6 9.31% 16.6347 20.79%

The Figure.3.12 illustrates the outcomes of the fitting process in comparison to the reference values

Table 3.3: Fitting Results and Errors of Coefficients(,u; and p, While Changing Mesh Size)

when the mesh size increases, as well as the the observed patterns in the errors.
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Figure 3.12: Plot of Fitting Results and Errors While Changing Mesh Size
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When mesh sizes is less than or eual to zg, the size of the mesh has no significant effect on the
simulation results. In addition, the error is essentially consistent with the proportion of the error corre-
sponding to 20 mm in the dimension analysis in the preceding section.

3.6. Summary

This chapter examines the simulation of the diffusion equation of Radiative Transfer Equation (RTE)
using the Coefficient Form PDE in the COMSOL Multiphysics 5.6. The diffusion coefficients and absorp-
tion coefficients of the tissues are determined by fitting the simulation results using the least squares
method through the Isqcurvefit function in MATLAB. These coefficients are then compared with the
reference values. This study investigates the influence of geometry and mesh size on the results of
simulations while using the Finite Element Method for simulating the diffusion equation. Various tem-
poral resolutions and fitting functions were also tested ane selected and chosen during the experiment.

The results indicate that when exposed to collimated light, there is an inverse relationship between
the geometric size and the discrepancy between the simulation results and the reference value. Con-
sequently, larger geometric sizes yield more precise simulation results. Conversely, when subjected
to an isotropic point light source, no discernible trend emerges between the geometric size and the
accuracy of the simulation. Thus, the impact can be deemed negligible. When the mesh size is smaller
than or equal to 2y, there is no discernible correlation between the simulation accuracy and the mesh
size. Additionally, the simulation accuracy remains unaffected by changes in the mesh size.



Case Study: Simulation of CTE

In this chapter, the simulation of the correlation transfer equation (CTE) diffusion equation in COMSOL
Multiphysics 5.6 using Coefficient Form PDE is performed, similar to the previous chapter’s simulation
of the RTE. The simulation results are subjected to fitting utilizing the least squares method by using
the Isqcurvefit function in MATLAB. Subsequently, the value of BFi is ascertained and compared to
the reference value. This study examines the impact of geometry and mesh size on the outcomes of
simulating the correlation transfer equation (CTE) within the finite element method framework.

4.1. Simulation

The correlation transport equation can be simplified to the correlation diffusion equation when con-
sidering the correlation fluence rate (G), the diffusion equation simulated in this section is,

[V (D(OV) = prall) = Sk (Ar* ()]G (r,7) = =5 (1) (4.1)

As mentioned earlier, the Brownian diffusion coefficient, denoted as Dpg, characterizes the diffu-
sion of particles in a medium. The parameter a quantifies the fraction of photon scattering events that
arise from the motion of particles inside the medium. In the field of biological tissue research, aDp
is commonly referred to as the blood flow index(BFi)[34], serving as a quantitative indicator of tissue
perfusion. In prior research, the typical range for the value of DB or aDB has been observed to be
between (1 ~ 3) x 10~8cm?/s[3][13]. Therefore, in this report, a value of aDp = 2.5 x 10~3em? /s was
selected.

The wavelength range of visible light is from 400 to 780 nm, and k, represents the wave number of

light within a certain medium, which is,
ko = — (4.2)

34
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According to the previous chapters, we have,

!
- 3u

D (4.3)

In the simulation of the CTE, fixed values of i, = 0.021mm ™" and 4, = 1.81mm ™", which are the

same with the simulation of RTE, were selected for the absorption coefficient ., and reduced scattering
coefficients /.., respectively.

(Ar3(1)) = 6DpT (4.4)

Just as the simulation of RTE requires the consideration of boundary conditions, the simulation of

CTE also necessitates the inclusion of boundary conditions. In the simulation of CTE, the partial-flux
boundary condition is,

G1(r,7) = zpn - VG1(r, T) (4.5)

And the extrapolated zero boundary condition is,

Gi(z=2)=0 (4.6)

For this simulation, The investigation of the impact of geometry size on simulation outcomes in the
context of CTE should involve maintaining constant values for all other parameters while solely manip-

ulating the size variable, which is the same with simulating RTE. For the simulation. Figure.4.1 shows
the simulation result when the thicknesses of the geometry vary.
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Figure 4.1: Simulation Results While Changing Thickness

The configuration while investigating the impact of mesh size is the same as that in RTE, shown in

the Figure.4.5. Figure.4.2a depicts the entirety of the plot while Figure.4.2b provides a more detailed
representation of the plot.
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Figure 4.2: Simulation Results While Changing Mesh Size
4.2. Curve fitting
In the frequency domain, the homogeneous semi infinite Green’s function is,
v exp(—kr1) exp(—kry
7I Ty
where,
= (z— 20)%+p?
( : ’ (4.8)
ry = /(2 4 22 + 20)2 + p2.
The correlation fluence rate G, (r, 7) is,
Gi(r,7) = [ GT(r,3,7)ds = (E*(r,t) - E(r,t)) (4.9)
47
And the solution of the equation of the equation 4.1 in semi-infinite medium is,
v exp(—K(1)r1) exp(—K(T)rp
Gi(p,z,7) = — 4.10
1(p.27) = 15| ] (4.10)
where,
K(r) = \/ (e + aps 3 (Ar2(r)) /3)/ D (4.11)
Then, the expression of K(7) can be simplified as,
K(r) = /3012 + 60D g2k (4.12)

The images of the simulation results and the analytical solution are plotted on a single graph, employing
a configuration with d = 2 mm and the maximum size of the mesh is 0.1 mm as an example, as shown

in Figure.4.3.
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Figure 4.3: Comparison of Simulation Result and Analytical Solution

4.3. result

Table 4.1 displays the BFi(aDg) produced by fitting the simulated data and the error trend between the
fitting results and the original values of the reduced scattering coefficients (1) when the dimension is
increasing.

Thickness(mm) | aDg(x10~8cm?/s) | Error
2 2.486 0.56%
4 2.6032 4.13%
7 2.6423 5.69%
10 2.6334 5.34%
20 2.3984 4.06%

Table 4.1: Curve Fitting Results of D g While Changing Thickness

The comparison of the fitting results with the original values is represented by a line graph, which
is shown in Figure 4.4a. Where the blue line shows the fitted values and the orange line shows the
original values. The trend of the error of the simulation results and the analytical solutions is shown in
the 4.4b,
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Figure 4.4: Plot of Fitting Results and Errors While Changing Thickness

As the dimensionality increases, the gap between the fitted values and the reference values exhibits
a fluctuating pattern, characterized by an initial increase followed by a subsequent drop. However, it
is noteworthy that the overall error consistently remains below 10 percent. There appears to be no dis-
cernible pattern indicating a consistent increase or decrease in simulation accuracy as the dimension
within the specified size range increases.

The fitting results are presented in Table.4.2, where the geometry remains constant while the mesh
size is varied. Additionally, the error values are displayed, indicating the extent to which they depart
from the initial values.

meshpara | aDp(x10=8em?/s) | Error
1 2.4837 0.652%
2 2.4861 0.556%
3 2.486 0.560%
4 2.4861 0.556%
5 2.486 0.560%

Table 4.2: Curve Fitting Results of D While Changing Mesh Size

The results of the fitting procedure are depicted in Figure 4.5, which showcases the comparison
between the fitted values and the reference values when the mesh size is decreased, as well as the
discernible patterns identified in the errors.
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Figure 4.5: Plot of Fitting Results and Errors While Changing Mesh Size

The observed data does not exhibit any identifiable trend about the influence of mesh sizes within
the specified ranges on the precision of the simulations.

4.4, Summary

This chapter focuses on the simulation of the diffusion equation of the correlation transfer equation
(CTE) in COMSOL Multiphysics 5.6. The simulation is conducted by Coefficient Form PDE, which is
the same approach as simulating the radiative transfer equation (RTE). The simulation results are an-
alyzed using the least squares method through the utilization of the Isqcurvefit function in MATLAB.
This approach is employed to ascertain the value of BFi and subsequently compare it with the reference
value. The objective is to examine the impact of geometry and mesh size on the outcomes obtained
from simulating the correlation transfer equation (CTE) within the finite element method.

The findings indicate that the discrepancy between the estimated and actual values varies but re-
mains below 10% in aggregate as the dimensions increase. Additionally, when the mesh size is equal
to or smaller than z,, the discrepancy remains relatively constant as the mesh becomes more refined.
There appears to be no discernible pattern regarding the impact of dimensions and mesh sizes within
the discussed ranges on the accuracy of the simulations.



Results and Discussion

5.1. Results

Based on the findings presented in Chapters 3 and 4, as well as the subsequent examination of these
findings, it is possible to draw straightforward conclusions. In the context of finite element simulations,
it has been observed that the accuracy of simulation results for the radiative transfer equation (RTE)
improves with larger geometric dimensions. Specifically, thicker tissues yield more reliable results.
Conversely, variations in mesh size do not exert a substantial influence on the simulation outcomes.
On the other hand, when simulating the correlation transfer equation (CTE), neither the mesh size nor
the geometric dimensions exhibit a significant impact on the simulation results.

5.2. Discussion

There are multiple potential explanations for the presence of the error. Firstly, the complexity of the
boundary conditions for solving the RTEand the CTE using the diffusion equation may contribute to this
error. This complexity is particularly evident in the wireless board model, where the Partial Differential
Equation (PDE) in coefficient form acts as a generic interface and is unable to simultaneously satisfy
all the boundary conditions. Secondly, the limitations inherent in modeling with the diffusion approxi-
mation could also be a factor. Additionally, the width of the model and potential computational errors in
the fit function may have an impact on the results. These are just a few examples of the various factors
that could contribute to the observed error.

The aforementioned conclusions were derived by comparing the results of mathematical fitting of
simulation data with reference values. This involved calculating the errors and analyzing the patterns
of error changes. These conclusions were obtained within the specific settings of RTE and CTE. Upon
comparing the two entities, it is possible to derive the following conclusions:

» The radiative transport equation (RTE) is simulated using a short-pulse laser source, while the
continuous-wave light source is employed in the CTE model.

40
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» When the dimensions are significantly reduced, the simulation outcomes of the Correlation trans-
fer equation (CTE) exhibit a high level of accuracy, whereas the results obtained from the radiative
transport equation (RTE) are notably impreciseTwhich is due to the conditions of solving RTE us-
ing the diffusion approximation.

» The simulated radiative transport equation (RTE) has a temporal resolution of 0.1 nanoseconds
and encompasses a research range spanning from 0 to 5 nanoseconds. In contrast, the simu-
lated Correlation transfer equation (CTE) possesses a time resolution of 0.5 microseconds and
encompasses a study range spanning from 0 to 500 microseconds. If the Correlation Transfer
Equation (CTE) is modified to decrease the temporal resolution and study range, the resulting
image will exhibit an approximate linear relationship, as depicted in Figure 1.

Outlook

Hence, in the event that additional investigation is sought, such as integrating or establishing correla-
tions between the two models to derive deeper insights, it is imperative to conduct further debugging
of the model in accordance with established principles, thereby enhancing its broader applicability.



Conclusion

The present report commences with a concise introduction to the theory of diffuse optics and the mod-
eling of light propagation. In the next section, we show a finite element simulation of the diffusion
equation using COMSOL. This simulation serves as a model for the radiative transport equation and
the correlation transport equation, under the assumption that the conditions necessary for approximat-
ing the transport equation using diffusion theory are satisfied. The simulation of light propagation and
correlation inside diffusion tissue involves the solution of the diffusion equation. The quantification and
summarization of the model’s accuracy variability in relation to geometry and mesh size is achieved by
manipulating the parameters of the model. In conclusion, this study presents a summary and proposal
of potential directions for further research.
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