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Abstract

Transmission electron microscopy (TEM) is a powerful and commonly used tool to study nanoparticles,
nanowires, and 2D materials. It provides static information on a sample with atomic resolution, in high
vacuum and at ambient temperature. However, in real processes, the environment is often different and
dynamic. MEMS-based sample carriers became a breakthrough for in-situ TEM where they function as a
micro-sized laboratory. The Nanoreactor allows for manipulation of samples by simultaneously applying
heat and gas stimuli, which enables real-time studies of solid-gas interactions inside the TEM.

Depending on the nature and type of experiment, the thermo-electro-mechanical performance of the Nanore-
actor is not always sufficient for rapid dynamic studies. The stimuli do not only affect the sample, but they
also affect the Nanoreactor performance and suffer from undefined settling trajectories. These lead to oper-
ational inconveniences as well as limited possibilities for science. Reducing the Nanoreactor’s sensitivity to
stimuli and improving its response time would open up the door to new applications and will help to study
fast dynamic processes in more detail and with higher accuracy.

To find out which mechanisms are currently limiting real-time TEM imaging, and to identify potential solu-
tions, aliterature review was performed to study the state of the art in MEMS heating and gas flow technology.
The encountered technological advancements and the relevant underlying physics were translated into a set
of design guidelines that enable the design of an optimized Nanoreactor. Next to that, it was concluded that
the Nanoreactor operates in various transition regimes in between thermal advection or diffusion, laminar or
molecular flow, and gas advection or diffusion.

In this project, the electro-thermo-mechanical behavior of the Nanoreactor is characterized using various
analytical techniques. These had to be selected carefully, as the tiny scale and the extreme conditions at
which the Nanoreactor must operate, limit the number of suitable tools to characterize and help understand
its behavior. The obtained results are used to develop a finite element model that simulates the behavior of
the Nanoreactor. Using the acquired theoretical knowledge and the predictions from the model, an optimized
Nanoreactor design is proposed that improves membrane deflection from 22 um to 9.3 um, spatial sample
drift (through reducing the power consumption by 43-50 %), temperature homogeneity from 93.9 % to 97.7 %,
temperature stability by 9.8 %, gas flow speed from 4.3 cms~! to 33.1 cms~! and gas switching time from 2.9 s
to 0.175s. The obtained improvements in homogeneity, stability and gas switching make sure the sample
experiences more accurately defined stimuli such that it is known exactly under which circumstances the
investigated phenomena occur. The improvements on deflection and drift reduce the loss of focus and ease
tracing of the sample, which effectively allows to exploit higher magnifications and to obtain higher quality
results on rapid solid-gas interactions inside the TEM.
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Introduction

1.1. Transmission electron microscopy at high temperature and atmospheric pressure

Transmission electron microscopy (TEM) has enabled imaging with sub-atomic resolution. In the ultra high
vacuum environment of the TEM column (~10~"mbar), the electrons are accelerated to voltages of ~200kV,
before transmitting through a sample of typically a single to a few hundred nanometer thick. Upon passing
through the sample, the electrons interact with the atoms of the sample and form an image. The image is
focused on a fluorescent screen or a CCD camera. Based on the interactions, information such as differences
in composition or thickness, crystal structure and chemical identity can be obtained. Therefore, TEM is a
commonly used technique in material sciences to study nanoparticles, nanowires, lamellas and 2D materials.

With progressing technology, and continuous improvement of inspection techniques and data handling, new
possibilities arose regarding temporal resolution [2]. Where formerly only static information could be ob-
tained in ultra high vacuum and at room temperature, the desire to study dynamics and interactions be-
tween materials grew [3]. These processes can be triggered by exposing the sample to different temperatures
or gases. However, the triggers that are abundant in real processes had not been available inside the TEM
until the last few decades. The development of in-situ heating sample carriers started with crucible heating
holders [4] and in 2008 Saka et al. [5] introduced a battery-powered filament wire heating holder. Although
this enabled in-situ temperature stimulus of over 1500 °C, it suffered greatly from spatial sample drift (0.1-
0.5nms~!) due to thermal expansion as a result of its high power consumption. Therefore, it does not allow
for studies on dynamic heating and quenching with high magnification. The gas stimulus has been intro-
duced with the environmental TEM (ETEM). This has made it possible to sustain low gas pressures locally
around the sample, while maintaining high vacuum in the major part of the TEM column. However, to main-
tain high resolution, the maximum pressure is limited to ~10 mbar, because of the strong interaction between
the electrons and gas molecules [6].

Microelectromechanical systems (MEMS) technology has become a breakthrough for in-situ TEM by minia-
turizing the heater—Microheaters—with a drastic reduction in thermal mass and power consumption as a
result. The impact of these reductions come from greatly improved response time, settling time and the ther-
mal drift. Replacing the traditional copper grids by Microheaters enables in-situ thermal studies like heat
treatment, annealing, phase transitions and failure analysis in real-time while changing the temperature. To
do research in the emerging field of catalysis, only recently, MEMS-based sample carriers have been intro-
duced—Nanoreactors—that allow to simultaneously apply heat and gas stimuli. Nanoreactors enable the
in-situ study of solid-gas interactions at high temperature and atmospheric gas pressure. Understanding
solid-gas interactions at industrially relevant conditions is paramount to develop catalytic nanomaterials for
applications in energy conversion and storage, transportation, food production and environmental protec-
tion [7].

The Nanoreactor discussed in this project is part of the "Climate" system which consists of: a gas supply
system (figure 1.1a) that pre-mixes gases and supply them at various pressures and flow rates, a heating con-
trol unit that has the electronics required to attain very high temperature stability, and the MEMS holder
(figure 1.1b) that accommodates the Nanoreactor in the tip and provides the interface to the TEM. The gas
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supply system and heating control unit are connected to the backside of the holder which contains vacuum
throughputs to let gas tubing and electric wires pass towards the Nanoreactor. The tip of the holder has con-
tact needles and vacuum sealing to transfer the stimuli to the Nanoreactor (figure 1.1c).
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(a) Gas supply system (c) Components of the tip of the MEMS holder

Figure 1.1: The "Climate" system which was introduced before by Pérez Garza et al. [8, 9]. (a) the gas supply system that mixes and
supplies gas to the holder. (b) The holder to bring the Nanoreactor in the TEM. (c) The components of the holder showing the tip of the
holder and how the bottom and top chip of the Nanoreactor fit in.

1.2. Problem statement

Although the Nanoreactor enables the observation of solid-gas interactions inside the TEM, depending on

the nature of the experiment and the required operating conditions, the thermo-electro-mechanical perfor-
mance of the Nanoreactor is not sufficient for rapid dynamic studies. During an experiment, stimuli—temperature,
gas composition, pressure and flow rate—are varied over time. The stimuli affect the performance of the
Nanoreactor and have undefined settling trajectories, which lead to operating inconveniences as well as lim-

ited possibilities for science. Reducing the Nanoreactor’s sensitivity to stimuli and improving its response
time would open up the door to new applications and will help to study fast dynamic processes in more
detail and with higher accuracy.

Real-time studies of rapid solid-gas interactions inside the TEM require fast and accurately defined
stimuli in order to know exactly under which circumstances the investigated phenomena occur.

The performance parameters that limit the possibilities of the Nanoreactor are:

1. Membrane deflection
As the sample is located on a very thin suspended membrane, the exerted force by the gas, or thermal
expansion due to temperature, cause the membrane to deflect. Upon changes in pressure and temper-
ature, the membrane deflection will vary, causing the sample to move out of focus. Next to the fact that
having to readjust focus is inconvenient, valuable information of the dynamic processes that happen
during readjusting will be lost. In addition, the deflections cause micrometers of variance in gas layer
thickness which makes the experimental conditions less well-defined.

2. Spatial sample drift
The need for sample tracking is inherent to TEM experiments. Due to the high magnification, fractions
of nanometers of lateral sample movement cause the sample to move out of field of view. Spatial sample
drift becomes a lot more pronounced when stimuli are applied; heat losses from the Microheater to the
MEMS holder can already cause nanometers of drift due to thermal expansion, the same applies for
mechanical forces exerted on the chip by gas flow. Large drift means high magnification cannot be
used, which limits the information that can be obtained from the sample.
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3. Temperature homogeneity
The applied temperature stimulus has to be accurate, to know the circumstances under which certain
phenomena happen to the sample. The sample is typically spread over an area on the Microheater with
imperfect temperature homogeneity. As a result, not all particles experience the exact same tempera-
ture, meaning that temperature dependent statistics of sample activity cannot be obtained properly.

4. Temperature stability
Extremely high temperature stability has already been achieved in stationary conditions. However,
when correlated stimuli are changed, the temperature experiences distortions. For example, when the
gas composition is changed, the heater has to compensate for changes in thermal losses. During that
time, it is hard to distinguish whether phenomena are caused by the change in gas composition or
sudden temperature fluctuations.

5. Gas flow speed
The current configuration allows for gas flow through the Nanoreactor. However, only a small and un-
determined portion of the gas actually passes the sample and as a result the local gas flow speed is
unknown. Being able to know and control it, can certainly be beneficial to mimic real process condi-
tions more accurately. Additionally, with only a small portion of the gas interacting with the sample,
reaction products get diluted by the excess of gas. Improving the gas flow may greatly enhance the
detectability of reaction products in, for example, a mass spectrometer.

6. Gas switching time
To study reversible or catalytic solid-gas interactions, it will required to change the gas composition
during the experiment (e.g. to study catalyst degradation over many cycles). Ideally the gas compo-
sition should change rapidly to the set values, to ensure the condition at which certain phenomena
occur. However, a certain gas switching time is required due to the dead volume in the Nanoreactor.
This results in a trajectory in which the concentrations of the gases change and settle slowly, and thus
a time frame in which the gas composition is not known accurately.

Challenges are still to be faced in further optimization of the Nanoreactor. For this to happen, closer analysis
is required regarding its thermo-electro-mechanical behavior. The microscopic scale and the extreme condi-
tions at which these devices must operate, make conventional tools to characterize their behavior unsuitable.
The goal of this project is to:

Design an optimized Nanoreactor that enables real-time in-situ TEM studies
without interventions, while applying and changing stimuli to the sample.

1.3. Organization of this thesis

Optimizing the Nanoreactor starts with its main component; the Microheater. Since a lot of literature is avail-
able on the development of Microheaters—mostly because they have a broader application field than the
Nanoreactor—this was the most evident topic to dive into first. Chapter 2 starts with a literature review on
Microheaters. The chapter has additional sections that relate closer to the gas and TEM aspects of the Nanore-
actor and ends with a section on key takeaways and research questions. At the start of chapter 3, potential
solutions are identified based on literature and theory. The chapter continues with the experimental and nu-
merical methods used to determine the performance and specification of the current design and the methods
which were used to come to the optimized design. The results of both the characterization and optimization
processes are presented in chapter 4, which ends with an optimized design proposal in the last section. Sub-
sequently, in chapter 2.1.4, the performance and specifications of the optimized design are compared to the
current design, including a critical reflection on whether the obtained improvement complies with what was
aimed for. The contents of appendices A, B, C, D and E concern material property characterization to facili-
tate reliable modeling, extensive data from experiments and simulations on which the results are based, and
error analyses of experiments and simulations, respectively.






Literature and theory

2.1. Manuscript: a review on Microheaters

A Review on Development and Optimization of
Microheaters for High-Temperature In-Situ Studies

Ronald G. Spruit, J. Tijn van Omme, Murali K. Ghatkesar, and H. Hugo Pérez Garza

Manuscript submitted on July 4, 2017. Revision submitted on August 28, 2017, to the IEEE Journal of Microelectromechanical Systems.
R. G. Spruit and M. K. Ghatkesar are with the Department of Precision and Microsystems Engineering, Delft University of Technology,
Mekelweg 2, Delft, 2628 CD, The Netherlands (e-mail: Ronald.Spruit@student.tudelft.nl; M.K.Ghatkesar@tudelft.nl).

R. G. Spruit, J. T. van Omme and H. H. Pérez Garza are with DENSsolutions B.V., Informaticalaan 12, Delft, 2628 ZD, The Netherlands
(e-mail: Ronald.Spruit@DENSsolutions.com; Tijn.vanOmme@DENSsolutions.com; Hugo.Perez@DENSsolutions.com).

Abstract

MEMS-based sample carriers became a breakthrough for in-sifu inspection techniques, especially
in transmission electron microscopy (TEM) where the sample carrier functions as a micro-sized
laboratory and enables dynamic studies on samples such as: nanoparticles, nanowires, lamellas
and 2D-materials. Microheaters allow for in-situ manipulation of samples by applying heat stim-
uli such that sample properties and interactions can be studied in real time at elevated tempera-
tures. However, currently developed Microheaters still suffer from undesired effects such as me-
chanical deflection and limitations in temperature range, accuracy and homogeneity. This review
discusses advancements in the technological development of Microheaters. Methods and results
found in literature are categorized to provide an overview of optimization methods for thermo-
electro-mechanical design aspects. The knowledge from various application fields, including a
critical reflection on mesoscopic material properties, is combined into a series of design guide-
lines. These compose instructions for developing and optimizing Microheater characteristics such
as mechanical and thermal stress, temperature accuracy and homogeneity, power consumption,
response time and sample drift. Although this review and guide are applicable to many applica-
tion fields that require a Microheater, emphasis is laid on aspects most relevant to the Microheater
as a high-temperature sample carrier for in-situ experiments.

Keywords
Electron microscopy, high-temperature, in-situ, material properties, microelectromechanical sys-
tems (MEMS), microheater, microhotplate, sample carrier, sample manipulation.
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2.1.1. Introduction

Microelectromechanical systems (MEMS) technology paved the way for miniaturization of heaters (often re-
ferred to as hotplates in other literature). Typical advantages of downscaling are a reduced thermal mass and
power consumption, which allow for faster response times, higher temperatures and battery driven tech-
nology. Many complementary metal-oxide-semiconductor (CMOS) compatible MEMS heating devices have
been designed for various applications with different requirements, each with its own possibilities and limita-
tions. Although the applications vary, Microheater requirements overlap among application fields. Therefore,
experience obtained in one Microheater application field can be of use in another. The overall design varies in
how the heater is supported and attached to the substrate. Different heater and substrate materials have been
investigated, as well as variations in heater geometry and dimensions, usually with the goal to improve cer-
tain mechanical and thermal properties. The largest application field is gas sensors, in which the Microheater
controls the temperature of a solid with temperature dependent gas reactivity. Bhattacharyya [10] wrote an
excellent review paper that focuses on the development of Microheaters with respect to gas sensors. Fur-
thermore, the use of Microheaters is reported for infrared emitters [11], fuel cells [12], thermal atomic force
microscopy [13], thermal actuators [14], air bearing controllers [15], convective accelerometers [16], finger-
print sensors [17], in-situ synthesis of carbon nanotubes [18], thermal lithography [19], optical filters [20],
mass flow meters [21], wind sensors [22], protein traps [23], polymerase chain reaction devices [24], and—the
application field this review will focus on mostly—in-sifu sample manipulation [25].

Formerly, only static information could be obtained from the sample, but with progressing research and con-
tinuous improvement of inspection techniques, new possibilities arose and the desire to apply in-situ stimuli
grew [3]. In real processes the environment is often changing, or is different from the environment in which
the sample is inspected (e.g. vacuum). Fully understanding a process, and optimizing it, requires under-
standing of the dynamic behavior of the sample. MEMS sample carriers enable in-sifu manipulation and
dynamic studies of small samples like nanoparticles, nanowires, lamellas and 2D-materials using all types
of microscopy, spectroscopy, thermometry or diffraction. The embedded heater exposes the sample to the
heating stimulus, allowing research on material properties and interactions at elevated temperatures (for ex-
ample, failure analysis, annealing, phase transitions, material growth, or catalysis).

Transmission electron microscopy (TEM) in particular is a commonly used tool in material science, which
requires nanoscale samples. Not surprisingly, replacing the traditional copper grid with MEMS sample car-
riers became a breakthrough in the in-situ TEM field. Combining the functionality of a sample carrier and
heater into a single device opened many possibilities described in in-situ TEM review papers [2, 26-28]. Thor-
ough Microheater optimization research and several in-situ TEM sample carriers have been reported in liter-
ature [8, 29-32]. However, a review of all the different designs and design considerations with respect to the
Microheater as a sample carrier is not yet available.

This review is intended to address Microheater design considerations and challenges in general and specifi-
cally for high-temperature and in-situ sample manipulation with emphasis on TEM. The review starts with an
explanation of Microheater characteristics and how these intertwine through underlying physics and mate-
rial choices. Next, the state of the art is presented including the undertaken methods and achieved improve-
ments. First, the topic covers mechanical stability, in which material properties, mechanical stress, thermal
stress, and spatial sample drift are discussed. Second, temperature and heat are examined with respect to
range, lifetime, homogeneity, accuracy, stability, power consumption and response time. Finally, the meth-
ods and results are discussed regarding their performance and applicability for high-temperature and in-situ
experiments. The influential factors are summarized in a table together with design guidelines. This review
aims to provide a tool for designers who want to implement a Microheater in their sample carrier or MEMS
device in general. Fig. 2.1 is given for the convenience of the reader, to better understand the structure of the
article and to have clarity on the function of the different sections.

2.1.2. Characteristics

This section starts with a brief description of the working principle of a Microheater. The main overall MEMS
designs and relevant nomenclature will be introduced. Commonly used materials will be discussed with
special attention for material properties at the microscale and high temperature. This section ends with a list
defining the characteristics and parameters through which Microheater performance is expressed.
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Application

Requirements and restrictions
[section 1I-A]

v

Translate to performance parameters
[section 1I-B]

Available materials and fabrication
processes [section II-C]

Choose design guidelines [table I1]
considering application restrictions

Obtain refinements from relevant
parts of State of the Art [section Il1]

Desired
performance

Microheater

Figure 2.1: Flowchart showing the structure of the article, the function of each of the sections and how they are linked. The first steps
in the lighter shade of gray directly depend on the application and are to be fulfilled by the designer. The steps in dark gray concern the
Microheater design, which this review elaborates on extensively.

The Microheater

Generally, a Microheater consists of a silicon substrate (or occasionally gallium arsenide [33]) with thermally
insulating dielectric thin-film layers on top. The heater itself is an electrically conducting thin-film, which
operates through Joule heating—the process in which passing electric current supplied by a voltage or cur-
rent source produces heat. To improve thermal insulation, the substrate directly underneath the heater is
usually removed such that a suspended membrane is formed by the stack of thin-film layers. In the case
of transmission-based inspection techniques, transparent windows are embedded in the suspended mem-
branes. The nature of the windows depends on what has to be transmitted. In the case of TEM, the windows
can be holes or spots in which the membrane is as thin as a few tens of nanometers to let electrons pass
through without scattering them significantly [32, 34]. The overall designs can roughly be split into four types:
the Microheater directly on the substrate, on a closed or open suspended membrane, or on a cantilever, il-
lustrated in Fig. 2.2. The closed and open suspended membranes are the most common designs. Reasons
to choose one or the other depend on the desired application and specifications, these will be discussed in

section 2.1.3.

milam VXV U N

Substrate Insulating layer Heater

Figure 2.2: Schematics of the top view and cross-section of the four main MEMS designs for Microheaters. The substrate is shown in blue,
insulating layer(s) in green and the Microheater area or the region of interest in red. From left to right: directly on substrate [17, 35-37],
closed membrane [8, 12, 14, 29-31, 33, 34, 38-61], open membrane [19, 62-74] and cantilever [13, 18, 75-81].
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Usually the heater area is the region of interest; this is the functional area of the sample carrier where the
sample is placed. Depending on the application, the region of interest is sometimes confined to the center
of the heater, for example to have better temperature homogeneity in the functional area. The electrically
conducting heating layer can be metal, ceramic or doped polysilicon. Metal requires low voltages and re-
sponds very fast due to its low resistivity and high current density. Ceramic has good inertness and therefore
allows for usage in harsher environments. Doped polysilicon has the advantage of being easiest to incorpo-
rate in standard CMOS processes, because it does not limit the available subsequent steps as is the case with
metalization [82].

Metal is the most commonly used heater in literature. First, because it allows for a lot of freedom in geomet-
rical design. Due to its low resistivity, the heater design has a minor effect on the operation requirements;
regardless of the design it does not require high voltages to operate. Second, because the linear temperature
coefficient of resistance (TCR) allows for accurate temperature (closed-loop feedback) control through resis-
tance measurements, which can be done accurately through a four-point-probe. Third, because its biggest
downside—its reactivity to other substances in the environment—can easily be overcome by encapsulation
with an inert passivation layer.

Many different metal heater geometries have been explored like S-shaped, circular spirals, curved corners
and parallel wires, but most frequently recurring are the double spiral and meander, shown in Fig. 2.3 together
with the four-point-probe. In addition, the number of heating lines, width and pitch are varied.

Performance parameters

The characteristics of Microheaters are typically expressed in performance parameters which can be split in

two categories. The first category—mechanical robustness and stability—consists of: mechanical stress, ther-

mal stress, stress distribution, and spatial sample drift. The second category—temperature and heat—consists
of: range and lifetime, homogeneity, accuracy, stability, power consumption, and response time.

The combination of mechanical stress and thermal stress, and their distribution, determine whether the Mi-
croheater is mechanically robust enough to endure large temperature ranges for long lifetimes. The micro-
fabrication procedure is the most influential on mechanical stress and on possible stress concentrations due
to lattice defects. For thermal stress, this is the coefficient of thermal expansion (CTE), mismatch of CTE
between different membrane layers and local temperature gradient. The distribution is determined by the
ability to release stress and, therefore, by the geometrical design and Young’s moduli of the stacked layers.

Spatial sample drift determines whether the Microheater will be mechanically stable enough to use it with
the desired inspection method. Usually this is only an issue in techniques involving high magnification and
relies mostly on mechanical and thermal stabilization of the sample carrier.

The temperature range that can be achieved is largely determined by the materials chosen; by their melting
point, temperature dependent stress development, yield strength and electromigration. A higher tempera-
ture requires better thermal insulation to keep the power consumption—and thus spatial sample drift—to a
minimum. The insulation also plays an important role in temperature homogeneity, which is governed by
the mechanisms that determine the spatial in- and outflow of heat.

Accuracy depends on how accurate the TCR is known and the resistance can be measured. Obtaining the
TCR is largely a calibration issue and is prone to degradation. So accuracy, and similarly stability, depend

/

o

Figure 2.3: Schematics of the common metal heater designs for Microheaters: (left) double spiral [8, 12, 14, 29, 33, 34, 40-49, 51, 56—
58, 60, 67] and (right) meander [11, 16-19, 39, 44, 52, 54, 59, 62-64, 66, 68-71, 76, 81, 83-85]. The metal heater designs include the four
electrical contacts that make up the four-point-probe: two for supplying the power and two for sensing the resistance change over the
wire (see subsubsection 2.1.3).
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on temporal constancy of the heater properties. The response time defines the time to acquire the intended
temperature. It relates to the power dissipation density, thermal mass and thermal resistance of the Micro-
heater.

Although the characteristics are posed as separate aspects, they are interdependent through the physics, de-
sign parameters they depend on. Many of the performance parameters depend on material properties and
thus on the materials chosen for the heater and membrane. Therefore, the materials should be well consid-
ered as they impose constraints that greatly influence the optimal Microheater design.

Fabrication and material properties

Standard CMOS compatible microfabrication procedures greatly reduce the number of materials that can
be selected. As many performance parameters depend on material properties, the cleanroom’s constraints
(in terms of materials and process steps) directly influence the design and performance. Salient Microheater
fabrication steps can be found in [10], or more specific for metal Microheaters in [67, 86] or polysilicon in [83].

Material properties for bulk Material properties of often used Microheater materials are presented in Ta-
ble 2.1. It lists the bulk material properties at room temperature. This is a useful tool for comparing and
picking the right material. However, a few things are important to realize when interpreting bulk material
properties. Different academic sources can provide diverse values—even for bulk properties. The reasons
relate to the material’s purity and processing steps. Next to that, material properties can differ significantly
when going to small dimensions (like in thin films) and high temperatures (like Microheaters typically do).
Care has to be taken if material properties from literature are used in design and modeling as these cannot be
expected to be valid, unless the same composition and fabrication procedure is followed.

Two normally relevant material properties have been left out of the table. These are Poisson’s ratio and
emissivity. Although Poisson’s ratio can be important for bulk mechanics and pressure load cases in thin
films [87, 88], it is not meaningful to thin film out-of-plane deflection which is caused by in-plane thermal
expansion. Emissivity varies largely with different wavelengths, surface finishes, film thicknesses and temper-
atures. Therefore, the emissivity value used in modeling and design should not be assumed from literature.

Material properties for thin films As the dimensions of a material go down, surface properties and effects
become more dominant. As a result, elastic properties tend to become stiffer as size reduces [105]. More im-
portantly, bulk material properties for thermal conductivity, emissivity and resistivity are not valid anymore
for designing and modeling, which will be discussed in more detail in the next paragraphs. Furthermore, the
microfabrication procedure has a significant effect on the crystal structure, grain size and density, and thus
on the material properties. Because of the process dependency, limited availability of microscale inspec-
tion techniques, and the difficulty to measure small scale material properties accurately, they are not always
characterized for every new Microheater design or microfabrication procedure. It should be considered that
assumptions on material properties may lead to modeling uncertainties.

Since nearly all Microheaters—and MEMS in general—use silicon nitride and silicon oxide as thin-film in-
sulation layers and membranes, these are reasonably well reported in literature. Distinctions are made be-
tween stoichiometric Si3N4, non-stoichiometric SiyN,, (also known as silicon-rich or low-stress nitride) and
SiO,. A very tunable property of these layers is the residual stress. For low pressure chemical vapor deposition
(LPCVD) silicon nitride, the values can vary from compressive stresses of 90 MPa [106] to tensile stresses of
1300 MPa [107]. With plasma enhanced chemical vapor deposition (PECVD) much higher compressive resid-
ual stresses are reported of up to 850 MPa [108]. For silicon oxide, a larger variety of growth and deposition
procedures exist. However, the residual stress range is much smaller than for silicon nitride and is typically
compressive around 150 MPa [109]. A MEMS Handbook [110] can be consulted for an overview and details
on LPCVD and PECVD recipes and materials commonly deposited using these processes.

Other properties which usually cannot be controlled that easily, but are important to take into account for
thermal purposes, are thermal conductivity and emissivity. In electrical insulators heat transport is governed
by phonons (elementary particles describing lattice vibrations) [111]. Mesoscopic phenomena occur when
the thickness of a material layer is in the same order of magnitude as the phonon mean free path (depending
on the material, typically a few micrometer) [65]. The scattering of phonons on the layer boundaries becomes
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Table 2.1: Material properties for bulk at room temperature. The material properties are obtained from academic textbooks. In some cases books provided a property within a range, if this range was
negligibly narrow for a Microheater purpose (i.e. 5% or less), the average is used. Otherwise, the range is given.

. Electrical Temperature coefficient of . . Thermal Specific Coefficient of thermal Tensile Young’s

Material o . Melting point .. . a

resistivity resistance conductivity heat expansion strength modulus

Om 1073K! °C Wm'K™! Jkg 'K-!  107Kk! MPa GPa
Heater materials
Pt 10.6-1078 [89] 3.9 [90] 1772 [91] 71.6 [92] 134 [92] 8.9 [92] 145 [93] 171 [93]
Al 2.65-1078 [89] 3.9 [90] 660 [91] 237 [92] 922 [92] 24 [92] 45 [93] 62 [93]
Cr 12.5-1078 [10] 2.9 93] 1845 [91] 94 [92] 448 [92] 7 [92] 83 [93] 248 [93]
Au 2.35-1078 [89] 3.4 [94] 1063 [91] 318 [92] 130 [92] 14.2 [92] 103 [93] 78 [93]
Mo 5.2:1078 [89] 5.1 [93] 2621 [91] 138 [91] 251 [91] 6.5 [93] 450 [93] 325 [93]
Ta 12.45-1078 [89] 3.8 [93] 2996 [91] 54 [92] 143 [92] 6.5 [92] 220 [93] 186 [93]
Ti 54.3-1078 [95] 3.8 [93] 1680 [91] 21.9 [91] 524 [92] 8.5 [92] 235 [93] 111 [96]
TiN? 2.0-107° [97] 1.4 [47] 2950 [47] 30 [98] 599 [99] 7.4 199] 92 [89] 79-250 [93]
sich 1-2-107% [89] (-3.3) [100]-(-0.5) [59] 2827 [91] 42 [89] 675 [91] 4.6 [89] 186 [89] 302 [89]
Poly-Si¢  322:1078 [10] (-120)-0.84 [101] 1412 [10] 16-34 [10] 753 [10] 2.8 [10] 1050 [10] 169 [10]
Membrane materials
SizN, 4 1012- n/a 1900 [91]- 16 [91]-30 [102] 691 [91] 2.1 [89]-3.6 [102] 690- 280—

1013 [102] 2496 [102] 800 [102] 310 [102]
Si0,¢ 1016 [89] n/a 1610 [91] 1.38 [91] 745 [91] 0.834 [91] 364 [103] 60 [103]
Substrate materials
Si¢ 1072- =75 [90] 1412 [91] 145 [102] 712 [91] 2.5[102] 170 [102] 148 [102]

10 [102]

@For ceramics, note that compressive strength is much higher.

bAs used in nonmetallic heating element materials (some properties differ from standard bulk) [47, 89].

“Properties highly depend on type and concentration of doping (or purity). The resistivity and its temperature coefficient are tunable through doping [101, 104].
d Polycrystalline.

¢Mechanical properties are obtained from microspecimens.
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significant, resulting in lower thermal conductivity in thin films [112-114]. For silicon nitride, values down to
3 and 1.35 Wm ™' K~! are reported [56, 115], greatly deviating from the 16-30 Wm ™' K~! bulk values reported
in Table 2.1.

Emissivity is a dimensionless number between 0 and 1 which states how effectively thermal radiation is emit-
ted from a surface. It only plays a large role in heat transfer at high temperatures because it scales to the
fourth power with temperature according to the Stefan-Boltzmann law. Thermal radiation is usually consid-
ered a surface property, but actually radiation leaving the surface originates from a small volume just below.
If the film is too thin, the bulk emissivity value does not hold [116]. This is what happens in dielectrics; emis-
sivity decreases upon decreasing film thickness due to a loss of source volume. For metals the opposite is
true; as the film thickness decreases the emissivity of metals increases because of large contributions from
internal reflections. These effects should be taken into account when the film thickness goes below 1 mm for
dielectrics or 100 nm for commonly used metals [116].

The last property of interest that can vary greatly with thickness is electrical resistivity. For decreasing thick-
ness, the smaller domain size results in electrons scattering on domain boundaries, giving a higher resistiv-
ity [117]. Additionally, a similar phenomenon occurs to electrons as to phonons; the mean free path (typically
10-40nm [118]) is reduced due to scattering effects on the material layer boundaries. Typically, this effect be-
comes significant when the thickness of a conductor goes below 200 nm [119]. As an example, Mele et al. [29]
show that the sheet resistance of a 200 nm thick sputtered molybdenum film is 1.58 2/0, corresponding to a
resistivity of 3.16-10~7Q m, which is over a factor 6 higher than the bulk value given in Table 2.1.

Material properties for high temperature Material properties are temperature dependent. For some mate-
rial properties, like electrical resistivity, this is usually taken into account in Microheater design. For thermal
conductivity and emissivity this is less common.

In conductors, electrical resistivity increases with temperature. This is caused by the increased number of
phonons that scatter electrons and reduce their mean free path [120]. This is often referred to as conduc-
tors having a positive temperature coefficient of resistance (PTC). The more positive the TCR, the larger the
increase of resistance with temperature. Because in thin film materials electrons scatter on boundaries of
the small domains, the effect temperature normally has on resistivity is reduced by a factor 2-3 [57, 115].
Therefore, TCR values are typically smaller in thin films [68]. Negative temperature coefficient (NTC) materi-
als, like semiconductors, experience a dominating increase in charge carriers with increasing temperature in
addition to PTC phenomena [120].

As explained in the previous subsection, phonons govern thermal conduction in insulators. The temperature
dependence varies for different insulators. On the one hand, with increasing temperature more phonons
will be present to transfer heat. On the other hand they will start scattering each other. Depending on the
temperature and material, one mechanism can be dominant over the other [111]. For conductors there is an
additional phenomenon; heat transfer is not dominated by phonons, but by electrons instead. The same situ-
ation occurs as just described for electrical resistivity. With a few exceptions, thermal conductivity decreases
with increasing temperature [121]. The temperature dependence is relevant for modeling Microheaters, be-
cause material properties change significantly over the large operating range [40, 100]. Comprehensive books
listing temperature dependent thermal properties are available [91, 98, 99, 122-127].

Emissivity depends on temperature, because optical properties of materials vary with temperature. Wave-
lengths can have different temperature dependencies [128]. Next to that, in thin films, the temperature de-
pendence of emissivity depends on the structure; it matters if there is a substrate, another layer or stack of
layers below the surface layer [129]. The exact behavior is complex and is often not considered by Microheater
designers. However, the emissivity becomes crucial when going to high temperatures.

2.1.3. State of the Art

Depending on the foreseen application, designers try to optimize their Microheater for one or a few of the
performance parameters listed in the first column of Table 2.2 and 2.3. The methods and results reported in
literature are sorted and presented according to the parameter which they thrive to optimize.
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Figure 2.4: Typical stress distributions in thin-film suspended membranes of (left) closed and (right) open designs. Overall, the closed
membrane experiences lower stress levels. Important to note are the stress concentrations in the support beams of the open membrane
design.

Mechanical robustness and stability

For arobust Microheater, stress levels should not get close to the tensile strength of the membrane. Especially
not at room temperature, as robustness here is key for reliable device handling and sample preparation (i.e.
drop casting, dry transferring or lamella preparation). Once the sample carrier is in operation it has to be
mechanically stable. The sample has to stay in place in order to be inspected properly, especially when using
high magnification.

Mechanical stress The mechanical stress present in the Microheater membrane largely depends on the de-
position techniques, as described in section 2.1.2. For robustness and fabrication yield, the residual stress
should be minimized [61]. In general, this is either done by carefully tuning the microfabrication param-
eters [59, 67, 104], or by stacking different layers to obtain the desired net stress [29, 51, 54, 55, 83, 130].
Stresses of sequential layers may not be too different to prevent adhesion problems. These occur for exam-
ple when 270 MPa compressive silicon dioxide and 1200 MPa tensile stoichiometric silicon nitride are put
together [131]. Briand et al. [115] found non-stoichiometric silicon nitride membranes to perform best in
terms of mechanical robustness and fabrication yield. The critical stress level depends on the overall MEMS
design. Closed membrane designs are much more robust than open membrane designs. As is illustrated in
Fig. 2.4, stress concentrations occur in the support beams, which have a high chance of breaking when a sam-
ple is deposited [63]. Residual stress and boundary-layer stresses lead to out-of-plane membrane deflections
of up to 1 um typically. As is the case of Lee et al. [55], for a silicon oxide/non-stoichiometric-nitride/oxide
closed membrane having a width of 500 um and a thickness of 1 ym.

Existing alternative designs have their own pros and cons. Cantilevers with the Microheater at the tip are
unconstrained and therefore release their residual stress by larger deflections [63]. Lee et al. [11] improved
robustness relative to silicon nitride membranes through making a free standing Microheater design sup-
ported by posts. However, its deformation of 6 um is relatively large. The best robustness without deflec-
tion is achieved when the Microheater is placed on the substrate directly, but this impairs thermal behavior.
Porous silicon substrates have been suggested, as the pores greatly reduce the phonon mean free path. This
drastically reduces thermal conductivity down to 1-5 Wm™! K~! while maintaining good mechanical behav-
ior [35, 81]. Polyimide substrates or membranes bring the advantages of increased robustness and flexibility,
but lack mechanical stability as they allow for large deformations [43].

Reducing the residual stress to zero is not trivial. The heating and passivation layers also have residual stress
and, next to that, the stress can change over time due to high temperature exposure. As compressive stress
will cause the suspended membrane to deflect, usually low tensile stress is preferred.

Thermal stress Thermal stress is caused by thermal expansion of the heater and membrane. As one would
expect from thermal expansion and Hooke’s law, stress increases approximately linear with membrane tem-
perature [67]. Next to thermal expansion of the membrane as a whole, the heater and membrane layers form
a composite of different materials with different coefficients of thermal expansion (CTE). Large CTE mis-
matches cause high stresses to develop at boundary layers which can already cause problems during high-
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Figure 2.5: Typical membrane deflection patterns for thin-film closed and open suspended membrane designs. The closed membrane
typically shows either (left) upward or downward deflection, whereas the open membrane can show (middle) upward or downward
deflection, or (right) more complicated patterns.

temperature post-metalization steps in the microfabrication [73]. In operation, a large mismatch results in
failure through delamination, if adhesion is not strong enough. Puigcorb et al. [60] found that delamina-
tion and hillocks are formed to relieve compressive stress of 470 MPa that arises due to the mismatch in CTE
between platinum and silicon oxide thin films.

Both thermal expansion itself and the mismatch in CTE cause the membrane to deflect out-of-plane. Where
deflections due to mechanical stress are usually confined to about a micrometer, thermal stress causes much
higher deflections. This can be a major problem on high magnification inspection techniques as when the
sample moves it can go out of focus (for vertical deflections) or move out of the field of view (for lateral
deflections). A few commonly encountered deflection patterns are shown in Fig. 2.5. Examples of closed
membrane Microheaters show deflections of 15um at 622 °C [12] or 10 um at 450 °C [60]. Open membranes
show a larger variety which can be assigned to their more complicated deflection patterns. Simulations of
two comparable designs by Prasad et al. [67] and Ahmed et al. [62] show this difference; the first one shows
the more complicated pattern of Fig. 2.5 with a deflection magnitude of only 0.7 um at 1100 °C, whereas the
second deflects up with a magnitude of 5.8 um at 717 °C. The deflection might as well be downwards, when
the layers are stacked in a different order or the stress levels are different [63]. As a way to minimize out-
of-plane deflection Hohlfeld et al. [20] use rotational symmetry; in this design the region of interest rotates
in-plane with increasing thermal expansion.

Just as with mechanical stress, the layer thicknesses and their ratios influence the magnitude of deflection in
a way which is not necessarily trivial. Wisitsoraat et al. [132] demonstrated that for their design the deflec-
tion initially increases when incrementing the nickel-chromium layer thickness up to 500 nm. Upon thicker
layers, the deflection starts decreasing again. This can be related to the trade-off between increasing stiffness
and increasing the layer that is responsible for the biggest thermal expansion. Contrary to what would be ex-
pected from the former case, Ahmed et al. [62] showed that varying the membrane thickness over 0.3-3.0 um
at constant temperature does not result in different deflections. In fact the displacement of 5.8 um remains
unchanged, illustrating the complexity of membrane deflections.

In which shape and to what extent the Microheater deflects highly depends on its size, design and layer com-
position, as these determine how the stress distributes and is released. When optimizing for thermal stresses
one should ideally combine materials that show similar and low CTE to minimize boundary-layer and over-
all compressive stresses. Furthermore, minimizing the heater area minimizes the area that is experiencing
thermal expansion and thus the deflections.

Stress distribution When raising the temperature, thermal stress develops in addition to mechanical stress.
Depending on how well the stress is distributed over the device, the superposition of these can be a major
cause of failure, but can also give opportunities for improvement. Therefore, the stress distribution is some-
thing to take into account in the geometry as these determine where the stress originates, how it distributes
and how (or if) it releases.

As indicated in Fig. 2.4, closed membrane designs usually have a more homogeneous stress distribution [60]
than open membrane designs which experience high stress concentrations in their narrow support beams [63].
However, open membranes do not always fail at lower temperatures than closed membranes [62], presum-
ably, because open membranes are more compliant which allow them to release stress through deflection.

The importance of stress distribution is highlighted by the plastic deformations that Lai et al. [54] found for
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their closed membrane design. They reported a permanent 450 nm out-of-plane deformation in areas where
an additional layer is present (platinum top electrode on silicon oxide/nitride membrane). They attributed
this to membrane buckling due to thermal stress and relaxation of mechanical stress. The flexible polyimide
membrane design of Briand et al. [43] has the advantage that it will not break due to stresses, making it very
robust. However, the platinum heating element is not as flexible, causing high stress concentrations in the
wires defining their main failure mechanism. The robust free standing Microheater discussed in subsec-
tion 2.1.3 actually flattens upon heating and reduces its deflection by 2 um [11]. This shows that opportunity
lays in anticipating on the thermal stress that will occur upon heating. No report was found on deliberate
stress compensation though.

Spatial sample drift This parameter is specifically important to sample carrier Microheaters. Most inspec-
tion techniques focus on a certain spot in space. If the sample drifts, it might move out of the field of view.
This is particularly valid in techniques involving long accumulation times, like Raman spectroscopy and ther-
mometry [78], or high magnification imaging, like atomic resolution TEM [27]. Although some progress has
been made on drift correctors for electron microscopes, it is still considered one of the main challenges for
in-situ electron microscopy, especially when heating [2].

Sample drift originates from two factors. The first one is thermal and mechanical stabilization of the experi-
mental setup as the tiniest temperature changes result in nanometers of drift due to thermal expansion. This
can usually be minimized by giving the setup a few minutes to reach equilibrium with its surrounding en-
vironment. Creemer et al. [45] reported stabilized room temperature drift to be 0.0125nms~!. The second
factor is more persistent; the drift caused by thermal expansion of the sample carrier substrate and the MEMS
holder, originating from heat losses of the heater to the substrate, and from there to the holder [6]. For the
design of Belmonte et al. [63] the silicon substrate close to the heater experiences an increase in temperature
of 20 °C when the Microheater is at 400 °C with a fairly high power consumption of 90 mW. Since generally
Microheaters have to go to very high temperatures, proper insulation should be present to minimize the heat
losses. This can be done by using thinner and larger membranes made out of materials with a low thermal
conductivity. Apart from that, the heater itself can be designed such that it requires less power to reach higher
temperatures, for example, by reducing its size. Both insulation and an improved heater design reduce the
heat losses to the substrate and thus the required power to heat the sample. Therefore, drift optimization
is highly correlated with power consumption (subsection 2.1.3). Lastly, the sample should be placed in the
thermal center of the sample carrier to minimize the effect of thermal expansion (as is common practice in
the design of optomechanical instruments [133]). The requirement of having a thermal center can be fulfilled
by having a symmetrical design, as is the case for open and closed membranes.

Although sample carrier designs often claim to have low drift to properly do in-situ experiments, it is not
often quantified. Drift rates of 0.1 nms™! at 500 °C [45] and, more recently, down to 0.025 nms~" at 650 °C [8]
are reported for closed membrane designs.

Temperature and heat

Achieving high temperatures with good accuracy and homogeneity in the region of interest relies on heat
transfer mechanisms and their ratios and thus on the geometrical design and the materials chosen. Improv-
ing a thermal characteristic can be done through choosing a better material. However, this often comes with
trade-offs. Therefore, smart designs have to be invented and optimized using proper thermal modeling and
heat transfer analysis.

Range and lifetime The temperature range a Microheater can achieve is determined by the temperature at
which it fails or degrades too fast to reach the desired lifetime. This statement is rather broad as for sample
carriers the Microheater only has to last for a few in-situ experiments of a few hours at most, whereas gas
sensors should work for several years [67]. On the other hand, gas sensors do not have to provide and endure
temperatures as high as sample carriers; in gas sensors 300-500 °C is usually high enough to activate the
desired surface reactions [39, 40, 61], while in-situ sample carriers are required to go above 1000 °C for types
of experiments especially related to material sciences [2, 134]. Spannhake ez al. [70] found that lifetime drops
rapidly with higher operation temperatures; their platinum heater lasts over 10 years at 500 °C, but only two
days at 800 °C.
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To reach high temperatures at low power consumption the heated area should be sufficiently thermally in-
sulated from the substrate to minimize power consumption (subsection 2.1.3). If not, the substrate heats up,
causing drift (subsection 2.1.3). The maximum temperature is always limited to that at which the temper-
ature dependent yield stress meets the rising thermal stress at which hillocks, delamination or even cracks
occur [60]. At temperatures below that, diffusion and creep can become significant to slowly destroy the Mi-
croheater. For bulk, the critical point is roughly at two-thirds of the melting temperature of the chosen ma-
terials [102]. In addition, materials with high melting temperatures that do not go through phase transitions
(changes in crystal structure) should be chosen, as that will abruptly change material properties.

Typical high-temperature failure modes with a non-mechanical nature are related to current density. High
current density intensifies heater degradation through electromigration [70], which is the gradual movement
of conductor ions due to electrons scattering on them. A way to minimize this is either by choosing a material
in which electromigration is less predominant, or by using a discontinuous heating mode [33]. Sharp corners
in the heater geometry cause local current density peaks of two to three times the mean value, as can be
observed from simulations by Sidek et al. [69]. These places experience more Joule heating resulting in local
hotspots, with much faster degradation as a consequence [70]. In addition, the heater material can amplify
or attenuate the effect of hotspots depending on its TCR value [50]. In PTC materials the resistivity increases
with temperature. Since power dissipation scales with resistivity, hotspots get even hotter. Therefore, the
combination of sharp corners, narrow heating wires and large positive TCR values should be avoided such
that current crowding and hotspots will not occur.

The highest temperatures (1000-1500 °C) are reported for closed membranes with metal heaters [8, 29, 30, 54],
which indicates that mechanical robustness and stability are the most important requirements to meet.
Few occurrences of deviating Microheater designs reach over 1000 °C: a ceramic heater [38], an open mem-
brane [70], a free standing metal heater [11] and a doped silicon cantilever [76].

Homogeneity Homogeneity is the uniformity of temperature over the region of interest. However, what
the region of interest is, varies amongst application fields. For example, for gas sensors, the region of inter-
est is the area which senses the presence of gases. For sample carriers it depends on the sample location and
spread. Only few types of samples, like lamellas, allow accurate placing [135]. Samples are usually spread over
a large portion of the sample carrier when they are deposited through dropcasting [25], dry dispersion [136]
or sputtering [137]. To be able to inspect as many of the samples as possible, the larger the homogeneous
area the better. The size of the homogeneous area depends on the heat transfer mechanisms involved (sub-
section 2.1.3). Important factors are the spatial heat generation, loss and transport in the Microheater, and
therefore, the heater size and design.

A lot of research has been done on the shape of the metal heater wire [10]. The designs most commonly
used are the double spiral and meander (Fig. 2.3). The double spiral shows the best performance regarding
homogeneity [40]. Likely because of how the metal wires—whose thermal conductivity is much higher than
that of the membrane—spreads the heat. The metal in the double spiral guides the heat outwards, spiraling
from the hottest area in the center, whereas the meander facilitates heat conduction to the sides, along the
heating lines. Fig. 2.6 illustrates the effect on the homogeneous region. Lee et al. [55] exploited this feature
by connecting a platinum heat spreading structure to its Microheater. From simulations it becomes clear
that homogeneity can be further improved by combining a parallel heater with a spiral or meander heater to
compensate for areas with lower temperature [69]. Hwang et al. [53] produced individually optimized parallel
polysilicon heaters reaching 90 % homogeneity in a relatively large area. Another promising design choice is
the use of gradually varying heater linewidth, with the largest linewidth in the center and smallest at the
edges to generate minimal and maximal heat dissipation, respectively. For the double spiral, this improved
homogeneity from 83 to 96 % [56]. Alternatively, the same result can be achieved by varying the pitch between
heater lines [40].

Next to optimizing the heater design, a heat spreading layer can be incorporated to enhance homogeneity in
the region of interest. Briand et al. [44, 115] left a 10 pm thin silicon island just underneath the heater by etch
timing. Due to the high thermal conductivity of silicon, the heat spreads over the region of interest, reaching
99 % homogeneity. The downside is that these Microheaters were found to be more brittle and have higher
thermal mass (see subsection 2.1.3) than conventional open and closed membranes [83]. As an alternative,
Ahmed et al. [62] managed to improve homogeneity from 98 to 99.5 % by depositing a 200 nm thick layer of
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Temperature

High Low

Figure 2.6: Typical isothermal contours plots of (left) double spiral and (right) meander Microheater designs on thin-film suspended
membranes. Even though the spatial heat dissipations are comparable, the isotherms have different shapes within the heater area; the
double spiral has a much more circular homogeneous area than the meander design, indicated by the orange and red regions.

silicon carbide in the region of interest. Cantilever designs are able to achieve homogeneity values of 96-98 %
without using complicated strategies [80]. Its advantage is that heat losses through conduction only happen
in one direction, resulting in a gentle temperature gradient. As a result, the tip of the cantilever becomes a
relatively large homogeneous area.

In high-temperature sample carriers, the best performances are obtained by expanding the metal heater wire
locally to use it as a heat spreader structure reaching 99 % homogeneity at 1000 °C [30], or by confining the
region of interest to within the homogeneous area with the double spiral design reaching 98.5 % homogeneity
at 1250 °C [8].

Accuracy At first sight, accuracy may seem a control issue mostly. However, the proximity between the
intended and actual temperature in the homogeneous area gets impaired by the TCR, limitations coming
from the microscale calibration and material degradation over time.

In order to measure and control temperature, many Microheaters are equipped with a built-in thermocou-
ple [104] or a four-point-probe [40] (as shown in Fig. 2.3). Using the TCR of the Microheater, the four-point-
probe is able to monitor resistance variations over the heater wire. A larger TCR allows for more accurate
temperature measurements, because of higher sensitivity to temperature changes [104]. However, due to
thermal gradients in the Microheater, the measured resistance change is an average. Therefore, the mate-
rial TCR—which can easily be obtained by calibrations on bulky hotplates [46] or ovens [67]—cannot simply
be used. The four-point-probe on itself is a very accurate temperature controlling feature, but calibration is
required [40].

Calibration can be done using various thermometry methods; no adequate method to map temperature on
the microscale has been found yet [40]. Because of the Microheater’s small thermal mass, ideally non-contact
methods are used to prevent interference of probes [41, 42]. Temperature measurement methods with high
accuracy and sufficient spatial resolution are Raman thermometry [138], electron energy loss spectroscopy
(EELS) [84], parallel beam electron diffraction (PBED) [137] and reference materials with a very well known
transition temperature [29]. Unfortunately, not all of these technologies are available in every lab or with the
required accuracy, and they can be rather time consuming. That limits their use to characterizing sample
carriers during the development phase, and makes them very impractical for accurate calibration of large
numbers of individual Microheaters that are to be used in subsequent in-situ experiments. Therefore, cali-
bration of Microheaters usually relies on optical methods with all their consequences. Often used tools are
infrared cameras or pyrometers. Errors are introduced due to wavelength, film thickness and temperature de-
pendence of emissivity [139] (subsection 2.1.2 and 2.1.2). Infrared images by Lee et al. [11] demonstrate that
reflections of other surfaces can impair the results such that surroundings of the objects can appear hotter
than the heater itself. These type of effects can be minimized by covering the heater with a thin layer of black
paint to approach a black body [29] and accuracy can be improved by fitting the Planck distribution [104] and
modeling sources of error [74]. Wiche et al. [72] provides a quantitative comparison of methods using TCR,
infrared camera, thermocouple probe and melting crayons. They bump into the same issues as discussed
before, resulting in temperature accuracy errors up to 25 % for temperatures over a 20-900 °C range, illustrat-
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ing the need for calibration of these methods before they can be considered reliable. In high-temperature
sample carriers produced in larger numbers, the TCR is calibrated using pyrometry [31], using a heated oven
achieving 96 % accuracy [30] and using pyrometry correlated to Raman achieving 99 % accuracy [8].

Once calibrated, the heater properties have to remain constant. Degradation will reduce the accuracy of the
calibration over time. Mele et al. [29] analysed the change in temperature reading when operating platinum
and molybdenum Microheaters at high temperatures for multiple hours. After only 3 hours of usage at 600 °C
platinum and molybdenum had 1% and ~0 % error, respectively. The molybdenum was pushed further to
1000 °C at which the error became 6 % after 3 hours. Degradation can be minimized by annealing the Mi-
croheaters prior to calibration. Alternatively, if the degradation is reproducible, it can be anticipated on;
corrections can be implemented in the control software to make the temperature error smaller.

Stability Temperature stability is greatly depending on degradation of the heater, as described in subsec-
tion 2.1.3. If somehow the resistivity or the TCR of the heater changes, this changes the power dissipation and
thus the temperature. A way to solve this problem is by keeping the power input constant instead of either
voltage or current. However, this method will not work in a changing environment in which heat losses are
different. Due to the nature of the experiment, it may be in vacuum (e.g. TEM/SEM), at low gas pressures
(e.g. environmetal TEM/SEM) or in ambient air (e.g. optical microscope). The way to solve for all cases is to
provide feedback to constantly correct for changes, which is what the four-point-probe allows for [40].

A different approach is to prevent the degradation to happen, by choosing materials that endure high tem-
peratures better. Spannhake et al. [71] propose semiconductor heater elements. However, these materials
introduce other issues and have much higher resistivity, which means they require about 100V to operate,
while metal heaters suffice with a few volts. The other issue is that nonlinearity of the TCR—as is typically
the case for ceramic or semiconductor heaters [77]—hampers the ease of control and thus the temperature
stability. A large difference can be made by choosing a proper material with a linear TCR value within the
operating range [104], or by increasing doping concentrations to obtain a more linear TCR [64].

Power consumption For many Microheater applications it is necessary to have a device with small heat
losses to its surroundings to obtain low power consumption. In integrated circuits this is important to avoid
heat cross-talk with other devices, to avoid heating of electronic components and to enable battery pow-
ered portable devices (like portable gas sensors) [63]. More specific to sample carriers, the main reason for
minimizing power consumption is its direct connection to sample drift through thermal expansion (subsec-
tion 2.1.3).

The power consumption of the Microheater fully depends on the heat loss mechanisms and, therefore, on
how well the Microheater is thermally insulated [61]. These heat loss mechanisms (illustrated in Fig. 2.7) are:
conduction through membrane, conduction through the electric contacts, conduction through air, convec-
tion through air and emission of thermal radiation. In literature, many efforts have been made on analyti-
cal models to understand and predict the thermal behavior of the Microheater. Despite the importance, as
pointed out by Samaeifar et al. [68], thermal models and heat transfer analyses throughout literature lack
consistency and completeness in terms of which assumptions are made and which heat loss mechanisms are
included.

Conduction through membrane is one of the major heat loss mechanisms which is significant for all temper-
atures as it scales linearly with the temperature gradient. Since this is quite straightforward to model, little
ambiguity is found in the models, but large variety is found in the thermal conductivity values of silicon ni-
tride as pointed out before in section 2.1.2. Attempts have been made to determine thermal conductivity
values using AC heating in which the phase shift between applying heat and sensing heat provides informa-
tion on the thermal diffusivity [139]. However, to obtain thermal conductivity therefrom, the heat capacity
has to be known, which shifts the problem to determining heat capacity. Contrary to the membrane, heat
losses through the electric contacts are usually not considered, but are not negligible considering their much
higher thermal conductivity. As to be expected, open membranes provide better thermal insulation than
closed membranes as there is less matter to conduct heat through [68]. Typical approaches taken to decrease
heat losses are increasing the size of the membrane [115] and reducing the size of the heater [61]. Cantilever
designs excel in this aspect, since the matter to conduct heat through is even less [81]. Alternative designs
exist in which no membrane is used at all; the heater is made on a porous silicon foundation resulting in
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Figure 2.7: Cross-sectional schematic of the heat loss mechanisms in a Microheater. The substrate is shown in blue, insulating layer(s) in
green and the Microheater area or the region of interest in dark red. Conduction through the membrane and electric contacts is indicated
by white arrows, conduction and convection through air by black arrows and emission of thermal radiation by curly red arrows.

increased robustness, but at the cost of a more complicated microfabrication procedure. The thermal con-
ductivity of porous silicon is so low (~1 Wm™!K™!) that the power consumption can become comparable to
membrane designs [35].

Where some authors assume that convection is negligible compared to conduction in air on the microscale [33],
some assign large part of the heat loss to convection [29]. Not to choose one above the other, at least exper-
iments show that the combination of the two is responsible for a very large portion, that is two-thirds, of
the total power consumption [130]. However, these are not relevant for sample carriers meant for inspection
techniques in vacuum.

Heat losses due to emission of thermal radiation are correctly neglected in much of the literature, as many
of the Microheaters do not reach temperatures high enough to make it significant. However, the influence
of radiation heat losses increases with temperature to the fourth power and should not be neglected when a
significant portion of the Microheater reaches above 500 °C [71, 130].

The better performing Microheaters typically show total power consumption values of 10-65 mW in vacuum
or 100-250 mW in air at 1000°C [8, 11, 29-31].

Response time One of the strengths of MEMS Microheaters is the fast response time. The time it takes to
reach the intended temperature improves with higher current densities and lower thermal mass [8]. This re-
sults in the general trend that smaller Microheaters have faster responses [140]. Depending on the purpose of
the Microheater, this allows for pulsed operation instead of continuous, greatly improving lifetime and energy
usage [104]. From a sample carrier perspective fast response time allows for new types of material research,
for example by doing reliability experiments with temperature cycling or by much better crystallization of
samples [36].

Typical open-loop time responses are around 10 ms for open and closed membrane designs [63]. Zhou et
al. [104] reduced the size of their Microheater to optimize for power consumption and response time, result-
ingin time constants in the range of 33-76 s to reach 300 °C with only 2.5 mW power consumption. Samaeifar
et al. [68] did the same thing for the more regular open membrane design, achieving time constants of a few
milliseconds.

2.1.4. Discussion

The overview aims to provide a comprehensive report on the methods that have been explored and the re-
sults that have been obtained in the process of optimizing Microheaters. However, in the studied literature,
optimizations were always done with a larger goal in mind; improving the performance of the device, which
could for example be sensitivity in gas sensors, thermal radiation emission in IR emitters or selectivity in
protein traps. Such an overall goal usually imposes certain constraints on the design, which prevents the de-
signer from exploring options that could be interesting for other applications. The same applies to sample
carriers, especially when these should operate in a TEM. In this specific case, the sample carrier design can
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be optimized to perform in vacuum, which influences the design process as heat loss through convection is
not present. This means it requires less power and thus less current, making related failure mechanisms as
electromigration of less concern. Moreover, the modeling of heat losses through convection, on which little
consistency is found in literature, is not required. However, if the Microheater is to be used in an ETEM, or
should be compatible with both TEM and ETEM, extra attention should be given to temperature accuracy,
stability and inertness (see subsection 2.1.2). The presence of a gas creates additional heat losses that affect
the temperature distribution. To account for that, the thermocouple or the four-point-probe connections
should be as close to the center of the membrane as possible, such that the temperature accuracy is not af-
fected by the slightly varying temperature gradient over the membrane.

Not all of the four sample carrier designs from Fig. 2.2 are equally beneficial for transmission based stud-
ies. For TEM, electron transparent windows must be included. In the design with the heater directly on the
substrate, holes will have to be drilled through the substrate to allow the electron to pass, whereas in the
other designs the thin membrane (especially if very thin windows are included) would already allow imag-
ing. The mechanical stability at elevated temperatures is the most important characteristic to microscopists.
Large sample drift will defeat the purpose of the Microheater, as in the end, the study of the sample dynam-
ics over time has to be enabled. This directly imposes constraints to the design; the power consumption
has to be minimized, eliminating the concept of placing the heater directly on the substrates. Even the rel-
atively well performing porous silicon substrates will not meet the requirement. As mentioned before in
subsubsection 2.1.3 the sample should be placed in the thermal center of the sample carrier. This means
non-symmetrical designs, like cantilevers, are no option due to the absence of a thermal center, even though
they have the prospect of best performance in terms of power consumption.

This leaves open and closed membranes to be discussed. As mentioned in subsubsection 2.1.3, currently
the highest temperatures are achieved for closed membrane designs due to their superior mechanical ro-
bustness. However, exploring extreme temperatures of over 1000 °C is not necessarily always interesting and
open membranes have the potential to perform better regarding sample drift and homogeneity because of
their lower power consumption and superior thermal isolation. Still, no open membrane sample carrier has
been proposed for in-situ TEM experiments. The robustness plays a role here, as the weaker open membrane
has an increased chance of getting damaged when samples are deposited. One common sample deposition
method, drop casting, will suffer from the additional topography the open membrane brings. Upon evap-
oration of the liquid, capillary forces will attract the liquid—and thus the dissolved sample—away from the
electron transparent windows. This effect will be relatively large in open membrane designs where the holes
even allow the sample to flow to the other side of the membrane. Overall, the sample compatibility of a closed
membrane is better, making it the most suitable design currently available in literature.

A more general issue is the proper thermal contact between the sample and Microheater [137]. Especially at
the nanoscale, adhesion between the specimen and the surface area of the sample carrier depends heavily
on the surface energy and thus the roughness of material. Therefore, it is important that the Microheater’s
surface is clean and as (atomically) smooth as possible in order to promote sample-to-surface adhesion.
This should always be considered as a potential source of error in effective temperature accuracy, especially
when the sample is a poor thermal conductor, or at high temperatures if the sample dissipates a lot of heat
through thermal radiation. If the sample is a large emitter (large particle size and emissivity of 1), the poten-
tial temperature error could be estimated from a power balance; the inflow is governed by thermal conduc-
tion through the window and the emission is governed by thermal radiation. Equating Fourier’s law and the
Stefan-Boltzmann law using silicon nitride material properties for particles of 1 um in diameter will result in
an estimated temperature error of 1% at ~1500 °C. The error will be smaller when the particle is smaller or
the temperature is lower, indicating that this effect should be considered in these limiting cases.

A TEM-related concern could come from magnetic fields caused by current in the metal wire. Although the
magnetic field of the TEM lenses will typically be orders of magnitude higher than the one caused by the
Microheater, still it can be worth to put it to a minimum. The interference of the magnetic field with the lenses
may otherwise reduce the achievable resolution. According to Maxwell’s equations of electrodynamics, this
means making the current loop as small as possible and using superposition of opposing magnetic fields, to
minimize magnetic fields as a result of time-varying and constant current respectively. The double winded
spiral is the most suitable design to meet both requirements [45].

The final design will largely depend on the materials chosen in the early stage of the design. Therefore, it
is important to make a well-considered choice on the materials to use, which is the reason why attention is
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Table 2.2: Design guidelines to develop and optimize Microheaters regarding mechanical robustness and stability. For each performance
parameter, the set of influential factors result in a set of design guidelines. Influential factors have multiple design guidelines or share
them due to the physics they depend on.

Mechanical robustness and stability

Performance Influential factors Design guidelines
parameter
Mechanical * Residual stress * Reducing combined stress level of stack.
stress (2.1.3) ¢ Boundary-layer stress ¢ Annealing the stack of layers.
¢ Flexibility (Young’s modulus) and e Slight tensile stress (for suspended membrane)
stability
¢ Membrane stiffness ¢ Tune thickness-size ratio to obtain desired stiffness
Thermal * Magnitude of the CTE * Use materials with low CTE values
stress (2.1.3) ¢ CTE mismatch between different e Stack layers with similar CTE values
layers
¢ Thermal expansion in hot area * Minimize the hot area; reduce heater size
¢ Geometrical heater design ¢ Avoid sharp corners
* Membrane stiffness * Tune thickness-size ratio to obtain desired stiffness
Stress * Superposition of thermo- » Use deliberate stress compensation
distribution mechanical stress
(2.1.3) ¢ Geometrical constraints on ¢ Geometry that allow for stress release (e.g.
deflection rotational symmetry)
¢ Microheater geometry ¢ Avoid sharp geometrical transitions between layers
* Membrane geometry type * Use closed membranes for a more homogeneous stress
distribution
Spatial ¢ Thermal and mechanical ¢ The sample region should be the thermal center of
sample drift stabilization the Microheater
(2.1.3) ¢ Thermal expansion of the ¢ Insulate the substrate from the heater by making
substrate, due to heat losses from membranes thinner and larger, and use materials with
the Microheater low thermal conductivity
¢ Thermal expansion of the holder, ¢ Use low thermal conductivity membrane materials
due to heat conduction from ¢ Reduce heater size such that it requires less power

the substrate

given to material properties in section 2.1.2. The designer will typically consider which materials are avail-
able in the cleanroom prior to determining which ones allow for going to the desired temperature. If the
cleanroom’s repertoire leaves multiple options, the pros and cons should be considered based on the mate-
rial properties. Ideally, one would select the material with minimal CTE and TCR to prevent high thermal
stresses and minimize risks with delamination and hotspots. Although low TCR is better for the mechanical
purposes, it comes with a trade-off: on the one hand a large TCR causes hotspots, limiting temperature range
and lifetime, but on the other hand a large TCR provides easier temperature control and thus higher temper-
ature accuracy and stability. A small CTE minimizes thermal stress and thus membrane deflections. Delib-
erate stress (pre)compensation (subsubsection 2.1.3) seems promising, but requires more extensive research
with regards to its implementation in Microheaters. Opportunity is left in the optimization of membrane de-
flection as plenty of observations have been done on the subject, but little effort has been made to actually
optimize for it.

Deciding between a metal or ceramic heater might depend on the application in mind. However, it is im-
portant to highlight that metal has a higher current density and therefore allows for extremely fast and linear
responses. The combination of a metal heater with a four-point-probe—meaning very fast responses and
measurements of resistance—allows for fast closed-loop feedback control to keep the temperature stable
upon changing environments. This is especially relevant when the Microheater is used in combination with,
for example, different gases and pressures in an environmental TEM. Feedback will also keep temperature
discrepancies to a minimum when the heater is used with both vacuum and ambient inspection techniques.
The main advantage of the ceramic heater is that it has a higher inertness. Therefore, it does not necessarily
require an additional dielectric layer, but instead the sample can be placed directly on top of the heater. In
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Table 2.3: Design guidelines to develop and optimize Microheaters regarding temperature and heat. For each performance parameter,
the set of influential factors result in a set of design guidelines. Influential factors have multiple design guidelines or share them due to
the physics they depend on.

Temperature and heat

Performance Influential factors Design guidelines
parameter
Range and * Melting temperature of membrane ¢ Choose materials with high melting temperature
lifetime (2.1.3) and heater materials ¢ Design heater such that current crowding is unlikely to
« Diffusion and creep rates happen; avoid sharp corners
* Morphological and crystal * Choose material in which electromigration is less
structure changes predominant
¢ Current density ¢ Use a discontinuous heating mode
* TCR of heater material * Choose materials with small and negative TCR to avoid
amplification of hotspots
Homogeneity e Spatial distribution of power * Use gradually varying heater linewidth
(2.1.3) dissipation » Use varying heater pitch
¢ Heater size ¢ Use a meander or double spiral design
* Heater design * Design a heat spreading structure
¢ Thermal conductivity of different ~ * Confine the region of interest to within the
membrane layers homogeneous area
Accuracy * Microscale calibration limitations e Calibration using varying thermometry methods
(2.1.3) ¢ Errors introduced during ¢ Use non-contact methods to prevent interference
calibrations ¢ Anneal at high temperature prior to calibration
¢ Heater degradation over time ¢ Use high-TCR materials to increase sensitivity
¢ Value of the TCR to temperature
¢ Temperature control * Use an integrated thermocouple or four-point-probe
in closed-loop
Stability ¢ Heater degradation over time * Keep the power input constant when desired
(2.1.3) * Consistency of power dissipation temperature is obtained
¢ Change of surroundings * Closed-loop feedback control
¢ Temperature control ¢ Include a thermocouple or four-point-probe close
to center
¢ Choose material with linear TCR
Power * Heat loss mechanisms; conduc- * Use low thermal conductivity membrane materials
consumption tion, convection and radiation * Reduce size of the heater
(2.1.3) ¢ Temperature dependent material ¢ Account for heat loss mechanism changes as function
properties of temperature
* Explored temperature range * Make the membrane larger and thinner
Response ¢ Current density ¢ Use heater materials that allow for high current density
time (2.1.3) ¢ Thermal mass and resistance * Decrease thermal mass and thermal resistance in

heater area

that case, care has to be taken that direct contact between the heater and the sample can allow current to
pass through the sample causing local Joule heating (especially if the resistivity of the sample is comparable
or lower than that of the ceramic heater). From a design point of view, the metal heater allows for larger flex-
ibility (because the metal has a lower resistivity): the heating wire can be patterned in all sorts of shapes and
with varying linewidth and pitch, giving a lot of design freedom over the spatial power dissipation. This al-
lows metal heaters to dissipate more heat locally where it is desired, which potentially minimizes heat losses
to the substrate and therefore minimizes drift. Furthermore, it allows for optimization of the temperature
distribution resulting in better homogeneity. Such flexibility is much less for ceramic heaters which require
a wide heater to flow the same current. In this way, an optimized metal heater can perform much better in
terms of temperature homogeneity.

It has become clear that many aspects should be taken into account in the design of a Microheater. Changing
the design to improve for a certain parameter can have alarge impact on another. To provide the reader with a
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tool to keep the overview of the major things to take into account, Table 2.2 and 2.3 provide design guidelines
based on the most successful methods from literature. They summarize what has been learnt from the state
of the art and the discussion. Details on the influential factors and design guidelines are given in the corre-
sponding parts of section 2.1.3. Keep in mind that, depending on the application, not every single guideline
will always apply to every design. As the performance parameters are interdependent, it is impossible to pro-
vide a fixed set of guidelines. The application determines which performance parameters are most relevant.
The table gives an overview of the potential solutions and design guidelines, which compatibility should be
verified with the application. In the subsequent optimization steps, the interdependence of the influential
factors should be carefully considered to refine the design.

The so far discussed optimizations are all attainable, or likely to become so, within an overseeable amount
of time. Looking into the future, it can be observed that recent advancements have been made in producing
reduced graphene oxide (rGO) Microheaters. Yao et al. [141] showed extraordinary high-temperature per-
formance with their rGO Microheater; the sustainable carbon material is able to endure temperatures up to
2700 °C. The power consumption of these type of Microheaters are currently in the single watt regime, too
high for sample carrier purposes. In addition, feature sizes are still too big as well. High-temperature rGO
heaters are produced using 3D printing, resulting in feature sizes of ~200 um. However, other methods are
being explored. Sinar et al. [142] used laser microfabrication to locally reduce non-electrically conducting
graphene oxide (GO) into conducting rGO with dimensions in the order of 2-3 um. More methods should be
possible as GO has been micropatterned with feature sizes in the 2-50 um range for biological purposes be-
fore [143]. Eventually, when the research community succeeds in shrinking these type of Microheaters down
further and if there is demand for exploring these high temperatures, these types of materials might take over
because of their superior temperature performance.

2.1.5. Conclusion

Microheaters are broadly used in MEMS. The research field was originally dominated by Microheater devel-
opment for gas sensors that typically use metal heater materials. However, the use has extended to differ-
ent fields with numerous applications and therefore many different designs. This review considered Micro-
heaters of all types. An overview of the existing design approaches and optimization methods was presented.
The state of the art was categorized in the defined Microheater characteristics through which their perfor-
mance is typically expressed. This review combined acquired knowledge from various application fields,
which resulted in a guide with Microheater design guidelines. Although this review and the guide are appli-
cable to many application fields that require design and development of a Microheater, emphasis is laid on
design parameters most relevant to the Microheater as a high-temperature sample carrier for in-situ experi-
ments.

Closed membrane designs are most practiced for sample carrier purposes, both with ceramic and metal
heaters. The reason is that these perform best with regards to robustness and mechanical stability and, there-
fore, have a higher fabrication yield and allow harsher sample preparation methods. Currently, ceramic and
metal heaters show comparable performance, but the prospects for metal heaters look more promising as
they allow for larger freedom in the design and thus for more ways to improve. The majority of research and
development has been focused on metal Microheaters through which significant improvements were made
for, typically, one or two of the many characteristics. The remaining task is for the research community to
develop an optimized Microheater that combines the previously and separately attained improvements. This
review aimed at providing the means to achieve an optimal Microheater with the desired specifications. Ta-
ble 2.1 helps to choose the right heater and membrane materials and Table 2.2 and 2.3 guide and help decide
on the design choices.

2.2. The Nanoreactor
2.2.1. Introduction

Before the introduction of the Nanoreactor, two existing methods enabled the confinement of gas inside the
TEM. Those are the earlier mentioned ETEM, attained through differential pumps, and the windowed gas cell,
in which the gas is prevented to enter the TEM column by an electron transparent amorphous carbon film
of ~10nm thick. In both cases the maximum achievable gas pressure is ~10 mbar. As described by Giorgio
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et al. [144], both have their pros and cons. The resolution was found to be slightly better in the ETEM case
(0.14-0.18 nm compared to 0.21 nm). However, this was not limited directly by the cell itself, but rather by the
large gap pole piece that is required to fit the cell in. In fact, the cell concept can potentially allow for higher
resolutions as the thickness of the gas layer is only 1 mm, whereas this is typically 10 mm in the column of
an ETEM [6]. Advantages of the cell are its (potential) compatibility with a large portion of TEM’s out in the
field, as only the holder has to be adjusted to make it fit in between the pole pieces. Moreover, due to the
small gas volume of the cell, the outgoing gas can be analyzed by mass spectrometry, potentially allowing to
measure reaction products of the processes visualized using the TEM [144]. A disadvantage is the need for
electron transparent materials to serve as windows. In this case amorphous carbon has been used, which is
prone to oxidation when used in combination with gases containing oxygen. Therefore, this configuration
does not enable the study of redox reactions. Alternatively, more inert materials are suggested such as silicon
nitride [145].

The development of the Nanoreactor commenced at the Delft University of Technology in 2001 [6], where it
emerged from progressing research on in-situ TEM Microheater technology and the desire to enable atomic-
resolution studies on chemical processes at gas-solid interfaces at high pressure. To the author’s best knowl-
edge, the earliest reports on the Delft Nanoreactor date back to 2008, when Creemer et al. [49] introduced
it. The principles behind the design of the Nanoreactor come close to those of the windowed gas cell with
major improvements on further reducing the thickness to a few tens of micrometers. The advantage comes
in two ways: the same resolution can be obtained with a much higher gas pressure, and the large gap pole
piece requirement drops, allowing to use better pole pieces resulting in a higher resolution than what could
be obtained with the ETEM or windowed gas cell.

The reduced gas layer thickness has been made possible by MEMS technology. The first published design of
Creemer et al. [45, 48, 49] consists of two facing MEMS devices that are aligned and glued together to form
a closed cell. The bottom chip consists of a silicon substrate covered with a 1.2 um thin silicon nitride film
that has an embedded platinum double spiral Microheater, similar to those described in section 2.1. The
substrate material underneath the Microheater has been etched away to release a suspended membrane of
1 mm?. To facilitate the transmission of electrons, the central part of the suspended membrane contains a
number of ellipsoidal electron transparent windows as thin as 10nm. The top chip has a simpler design,
including just the suspended membrane and electron transparent windows. To enable gas flow, the bottom
chip has a gas inlet and outlet and one of the membranes has disc-shaped spacers that make up a 4 um thick
gas channel from inlet to Microheater to outlet. To bring it into the TEM, the MEMS device is mounted in a
custom TEM holder that has gas lines as well as four electrical probe needles to connect both the gas channel
and the Microheater. In this configuration a resolution better than 0.18 nm was obtained in a 1.2 bar hydrogen
environment at 500 °C. In comparison, even with a gas pressure that is 100 times higher, a similar resolution
was obtained as with the ETEM and windowed gas cell.

In the years after, a few different paths were explored, but the overall Microheater and gas chamber design
stayed roughly the same. The different paths mostly concerned: different fabrication methods, designs and
assembly methods, to prevent carbon contamination, to improve ease of use, and to improve fabrication
yield. According to Erdamar et al. [6] those paths were:

* testing different types of glue, both organic and inorganic, as the carbon contamination was caused
by outgassing of the epoxy used in the initial design. However, with the organic ones, no glue was
found that resolved the issue completely, and with the inorganic ones, achieving airtightness has been
challenging. Eventually, the problem was not solved with the chip. Instead, the holder was modified
such that gas leaking through the glue would not end up in the TEM column.

* using a Viton O-ring in between the bottom and top chip instead of gluing them together. This method
greatly improved ease of use. Whereas the monolithic designs only allowed for flushing in the sample
through the inlet by using capillary forces, the dual chip design has a very high sample compatibility
as it allows for direct sample preparation and transfer onto the electron transparent windows. This
allows for local dropcasting instead of contaminating the complete chip, dry transfer of powders and
nanowires, and accurate placement of lamellas in the focused ion beam (FIB) [8]. Moreover, the chips
can be taken apart after the TEM experiment, enabling post-analysis using other characterization tech-
niques such as atomic force microscopy (AFM). A disadvantage, however, was that tolerances on these
small O-rings are usually on similar scale as the required compression to obtain vacuum in conditions
like these. Therefore, obtaining a leak-tight assembly may require multiple attempts.
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Figure 2.8: The Nanoreactor as presented by Pérez Garza et al. [8, 9]. (a) The Nanoreactor with stacked bottom and top chip. (b) The
Nanoreactor with lifted top chip, revealing the Microheater embedded in the bottom chip. (c) Close-up of the encapsulated double spiral
Microheater. As indicated by I and R the outer two electrical contacts are used to supply the current and the inner two to measure the
resistance. Together they form the four-point-probe that allows for local closed-loop feedback temperature control ensuring temper-
ature accuracy and stability even in changing gas environments (2.1.3, accuracy and stability). The electron transparent windows are
located in the center of the Microheater, within the area of homogeneous temperature. The silicon nitride windows have a diameter of
6um and thickness of 22 nm. (d) Schematic overview of the bottom chip, indicating the suspended membrane with the Microheater in
its center, the metal wires that go from the Microheater to the contact pads that provide the electrical interface to the holder, the gas inlet
and outlet, and finally the 5 um thick spacers that guide the gas past the Microheater and define the spacing in between the bottom and
top chip and, therefore, the gas layer thickness.

¢ making both the bottom and top membrane in one chip, completely omitting the need to seal two
chips. Next to being carbon contamination free, this monolithic design was able to go to a much higher
pressure—up to 14 bar—by connecting the top and bottom membrane by an array of pillars [46]. Al-
though this design surpasses all its predecessors in terms of pressure performance, the microfabri-
cation is rather complicated and, compared to the dual chip design, samples can only be flushed in
through the gas inlet or outlet. The consequence is a low success rate on sample deposition and a
significant chance of clogging of the flow channel.

In addition to this list, Mele et al. [58] optimized the fabrication flow chart of the initial monolithic design
by Creemer et al. The new wafer level fabrication technique uses wafer bonding to significantly improve
fabrication speed, reproducibility, cleanliness and yield.

It turned out that the dual chip design had the largest potential; the much better sample compatibility was
the decisive factor to serve a large scientific community. DENSsolutions B.V. used the dual chip design as the
basis for the development of the Nanoreactor for the "Climate System". Pérez Garza et al. [8, 9] presented the
Nanoreactor as a micro-sized laboratory enabling in-situ TEM studies from room temperature up to 1300 °C
and gas pressures of up to 1.5bar. The Nanoreactor is shown in figure 2.8. The major changes in this design
are the heater material, which is now molybdenum, allowing to go to higher temperatures than platinum,
circular design of the electron transparent windows to improve their robustness, and careful positioning of
the windows inside a homogeneous temperature zone.
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(a) (b)

Figure 2.9: Gas flow in the Nanoreactor. (a) Schematic top view of the Nanoreactor bottom chip. The shaded region in between the
spacers indicates the simplified gas channel volume that is used for analytical derivations and estimates. The remaining volume has
relatively low flow speeds and will not be considered for now. (b) The dimensions and gas flow profile in the shaded region of figure (a).
Assuming laminar flow, the gas speed profile is given by Poiseuille flow.

2.2.2. Gas flow: speed and turbulence

Analyzing gas flow in the Nanoreactor geometry (see figure 2.8d) starts with the Navier-Stokes equation. It
relates pressure difference to flow rate and gas channel geometry by

ou . _. 2.
pE+pu.Vu:—VP+nV u, (2.1)
in which p is density in kgm™3, ii the flow speed in ms™!, ¢ the time in s, and 1 the dynamic viscosity in
Pas. To simplify and enable analytical derivations and estimates, only the shaded region of the gas channel
in figure 2.9a is being considered. The flow regime can be identified using Reynolds number,
puH

Re= . (2.2)
n

Gas flow is turbulent for Re > 4000 and laminar for Re < 2300 [146]. However, in comparable microchannel
geometries, laminar flow was only obtained at Re < 400 due to surface roughness [147]. To make an estimate
of the relevant regime, the typical numbers H = 5um for the height of the gas channel [8], pai; = 1.2kgm ™3,
TNair = 1.8:107°Pas and u = 1ms™! (based on gas flow speeds Harley et al. [147] found in comparable mi-
crochannel geometries at representative conditions), result in Re = 0.4. So assuming laminar (Poiseuille)
flow, steady-state, and a one dimensional flow profile (because W >> H), equation 2.1 reduces to

oP _ 0% u,
ox Voz '

(2.3)

Integrating twice over z, using boundary conditions uy =0 at y = H/2 (or at y = —H/2) and du,/dy = 0 at
y = 0 gives the flow speed over z:

1 ap( » (H)Z) 2.4
Uur=——\z"-({=1| |, .
T omoox 2
which is plotted in figure 2.9b. By spatial integration of the flow speed, the volumetric flow rate is found to be
w2 HI2 _14P
= uxdzdy = ——H>W. (2.5)
? y=-W/2Jz=—H/2 * Y 3n 0x

Note that, to simplify the math, density and dynamic viscosity are considered independent of pressure through-
out this derivation. This means that incompressible flow has implicitly been assumed. On the contrary, gas is
very compressible which expresses itself mostly in an increasing volumetric flow rate upon decreasing pres-
sure, due to conservation of mass. Also, it will result in a slightly nonlinear pressure gradient. However, as
long as the pressure drop is small relative to the average pressure, the assumptions are valid. Most important
is that equation 2.5 makes it very clear that gas flow is very sensitive to variations in the height of the gas
channel. Although the flow speed can be tuned by adjusting the applied pressure, this hinders reproducing
the exact same gas flow conditions. It also explains the large differences in flow speed that Mele et al. [58]
report on. They attribute the differences they found to dust particles that can end up on the spacers and in-
crease the space between the top and bottom chip. Therefore, it is important to assemble the Nanoreactor in
a clean environment.
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Very high flow speeds can be obtained in microchannels as the low volumetric flowrates make it rather easy
to apply large pressure differences on the inlet and outlet. Care has to be taken that isothermal flow cannot
simply be assumed at very high flow speeds due to friction and rapid gas expansion. The temperature in
the center of the gas channel, where the flow speed is highest, will be lower than the temperature at the
gas channel walls. To stay within differences of 1%, the flow speed should not exceed i max = 69ms~! for
air [147].

2.2.3. Mechanical properties: membrane deflection and spatial sample drift

So far, the spacing between the bottom and top chip was considered to be defined by the spacers. However,
due to the large pressure difference between the in- and outside the Nanoreactor, and because of the high
aspect ratio between the thickness and lateral dimensions of the membrane, it has nearly no bending stiff-
ness, resulting in significant deflections. Figure 2.10a schematically shows how the Nanoreactor membranes
deflect at high pressures. The relation between pressure and deflection at the center of the membrane [148]
is given by:

toy tfWE 4
P=C—Lw+C—1——
a2 w 2a4(1—v)w

) (2.6)
in which P is the pressure inside the Nanoreactor in Pa, ¢ is the membrane thickness in m, oy is the resid-
ual stress in Pa, a half the edge length in m, w is the deflection in m, E is the Young’s modulus in Pa, v is
the Poisson’s ratio, and C;, C, and f(v) are geometry and model dependent parameters. Although the latter
parameters vary from source to source, equation 2.6 is widely accepted [45, 87, 88, 107, 149-152] and experi-
mentally verified for silicon nitride membranes [150]. Typical values for the parameters are C; = 3.0-3.5, C» =
1.3-2.0 and f(v) = 1-0.27v.

Creemer et al. [45] found the deflection of the membrane to be ~17 um for a gas pressure of 1 bar. This in-
creases the gas layer thickness in the Microheater region from 4 um (defined by the spacer thickness) up to
38 um (maximum gap between deflected membranes). The gas layer thickness varies significantly with pres-
sure, as shown in figure 2.10b. In an attempt to reduce the thickness of the gas layer, Yokosawa ef al. [153]
made the membrane of similar size as the heater (~300 um). This means that, for similar conditions, the
membrane deflection is only ~5um, resulting in a gas layer thickness of ~14um. As shown in figure 2.10b,
this not only reduces the total gas layer thickness, but also reduces the variation as function of pressure sig-
nificantly. This means that the effect of pressure fluctuations will be less pronounced in fluctuations of mem-
brane deflection, which means less defocussing and therefore better TEM imaging quality. The downside of
this design is an increase in power consumption because of the proximity of the heater and the substrate
(heat sink).

As has been discussed with regards to Microheaters in subsection 2.1.3, power consumption leads to spatial
sample drift. In a vacuum environment, the only heat losses are through thermal radiation and conduction
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Figure 2.10: Membrane deflection. (a) Schematic illustration of membrane deflection (not to scale). The gas exerts a pressure on the
membrane, indicated by the arrows, due to the gas pressure difference inside (1 bar) and outside (vacuum) the Nanoreactor. (b) Mem-
brane deflection as function of pressure for different membrane sizes using equation 2.6. The chosen parameters are the mean value of
the range as presented in the text. The material properties are taken from Creemer et al. [45].
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Fixed

Figure 2.11: Three-dimensional schematic of a Nanoreactor with the substrate in blue, membrane in green and the gas layer in gray
(a detailed version of the gas layer can be found in figure 2.9b). As the gas pressure at the inlet (Pj, ) is higher than the gas pressure at
the outlet (Poyt), the flowing gas exerts a force on the Nanoreactor through friction between the gas and the surfaces of the bottom and
top chip. This force is balanced to keep the chip in place. Both the top and bottom chips are mechanically fixed to the metal holder by
compressed O-rings that provide vacuum sealing (not shown). The exerted forces may cause a few nanometers of mechanical drift upon
changing pressure differences.

through the membrane. The Nanoreactor requires about three times as much power to reach the same tem-
perature because the thin gas layer conducts heat through the gas channel as well as to the membrane of the
top chip. The initial drift that Mele et al. [29] measured just after a 500 °C temperature ramp was 3.3nms" !,
exponentially decaying with a time constant of 137s. Although drift values are hard to compare as not ev-
eryone mentions the settling time they used, these values are higher than what has been reported before for

Microheaters.

Another factor contributing to spatial sample drift could be the lateral force exerted on the chip through
friction between the gas and the chip. As flow in the Nanoreactor is typically laminar (see subsection 2.2.2),
an estimate can be made of how this force relates to flow rate and the dimensions of the gas channel. The
force balance shown in Fig. 2.11 shows that,

F=APHW, (2.7)

in which AP (= Py, — Poyy) is pressure difference in Pa, H is the channel height in m and W is width in m.
Together H and W make up the area on which the gas applies pressure. Integrating over the length of the gas
channel (i.e. 0P/0x = AP/ L) allows substitution of equation 2.5 in 2.7, leading to

L
F= —3TlﬁQ, (2.8)

which shows how the exerted force depends on parameters like gas channel length, height and volumetric
flow rate. This equation gives insight into what the potential drift sources are and how these can be min-
imized. Because of the quadratic dependence on the gas channel height, increasing it looks like the most
efficient approach. This, however, influences imaging conditions, as the additional gas scatters electrons.

The gas channel in figure 2.9 is approximately 300 um wide and 5um high [8]. Using equation 2.7, pressure
gradients of 1, 10 and 100 mbar result in exerted forces of 0.15, 1.5 and 15 uN, respectively. The latter case is
getting close to the lower regime in which MEMS mechanical actuators are used, which means that the effect
of these forces may be significant [154]. If so, this type of drift is expected to have lower settling times, because
once the gas flow has settled, the forces equilibrate. Instead, there will be drift while changing pressure and
flow rate settings as then the forces change.

2.2.4. Thermal properties: gas expansion and thermal conductivity

As the Microheater allows to go to high temperatures, the effect of temperature on the gas properties cannot
be neglected. The relation between the mechanical properties of a gas and the temperature is given by the
ideal gas law,

PV = NkgT, 2.9)

with V the volume in m3, N the number of gas molecules, kg the Boltzmann constant in JK! and T the
temperature in K. If the temperature increases while pressure and volume are kept constant, the number of
gas molecules (and thus the density) has to go down. The density of an ideal (monatomic) gas is given by

N p

p=m—

S 2.10
v T (2.10)
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with m the molecular mass in kg.

The thermal conductivity of gases can be derived from the kinetic theory of gases and equipartition theorem,

1
/1=5p0v<u>l=n0v (2.11)

in which cy is the specific heat capacity for constant volume in Jkg=' K~!, (1) the mean particle velocity

|3k T
(W) = (2.12)
m

_ kgT
V2nPg?

in m, with o the molecular diameter in m [155, 156]. Note that poc PT~!, o< TP~! and (u) o< v/'T, such that
thermal conductivity is independent of pressure and increases with the square root of temperature. These
equations have been derived based on various simplifications such as modeling gas particles as elastically
colliding spheres (neglecting intermolecular forces as described by the Lennard-Jones potential) and only
taking into account binary collisions [157]. Additionally, depending on how the derivation is done, a different
constant can be found for equation 2.11 (i.e. 1/3 instead of 1/2) [121]. So it is better to use widely available
experimental data [157-161].

inms~! and I the mean free path

(2.13)

Equation 2.11 predicts that the thermal conductivity is proportional to the mean free path of the gas molecules.
However, if the pressure goes down far enough, the mean free path is not limited anymore by collisions be-

tween gas molecules, but by the boundaries of the gas channel instead. At room temperature and atmo-

spheric pressure, the mean free path in air is ~65 nm [162]. That is almost a factor 100 smaller than the gas

channel height, which means still ~99 % of the collisions are intermolecular. However, when the pressure

goes down to 100 mbar (factor 10) and the temperature goes up to 1000 °C (factor 4.3), the mean free path

increases by a factor 43 to 2.8 um. In this case only ~50 % of the collisions are intermolecular. Therefore, if the

mean free path is in the same order of magnitude as the gas channel height, large deviations can be expected

from thermal properties in the laminar flow regime and equations 2.11 and 2.13 no longer hold.

The thermal conductivity of gases on the microscale as function of pressure can be calculated from

/1 atm

AP:1+B(P3%)Kn,

(2.14)

in which B is a gas and surface roughness dependent constant of approximately 1-3 and Kn is the Knudsen

number,
l

Kn=—, (2.15)

H
which differentiates laminar flow (Kn < 0.01), molecular flow (Kn > 1.0) and the transition regime from each
other [147, 163, 164]. Based on the numbers for air, and including membrane deflection, the Nanoreactor can
be operated in conditions that result in 0.002 < Kn < 0.56. Figure 2.12 shows how the thermal conductivity
of air depends on the gas pressure for different pore sizes in porous media. It confirms that the Nanoreactor

operates in the transition between laminar and molecular flow regimes, but closer to the laminar-side.

As later on gas mixtures will be discussed, the extended version of equation 2.11 for mixtures of gas A and B
is given by

AA AB OpA+ 0B 2

= +
1+ ®ag(Ng/Nyp) 1+ ®gpa(INA/NB)

mpa + mg

(2.16)

AAB with Opp = (
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[156, 157]. The gas conducts heat in all directions as well as carries heat away with the flow. Which one is
most significant will depend on the flow speed. The Péclet number for heat transfer is given by,

u

AL

Pepeat = —, (2.17)
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Figure 2.12: Thermal conductivity of the air as a function of pressure for different values of the pore size at 300 K, as presented by Félix et
al. [165]. The Nanoreactor typically operates in the region between 100-1000 mbar (10000-100000 Pa) with gas layer thickness between
5-40 um due to membrane deflection.

with ¢ the characteristic length over which the heat transport takes place m and x (= A/(pcp)) the thermal
diffusivity in m?s~!. It differentiates the dominance of heat transfer through motion (Pepea > 10), thermal
conduction (Pepe,¢ < 0.1) and the transition regime in between, in which both play a significant role [166]. The
typical numbers ¢ = H = 5um, u, = 1ms~! and x = 22-10"%m?s~! [167] result in Pey,e,; = 0.23, so it appears
that the Nanoreactor operates in the transition regime. Note that H can increase up to 40 um, increasing the
Péclet number, and that a higher temperature will result in higher thermal diffusivity and, therefore, a lower
Péclet number.

2.2.5. Gas switching: advection and diffusion

Convection takes place through advection (transport by bulk motion) and diffusion (transport by random
molecular motion). However, depending on the situation, one can be dominant over the other. To analyze
the time delay in gas switching, the dominance of either of them should be determined. The Péclet number

for mass transfer is given by,

ou
Pemass = Er (2.18)

with 6 the characteristic length over which the mass transport takes place in m and D the diffusion coefficient
in m%s™1. It differentiates advective flow (Pemass > 10), diffusive flow (Pemass < 0.1) and the transition regime
in between [166]. Two different characteristic lengths are present; diffusion over the height over the channel
6= g and lateral diffusion § = % (both divided by two because the highest flow speeds occur in the center,
so the relevant distance is from the center to the edge). Using D = 2.1-10~°m?s~! for oxygen in air [91] and
u=1ms™!, the results are Pepmaes = 0.12 and Pemass = 48, respectively. This means the concentration profile
is very homogeneous in height, while laterally advection dominates. As flow speed will differ from one region
to another because of the high aspect ratios of the gas layer, large concentration gradients can occur in lateral
directions.

If advection dominates, the incoming gas simply pushes out the gas that was initially present in the Nanore-
actor. In this case, the mathematics are straightforward; integration over the flow path in the channel divided
by the local gas flow speed (see subsection 2.2.2) gives the gas switching time. If diffusion dominates, the
diffusive flux of gases is given by Fick’s first law,

J=-DVc, 2.19)

with ¢ the concentration in molL™!. The diffusion coefficient is proportional to the mean particle velocity
and mean free path length. These can be obtained by minor adjustments to equation 2.12 and 2.13, which

are
1 1 1 1
— =y —+— and 0=0ag = —(0A+0B). (2.20)
m my mg 2
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Figure 2.13: Temporal progression of the concentration profile when two initially pure gases meet, for a binary diffusion coefficient of
D =2.1-10"°ms~!. Equation 2.19 states that diffusive flux is proportional to the steepness of the concentration gradient. As a result,
diffusion always smoothens curves as time progresses. The random movement, on which the diffusion process relies, causes some
particles to move further than others in the same time frame. Therefore some particles are found further from their starting point than
others.

Using these relations, the dependencies of the diffusion coefficient are found [168]. The binary diffusion

coefficient is given by
V3lks )2 /5L + L
Do ul= ™ (2.21)

2
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As temperature and pressure can vary over large ranges during experiments, the most important result from

3
this equation is that D o« T2 P~!. It tells that diffusive flow is slowest at high pressure and low temperature,
for the Nanoreactor that would mean atmospheric pressure and room temperature.

Equation 2.19 states that the diffusive flux is governed by the diffusion coefficient and the concentration
gradient. The latter changes over time; when the gas particles move, the spatial concentration smoothens as
shown in figure 2.13. Because of the gradual spatial change of the profile (except for ¢ = 0), it is hard to define
how far gas A has penetrated in gas B and the other way around. The standard measure for this is the diffusive
penetration depth,

{pen =2VDt, (2.22)

in which ¢ is the elapsed time in s [167]. Using D = 2.1-10~°m?s~! for oxygen in air [91], it is found that
{pen =0.13mm on ¢ = 0.2ms and {pen = 0.29mm on ¢ = 1.0ms. If imaginary tangent lines would be drawn to
the concentration profiles in figure 2.13, it follows that these values are quite well in agreement with how far
gas A has moved into gas B.

Another way to look at it is from the perspective of the gas particle rather than from the continuum approach
that equation 2.19 suggests. Using a statistical approach, the expectation value of the root mean square (rms)
position of the particle can be calculated. The rms distance a gas particle has traveled is given by

(s = V2nDt, (2.23)

in which 7 is the number of considered dimensions [169]. These definitions have a fundamentally different
interpretation: {pen is a measure of how far gas A has penetrated in gas B assuming that at ¢ = 0 there was a
infinitely sharp gradient between them, (s is more general and does not necessarily involve a concentration
gradient; it merely provides the average distance a particle has traveled from its original starting point. Note
that {pen o {rms o< V/'t. The reason that they do not increase linearly with time relates to the random motion;
the gas particle is as likely to take a step forward as it is to take a step backward. In fact, the mean expectation
value where to find the particle back again, is its starting position. An equal amount of particles moves in
positive and negative directions, so statistically the average movement of zero.

Contrary to the gas flow speed analysis (subsection 2.2.2) in which only the gas flow speed in the channel
and Microheater region are relevant, the whole gas volume needs to be considered for gas switching. Judging
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Figure 2.14: Hypothesis on which gas switching process is dominant under typical operation conditions; a pressure gradient of 50 mbar
between the inlet and outlet at a Nanoreactor gas pressure of ~1000 mbar. Yellow indicates the region where gas flow speed is high
and, therefore, where gas switching is likely to be dominated by advection. Brown indicates where gas flow speed is low which means
diffusion is likely to contribute significantly to the gas switching speed. The gradient from yellow to brown indicates the transition in
importance of advective and diffusive gas switching.

on the design of the Nanoreactor (figure 2.8) and knowing that the gas flow will be laminar, the chip can be
split up in different regions in which potentially different regimes are dominant. When a pressure gradient
is applied between the gas inlet and outlet, gas will start flowing at relatively high speeds in between the gas
guiding spacers. On the other hand, much lower gas flow speeds are expected in the regions further away
from the Microheater and outside the spacers. These dead volumes do not contribute to the experiment, but
have to be flushed as well to ensure high gas purity and experimental accuracy. Figure 2.14 indicates which
flow regime (advective or diffusive) is speculated to be found where.

2.3. Transmission electron microscopy and application specific aspects

2.3.1. Sample preparation

Next to the thermo-electro-mechanical and gas flow performance, some requirements will come from the
methods that are typically used to transfer samples to the Nanoreactor. The sample transfer methods were
mentioned before in the homogeneity paragraph of subsection 2.1.3. The Nanoreactor is not very well suited
for preparing FIB lamellas, as this may damage the electron transparent windows. These have to stay intact
to withstand the gas pressure and high temperature. Therefore, the most common method is dropcasting.
Dry dispersion and sputtering are used only sometimes.

With dropcasting, the sample particles are generally in a suspension of a volatile liquid to facilitate quick
evaporation. When the liquid is evaporating, capillary forces determine where the decreasing amount of
liquid situates itself; usually at corners and places with more topography [170]. Figure 2.15 illustrates the
result of this effect. In the bottom chip, these spots are usually where the metal wire of the Microheater is. The
extra layer gives some topography. As a result, most of the sample tends to accumulate in these regions rather
than in the center of the electron transparent windows. To maximize the dropcast success rate, topography
close to the electron transparent windows should be avoided or minimized if possible. There is a trade-off, as
moving the heater wire further away from the electron transparent window may worsen the heat transfer rate
to the sample. Alternatively, increasing the window surface area by increasing the number of windows would
overcome both. Using the design guidelines provided in subsection 2.1.4, homogeneity should improve far
enough to include more windows and, therefore, to enable optimization of both the dropcasting success rate
as well as thermal properties.

In dry dispersion, transfer happens through on electrostatic forces. Sputtering cannot really go wrong from
the chip perspective. Both of them will benefit from increasing the electron transparent window area.

2.3.2. In-situ experiments

To achieve atomic resolution, a TEM operates in ultra high vacuum and makes use of finely tuned electromag-
netic lenses to focus the electron beam. Furthermore, the sample should be thin enough to let the electrons
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Figure 2.15: Illustration by Michen et al. [170] (from the supplementary information) of a TEM copper grid with a profile similar to an
inverted T. Nanoparticles tend to accumulate near the corners and edges of this profile due to capillary forces that pull in the evaporating
suspension.

pass through. Ideally, the electrons do not need to pass through any other materials than the sample as they
distort and scatter some of the electrons, leading to image blurring and, therefore, lower maximum resolu-
tion.

To maintain ultra high vacuum, the Nanoreactor should be sealed properly to bring gas leakage into the TEM
column to an absolute minimum. The Nanoreactor is sealed using a compressed O-ring, shown in figure 2.16.
The smoother the surface, the better the seal. Therefore, it should be avoided to have (dust) particles on the
chip. Additionally, it is important that the Nanoreactor is robust enough to withstand high pressure and
temperature for a long duration. Although the volume in the Nanoreactor is very small, only ~75 nL, failure
should be avoided to prevent that gas will leak into the TEM column. To ensure robustness of the Nanoreactor,
the electron transparent windows should be circular, as this shape avoids stress concentrations and therefore
provides the best stress distribution. In comparison, stress levels in squares of the same size are up to a factor
two higher [149]. Figure 2.17a shows the differences in stress levels of simulations on circular and square
windows of similar size. However, comparing diameter to edge length is not completely fair; what matters
to the application of the Nanoreactor is the surface area of the window. Figure 2.17b and 2.17c show the
maximum stress in the circular and square windows as function of surface area. The stress levels increase for
larger windows. Therefore, it is better to include more windows instead of making them larger.

The electron transparent windows should be thick enough to withstand the pressure and thin enough to let
electrons pass through (nearly) unaffected. As shown by Pérez Garza et al. [8], the Nanoreactor allows to
image at 1 A resolution at 1 bar pressure at 650 °C, which is considerably better than what has been achieved
before by ETEM and windowed gas cells (see subsec 2.2.1). This shows that the top and bottom windows of
22 nm thick silicon nitride barely affect the attainable resolution.

As a TEM uses electrons to image, care must be taken with introducing electromagnetic components near
the electron beam, as they may affect the path of the electrons and thus the resolution limit. Introducing a
current in between the pole pieces, as the Microheater does, can therefore interfere with the magnetic field
of the TEM, which can be as high as 2T [171]. The magnetic field generated by the Microheater is described

Dead volume Compressed
O-ring

Gas channel

Figure 2.16: Proper vacuum sealing is ensured by a compressed O-ring. Spacers define the distance between the top and bottom chip
and ensure the thickness of the gas channel is accurately defined regardless of the exerted compressive force.
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Figure 2.17: Finite element analysis on stress in silicon nitride electron transparent windows at a gas pressure of 1bar. (a) The stress
distribution (in MPa) in respectively circular and square windows of comparable size; the diameter and edge length are 6 um and the
thickness is 20 nm. The circular shape experiences lower stress and would therefore be more robust. (b) The maximum stress level in
circular windows is shown to increase as function of window area for different thicknesses. The markers on the line indicate window
diameters of 1, 2, 3, 4, ... from left to right. According to table 2.1, silicon nitride has a yield strength of ~750 MPa. If bulk material
properties still apply, the maximum feasible window size would be 65um? (diameter of 9 um) for a thickness of 20 nm. (c) Analogue to
figure (b), but for square windows. The markers on the line indicate edge length.

by the Maxwell-Ampére law,
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with B the magnetic field in T, I the closed loop over which is integrated in m, yo the permeability of vacuum
in Hm™!, J the current density in Am~2, ¢, the permittivity of vacuum in Fm~!, E the electric field in V™!,
and S the area that is integrated over in m2. Typical high-temperature Nanoreactor experiments require a
stationary current of 10 mA. It follows that a single wire generates a magnetic field of 2mT at a distance of
1um from the center of the wire. It could be claimed that 0.1 % is not a significant interference, but because
high resolution is such an important quality of the TEM, any compromise should be kept to a minimum.
Equation 2.24 has current as a vector, which means that the superposition principle can be used to lower the
total magnetic field. The double spiral design includes this principle in both lateral dimensions, contrary to
other designs like the meander which only has opposing currents in one direction (see figure 2.3). Therefore,
the double spiral is a well suitable design for in-situ TEM purposes [45].

Yokosawa et al. [153] studied the effect of electron beam intensities on the Nanoreactor. The intensities vary
from 10-1000 electronsnm™2s™!, at hydrogen gas pressures of 0.8 and 3.2 bar. They found no significant dif-
ferences in Nanoreactor behavior and in the (de)hydrogenation temperatures. However, some sample types
can be sensitive to charging through accumulation of the electrons from the electron beam. To enable high
resolution imaging of these samples, it should be avoided that charge could build up that lets static electricity
forces deflect the electron beam. The best way to ground the sample is by sputtering a thin electrically con-
ducting layer before depositing the sample. However, if this is undesired due to the nature of the experiment,
charging can be minimized by having the sample as close to one of the metal heater wires as possible.
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2.4. Conclusion and challenges

2.4.1. Key takeaways from literature and theory

Until now, research has been focused on enabling the in-sifu gas technology in a reliable way. The production
flow charts have been optimized and a lot of attention has been given to improving and upscaling fabrication
yield as well as obtaining high resolution in the TEM. Now that these things have gotten much better and are
implemented, the focus can be shifted towards the optimization of the design and the specifications of the
Nanoreactor. If the specifications can be improved, the Nanoreactor can provide more accurate experimental
conditions. Obtaining higher accuracy and precision in experimental conditions will provide more accurate
experimental results. This will enable researchers to obtain more accurate results and potentially perform
types of research that could not be done before, pushing science to a higher level.

Literature contains numerous examples and attempts of improving the performance of Microheaters for var-
ious purposes, but only a limited amount of literature is available on Microheaters in combination with mi-
crochannels for gas flow. It is evident that this is because of the higher complexity that combining these
systems brings and because of the (so far) more specific and narrower application field for this technology.
Regarding the Microheater, the key takeaways had already been summarized in table 2.2 and 2.3. As the prin-
ciples behind the Microheater have stayed the same, the design guidelines provided by these tables apply
to the Nanoreactor as well. The Nanoreactor brings additional design guidelines that are extensions of the
existing ones and also introduces new performance parameters. The existing lists of design guidelines are
supplemented with those given in table 2.4. Performance parameters regarding in-situ TEM applications
have also been included.

In addition to the design rules, it can be concluded that a lot of performance parameters are interdepen-
dent, so many optimization routes will encounter trade-offs between specifications. Moreover, it has become
clear that the Nanoreactor operates in various transition regimes regarding thermal convection, laminar or
molecular flow, and gas advection or diffusion.

2.4.2. Research questions

To achieve the goal that was set in the problem statement (section 1.2), the main research question for this
project has been defined as:

Through which mechanisms is real-time TEM imaging limited and how can their influence be minimized?

Intermediate questions that require an answer to advance towards the main question are:

* What are the relevant parameters in causing interventions while applying and changing stimuli?
* How can the relations between parameters and stimuli be characterized?
* How and to what extent can the performance of the Nanoreactor be improved to pursue the goal?

In anticipation of the answer to the first intermediate question, the latter two break down to:

¢ What limits the current performance on: e How can limitations be overcome to improve:
- membrane deflection — membrane deflection
- spatial sample drift — spatial sample drift

- temperature homogeneity
— temperature stability temperature stability
- gas flow speed gas flow speed

— gas switching time? — gas switching time?

temperature homogeneity
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Table 2.4: Additional design guidelines to table 2.2 and 2.3 to develop and optimize Nanoreactors regarding thermo-electro-mechanical,

gas flow and gas switching, and TEM application aspects.

Thermo-electro-mechanical

Performance
Influential factors Design guidelines

parameter
Membrane ¢ Gas pressure ¢ Reduce the size of the membrane
deflection * Membrane dimensions ¢ Increase the thickness of the membrane

* Young’s modulus * Choose membrane materials with high Young’s moduli

¢ Residual stress ¢ Increase tensile residual stress
Mechanical * Membrane deflection * Reduce membrane deflection
Stress ¢ Shape and size of the ¢ Make the windows circular

electron transparent windows ¢ Increase the thickness of the windows
* Reduce the diameter of the windows

Spatial ¢ Pressure drop over gas channel ¢ Increase the gas channel height
sample drift * Heat losses to the gas * Decrease the volume of the heated gas

¢ Heat losses to the top chip * Insulate the top chip substrate from the heater by

making membranes thinner and larger
Temperature * Péclet number for heat transfer » Prevent that heat advection dominates over heat
homogeneity conduction
Temperature ¢ Changes in gas flow speed * Use fast closed-loop feedback
stability ¢ Changes in gas type * Bring the four-point-probe as close as possible to the
center of the Microheater

Power * Bottom membrane size ¢ Increase bottom membrane size

consumption ¢ Top membrane size
¢ Thermal conductivity of the gas

¢ Match top membrane size to bottom membrane size
¢ Choose carrier gases with poor thermal conductivity

Response o
time

Thermal mass of the gas

Reduce the gas volume

Gas flow and gas switching

Performance Influential factors Design guidelines

parameter

Gas flow ¢ Gas channel dimensions ¢ Confirm that flow is laminar through Reynolds number
speed ¢ Gas viscosity ¢ Flow speed below Mach 0.2 to preserve isothermal flow

» Applied pressure difference
» Spacer design

¢ Check Knudsen number for molecular flow effects
Increase gas channel height (scales to third power)
Let spacers guide gas towards the sample

Gas switching ¢ Péclet number for mass transport
time ¢ Dead volume
¢ Gas chamber dimensions

¢ Increase the gas flow speed
¢ Make sure advection dominates over diffusion
Avoid redundant volume

TEM application

Performance Influential factors Design guidelines
parameter

Sample ¢ Detachable sample carrier ¢ Have a dual chip design

compatibility =~ ¢ Sample accumulation during ¢ Reduce capillary forces by minimizing topography
dropcasting * Increase the distance between heater lines and windows
Resolution ¢ Gas layer thickness ¢ Reduce membrane deflection
e Electron transparent window * Reduce the gas channel height
thickness * Reduce the electron transparent window thickness
Ultra high ¢ Gas leakage ¢ Make sure the membrane and windows are robust
vacuum ¢ Gas volume (in case of failure) * Ensure sealing through compressed O-rings or glue

¢ Reduce the gas volume

Electric current in between the
polepieces

Magnetic field
interference

» Compensate using close currents in opposing directions
* Use a double spiral

Charging ¢ Electron beam intensity

* Grounding of the sample

¢ Deposit a thin conductive layer on top of the membrane
¢ Decrease distance between heater lines and windows







Methods for experimental characterization
and finite element modeling

3.1. Approach and conceptual solutions

3.1.1. Optimization approach and target setting

The literature and theory study has defined how the Nanoreactor performance is expressed and which factors
are of influence. Design guidelines have been suggested to bring the state of the art of different technologies
together into one device. A lot of performance parameters have been introduced, but not all of them are
equally relevant for the Nanoreactor. Some are rather independent of the MEMS design, and some translate
to soft (design) constraints which are already met by the current design. The design constraints are defined in
subsection 3.1.3. This project will limit itself to the design of the Nanoreactor. The intention is not to change
the fabrication procedure as it has already been thoroughly optimized in the past (see subsection 2.2.1). Ma-
terials, layer thicknesses and the interface towards the chip holder will be taken as hard constraints. This
ensures the new design will be able to withstand the imposed mechanical and thermal stresses, and main-
tains the current operating range and lifetime regarding pressure and temperature.

The focus of this project is on membrane deflection, spatial sample drift, temperature homogeneity, temper-
ature stability, gas flow speed, and gas switching time. The relevance of these performance parameters has
been described before in the problem statement (section 1.2). Some rely partially on material or fabrication
related aspects, which will not be considered. The optimization approach will consist of the following steps:

1. Characterize the performance parameters and specifications of the current Nanoreactor design. Use
literature and theory (chapter 2) to reflect on the characterization results. Ensure that results can be
explained and understood using the underlying physics.

2. Obtain a reliable and accurate finite element model using COMSOL Multiphysics, to understand the
underlying physics which govern the behavior of the Nanoreactor. The simulations should match the
results of the characterization using substantiated physics settings, parameters and properties. These
may be obtained through appropriate literature or characterization. If discrepancies occur between
simulations and experiments, the causes should be identified and the model adjusted. A general error
and reliability analysis of the finite element model is performed in appendix E.

3. Determine optimization steps based on the understanding and knowledge acquired from characteri-
zation and simulations of the current design, and the design guidelines of table 2.2, 2.3 and 2.4. Either
the causes that limit the performance should be eliminated, or their symptoms should be minimized.

4. Simulate optimization steps using the physics settings, parameters and properties that were obtained
during modeling the current Nanoreactor. Iterations between this and the previous step will occur until
either satisfactory results are obtained or the optimal result is found within the given constraints. The
goal of this step—and the goal of this project—is to propose an optimized version of the Nanoreactor
based on analytical models and finite element analysis.

37
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The optimization steps have to apply to the operation range at which the Nanoreactor is used. These ranges
are temperatures of 201000 °C, pressures of 100-1000 mbar, and gas flow rates of 0-1 mLmin~!. The opti-
mization emphasis will be on high-pressure scenarios, for two reasons: it simplifies the models as the effect
of molecular flow is smaller at high pressure and, more important, the Nanoreactor was developed for en-
abling high-pressure operation. In a typical gas experiment, a mixture of gases will be used; an inert carrier
gas composing the most of the mixture and one or two reactive gases. The carrier gas is usually either nitro-
gen or helium, which differ significantly in thermal properties and cover a large part of the possible range.
Therefore, characterization and simulations will be performed based solely on these two gases. Furthermore,
optimization will generally be aimed at (realistic) worst case scenarios because these define the specifications
of the Nanoreactor.

Based on the state of the art in Microheaters, Nanoreactors and other comparable MEMS devices, and the
theory on relevant physics, the goals and optimization targets can be set:

¢ Membrane deflection: less than 10pum
Deflection should be less than 10 um at 1 bar and, more importantly, the sample should stay in focus
with pressure fluctuations of 5mbar. This pressure stability should be attainable by the gas supply
system in stationary conditions.

¢ Spatial sample drift: reduce power consumption by 10%
As this parameter is hard to quantify beforehand, a target will be set for its main influential factor:
power consumption may not be higher than in the current Nanoreactor design. To keep a safety margin:
the power consumption of the optimized design should be 10 % less than in the current design.

¢ Temperature homogeneity: improve to 97.5%
Literature reports homogeneity as high as 99 % for vacuum conditions, but the Nanoreactor should be
compatible with multiple gases with different thermal properties. Heat loss mechanisms differ with
the operating conditions, resulting in a homogeneity that cannot be expected to get as good as for an
optimized heater solely for vacuum conditions. The target is set to 97.5 %.

¢ Temperature stability: better than 1% while changing gas
Fluctuations should not exceed 0.01 °C in stationary conditions, which has already been achieved. The
temperature can fluctuate by 1 % during changes of environment. This would be the maximum accept-
able difference considering an overall 95 % temperature accuracy is desired.

* Gas flow speed: 90% should pass sample region
At least 90 % of the gas should pass the sample region, which will be defined as the membrane. The-
oretically 100 % should be possible. However, microfabrication tolerances require that features leave
some open space in between, and some gas will always find its way through the O-ring groove.

¢ Gas switching time: Peya5= 1
The time it takes to switch gases depends on gas viscosity, diffusivity and the gas flow speed. There-
fore, no direct number can be put. However, there should be no dead volume. This demands that gas
switching is governed by advection; the Péclet number for mass transfer should be larger than one.

3.1.2. Conceptual solutions

The concepts to obtain the desired optimizations have already been introduced as the design guidelines.
However, the most important performance parameters have now been identified and, moreover, the scope of
this project has been delineated. A few solutions that had seemed interesting from the theoretical perspective,
will not be considered because of practical irrelevancies. For example, compressive stress due to thermal
expansion (table 2.3) is a lot less relevant to the Nanoreactor, where the gas pressure causes tensile stress
all over the membrane. In subsection 2.2.3 it has been predicted that changing gas flow speeds may cause
significant drift. However, in practice, changing gas flow speeds goes hand in hand with pressure fluctuations
causing a temporary loss of focus, which means the drift cannot be measured and quantified. Therefore, it
would not be useful to optimize for this cause of drift. Instead, the focal loss problem should be solved, which
therefore is one of the goals. Temperature accuracy largely relates to microscale calibration techniques, not
to the Microheater design. However, how temperature accuracy may change when switching gas type and
pressure, may be of concern to the design. The most relevant design guidelines will be considered for the
conceptual solutions:
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¢ Reducing membrane size. As materials will not be changed, the only tweakable variable is the mem-
brane size, which also is the most influential factor on absolute membrane deflection and fluctuations
due to gas pressure stability. Care has to be taken for the trade-off with power consumption. To prevent
a power consumption increase, the heater should be decreased in size accordingly.

¢ Reducing the heater size may not be sufficient to further reduce power consumption and thus spatial
sample drift. It should be determined how power consumption depends on the thickness of the gas
layer, and the ratio between bottom and top membrane size. Depending on the Péclet number for
heat transfer, it may be best to have both the membranes of equal size, or it may be beneficial to have a
different membrane size in the top chip than in the bottom chip instead.

* Homogeneity will be improved through using varying heater linewidth and pitch within the tolerances
prescribed by microfabrication. Care has to be taken not to increase current density dramatically when
reducing heater linewidth. To prevent hotspots, sharp corners should be omitted completely.

* To ensure both temperature stability as well as accuracy, the connections of the four-point-probe
should be reconsidered. The gas type influences the temperature distribution, which affects the temper-
ature-resistance relation. To which extent this effect is relevant has to be identified. If it is considerable,
the sensing probes should be moved closer to the core of the heater.

* The spacers guide the gas from the inlet in the general direction of the heater. However, the channel
is not closed, so a significant gas portion passes the sample untouched. To maximize interactions,
the spacer design should be optimized to guide as much gas as possible towards the Microheater. To
enhance gas switching times, dead volume should be minimized. This also requires a different spacer
design that either minimizes dead volume by filling up the space or allows the full gas chamber to be
flushed faster. Moreover, there should be enough spacer area present to support the top chip.

3.1.3. Design constraints

As mentioned in subsection 3.1.1, not every performance parameter is equally important or requires im-
provement. These will be referred to as soft constraints; the current design already meets the requirements.
It is important to identify these constraints and their dependencies such that it is understood beforehand
how design changes may affect specifications that are not being considered part of the optimization goal.
No compromise should be made on these specifications, but with proper substantiation some deviation is
acceptable. The soft constraints will be discussed using the design guidelines in table 2.2, 2.3 and 2.4. A
conclusive summary is provided in table 3.1.

Table 3.1: Performance parameters and their corresponding design constraint. Concluded from subsection 3.1.3.

Performance parameter Design constraint

Mechanical stress Membrane and circular windows of same or reduced size
Thermal stress Do not increase heater size

Stress distribution No sharp geometrical transitions and sharp corners

Range and lifetime Do not increase current density and no sharp corners in the heater spiral
Temperature accuracy Do not increase current density in hottest area

Response time Do not increase thermal mass and thermal resistance
Sample compatibility Do not decrease electron transparent window area
Resolution Do not increase gas layer thickness

Ultra high vacuum Do not change vacuum sealing method

Magnetic field interference  Keep the double spiral and do not increase the total current
Charging Leave space nearby heater lines for windows

Mechanical stress is caused by the gas pressure difference inside and outside the membrane. Suspended
membranes allow for absolute stress measurements [172], but since knowing relative stress levels between
the current and an optimized design are sufficient, finite element analysis can be used. Since the microfab-
rication procedure and the layer thicknesses are considered hard constraints, the only variable is the lateral
size. Figure 2.17 has already shown that an increasing size results in higher stress levels, because the total
force on the membrane scales with its area. As long as the membranes and windows will not increase in size
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and diameter, the mechanical stress can be expected not to increase. As the membrane size will be reduced
(subsection 3.1.2), stress levels will only become less.

Thermal stress occurs at material boundary layers. However, the stack of layers will not be changed. There-
fore, stress levels will generally not increase. Because the heater size will be reduced (subsection 3.1.2), the
hot area will be smaller, which reduces the thermal stress.

Stress distributions are more evenly in circular shapes than squares (figure 2.17a). However, if the fabrication
procedure remains fixed, the membrane will keep the same square shape and stress distribution. Circular
shapes are used for the electron transparent windows, which are much thinner and fragile. Furthermore
sharp geometrical transitions and sharp corners must be avoided as stress concentrations may occur [173].

Range and lifetime depend mostly on the materials used and temperature ranges explored. Since both do
not change, and stress levels are expected to decrease, the remaining lifetime limitation could come from
electromigration and current crowding. To prevent hotspots, sharp corners in the heater spiral should be
avoided. Electromigration can be minimized by reducing the current density or by using a discontinuous
heating mode. The latter is not an option; equation 2.24 shows that this will result in varying magnetic fields,
which should be avoided inside TEM resolution.

Temperature accuracy depends on heater degradation, calibration and control. The latter two are not di-
rectly related to the MEMS design. During high-temperature operation, annealing and electromigration oc-
cur faster. Degradation can be prevented by annealing the chip prior to calibration, but this interferes with the
fabrication procedure, which is considered a hard constraint. For electromigration, large increases in current
density should be avoided. A more interesting design aspect is to analyze whether the calibration holds in dif-
ferent gas environments. The different gas environment will influence the temperature distribution and will
therefore affect the temperature readout. Depending on the significance, this may be included in the design
through a change in the four-point-probe. This aspect of accuracy will be considered in subsection 3.2.3.

Response time is currently not limited by the Nanoreactor itself, but by the controller. Therefore, this is not
something that needs to be optimized regarding the MEMS device. However, the time constant of the Nanore-
actor is a measure for the internal settling of the heater and thus a measure of the accuracy of the temperature
stimulus. For these type of Microheaters, time constants are usually a few tens of milliseconds at most [10].
In the design, it should be taken into account that the thermal mass and the thermal resistance between the
heater lines and the sample location are not impaired.

Sample compatibility can be enhanced by minimizing topography and, mostly, by increasing the windows’
area as this increases the sample deposition success rate. Window area is considered an important constraint;
it should stay the same or, preferably, increase within an area with high temperature homogeneity.

Resolution is limited by the thickness of the gas layer and the electron transparent windows. The latter is
something that will not be changed. The gas layer will be thinner as one of the optimization targets is to
reduce membrane deflection.

Ultra high vacuum can currently be maintained by the Nanoreactor [6, 8]. Therefore, as long as nothing on
the vacuum sealing is changed, the leak tightness will be unchanged. The gas volume of the Nanoreactor will
not change a lot as the dimensions of the chip and the interface are considered a given.

Magnetic field interference depends on the geometry of the heating spiral and the total current. The double
spiral geometry should remain and the total current should not increase. As the heater size and the power
consumption will be reduced (subsection 3.1.2), less current is required if the resistance stays the same.

Charging of the membrane happens due to the electron irradiation. Nearby metal wires from the heating
spiral can discharge these floating charges. That means space for electron transparent windows should be
assigned nearby metal heating lines, in the homogeneous area.

Other things to take into account are the microfabrication tolerances. Due to the etching process, the sides
of the heater wires will have a certain roughness. This has not been a problem in the current design, but the
narrower the lines, the more significant the tolerances. This will result in locally higher current densities, and
in the worst case hotspots and worse temperature homogeneity. Next to that, there will be minimal feature
sizes and spacings between features to have features well defined. And last, wafer thickness can vary by a few
micrometers. If the suspended membrane is made through KOH-etching the silicon substrate, this directly
translates to a few micron difference in membrane size, varying from wafer to wafer.
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(a) TEM holder tip with Nanoreactor inside (b) Zoom-in on Nanoreactor in TEM holder

Figure 3.1: Optical microscopy images of the assembled Nanoreactor. (a) Top view of the TEM holder tip. The metal is the lid with a hole
in the center to let the electron beam reach the Nanoreactor. The electron transparent windows appear as small bright spots. (b) The
Nanoreactor inside the TEM holder at 100x magnification. It can be seen that the electron transparent windows of the bottom and top
chip are aligned. The optical fringes are caused by interference due to membrane deflection.

3.2. Characterization

3.2.1. Mechanical stability

Two performance parameters are part of the mechanical stability category: membrane deflection and spatial
sample drift. Both will be characterized independently as they manifest themselves on different length scales;
micrometers and nanometers respectively.

Membrane deflection

The characterization of membrane deflection will be done for both the bottom and top membrane. They have
a different size and layer composition because the heater is only present in the bottom chip. As became clear
from equation 2.6 and figure 2.10b, deflection depends highly on membrane size. Due to microfabrication
tolerances (subsection 3.1.3), membrane size can vary slightly. A Phenom Pro tabletop SEM will be used to
accurately measure the size of the membrane.

The membrane deflection depends on the pressure difference between inside and outside the Nanoreactor.
The ambient air pressure varies tens of millibars depending on the weather, so it must be monitored as well.
The assembled Nanoreactor (shown in figure 3.1) will be placed in the TEM holder to connect it to the gas
supply system. Characterization of membrane deflection as function of pressure will be done using white
light interferometry (WLI), for 100-1000 mbar.

WLI is a suitable non-contact and fast technique to map height profiles. It is an often used method to mea-
sure step heights and surface roughness down to the nanometer scale [174]. Depending on the magnification,
the typical field of view varies from 300x300um to 1x1 mm, which will fit the suspended membranes of the
Nanoreactor. The technology uses the optical path differences between the sample and a reference to mea-
sure height based on interference of light. By scanning a range of heights, the surface profile is acquired with
a CCD sensor. A schematic of a Mirau WLI is shown in figure 3.2a and 3.2b. Constructive interference oc-
curs when the light reflected from the sample and the reference are coherent. White light contains a broad
range of superposed wavelengths, resulting in a very short coherence length at which all wavelengths experi-
ence constructive interference [175]. This working principle is illustrated in figure 3.2c. It shows the addition
of constructively interfering wavelengths, and the resulting superposition. The final intensity profile has a
very sharp central peak which allows for height profile measurements with much higher accuracy than the
wavelength of light.

The obtained results, dimensions of the membranes and deflection as function of pressure, will be used to
make a finite element model. The purpose of the model is to understand the underlying physics to enable
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Figure 3.2: (a) Schematic illustration of a Mirau WLI by Blunt [174]. The white light is redirected by a beam splitter; half the light towards
the reference and half towards the sample. Subsequently, the reflections from both are redirected towards the CCD sensor. By scanning
a range of heights, a surface profile of the sample is acquired. (b) Schematic close-up of a Mirau WLI, by Blunt [174]. It shows how the
beam splitter divides the light between the reference and the sample. (c) Illustration by Bruker Nano Surfaces [176]. The addition of
interference patterns of red, yellow, green and blue light results in an interference pattern with short coherence length. (d) Illustration
based on [177], showing how the interference pattern looks when the WLI is focused on the high part of a step.

making reliable predictions on how the membrane deflection will change if the membrane size and heater
geometry are changed.

Spatial sample drift

Spatial sample drift depends on many circumstantial factors such as the inherent drift of the TEM, the de-
sign and materials of the MEMS holder, the interface to the MEMS device, and the power consumption of the
Microheater. Only the last is directly related to the MEMS device and only a part of it will result in drift; the
heat that is transferred to the substrate of the MEMS and the MEMS holder through conduction (illustrated
in figure 3.3) causes thermal expansion of these components. Therefore, characterization of how sample drift
depends on power consumption is hard to determine and would require a large number of in-situ experi-
ments to obtain reliable statistics. However, the correlation between drift and power consumption is evident
(see subsection 2.1.3). Their relation will not be determined in this project. Instead, because the correlation
is there, the focus will be on power consumption.

The heating setup logs the electric current, applied voltage and resistance over the four-point-probe. To char-
acterize how power consumption (and thus the related drift) depends on the applied stimuli, the Nanoreactor
will be assembled in the TEM holder, inserted in a ultra high vacuum pump, and connected to the gas supply
system.

To make an accurate model in which the power consumption matches with the set temperature and gas type,
many parameters are involved: thermal material properties of the different membrane layers, thermal prop-
erties of the gases, thickness of the gas layer (due to membrane deflection), and electrical properties of the
Microheater. Because the Nanoreactor operates in a large temperature range (20-1000 °C), the temperature
dependence of all these properties needs to be identified. Subsection 3.2.3 has been devoted to building a
thermal model.
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Figure 3.3: Illustration based on the work of Erdamar et al. [6]. Schematic figure of the components which the conducted heat passes
from the Microheater to the frame of the TEM. The components are associated with thermal resistances. Spatial sample drift is caused
by thermal expansion due to the slow thermal settling of the substrate, tip and holder.
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3.2.2. Gas flow speed

The experimental setup that complements the Nanoreactor (the gas supply system, MEMS holder and the
tubings in between, shown before in figure 1.1) allows for accurate pressure control at the the ends of the
tubing. By symmetry, it allows for accurate pressure control at the center of the Nanoreactor, but it does not
allow to define the pressure at the inlet and outlet of the chip itself. As a result, various corrections would
be required to account for the flow resistance of tubings and valves. Moreover, the current geometry of the
holder tip allows for some gas to pass through a few sidetracks. Therefore, the relation between pressure
gradient and flowrate cannot be measured. However, there is little necessity for determining this relationship
because of two reasons: it does not really matter what the exact pressure drop is as long as the pressure at the
sample is defined, and the experimental results of nearly identical microchannels have already been reported
by Harley et al. [147]. Their results can be used as a benchmark for finite element analysis on the geometry of
the Nanoreactor. Moreover, equation 2.4 and 2.5 can be used to verify the order of magnitude for flow speed
and flowrate.

The model will be used to simulate the gas flow inside the Nanoreactor. It follows from subsection 2.2.2 that
the Nanoreactor operates in the laminar flow regime, which determines the types of physics that have to be
implemented. The model should provide the gas velocity profile and the flowrate, which allow to determine
the gas refreshing rate and the amount of gas that passes the region in which the sample is located. In addition
to stationary flow, time dependent simulations will be done to determine gas flow settling time, and whether
it is of any significance compared to overall system time scales. For reasons stated earlier in subsection 3.1.1,
the gas flow model will be limited to nitrogen and helium at 1 bar (inlet a bit higher, outlet a bit lower).

In subsection 2.2.4 it has been shown that gas properties highly depend on the temperature. Therefore, it can
be expected that temperature will affect the gas flow and visa versa. The interdependence will be included in
the thermal model of subsection 3.2.3.

3.2.3. Temperature and heat

To make a proper electro-thermal model, temperature dependent material and gas properties need to be
taken into account. Characterization of thermal conductivity and thermal radiation are very important for
the accuracy of the model, but do not directly contribute to the analysis methods. Therefore, they can be
found in appendix A and C. Mechanics, gas flow and heat will come together in this subsection, and they are
all interdependent. That means the model should also include these.

Homogeneity over the heater

Analyzing the thermal aspects of the Nanoreactor starts by having an accurate method to measure temper-
ature on the microscale. The accuracy paragraph of subsection 2.1.3 mentions a few suitable temperature
measurement methods with high accuracy and sufficient spatial resolution. As has been done before for the
Nanoreactor [6, 8], Raman thermometry will be used. A schematic of the experimental setup is shown in fig-
ure 3.4a. To ensure accurate calibration, the Nanoreactor is placed in an ultra high vacuum chamber to mimic
the TEM conditions. A sapphire window allows the Raman laser to pass. The technique is based on measur-
ing the energy shift of inelastically scattered photons, shown in figure 3.4b. To what extent the energy shifts
happen, depends on the energy gap between the energy levels which is characteristic for a material type, and
also for its temperature. Both Stokes and anti-Stokes scattering can be used for thermometry purposes.
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Figure 3.4: (a) Illustration by The Prashant Kamat Laboratory [184]. Schematic of a Raman spectroscopy/thermometry setup. The
monochromatic laser light scatters, mostly elastically (Rayleigh scattering) and occasionally inelastically (Stokes or anti-Stokes scatter-
ing). The inelastically scattered light is red or blue shifted. The shifts determine the Raman fingerprint which is characteristic for the
material type (in the case of spectroscopy) or the temperature (in the case of thermometry). (b) Illustration by Moxfyre [185]. The differ-
ent scattering types are depicted in a phonon energy state diagram. In elastic scattering the incoming photon is emitted again with the
same energy. In inelastic scattering the emitted photon has less (red shift) or more (blue shift) energy than the incoming photon

In Stokes scattering, some of the photon’s energy is transfered to the material and some is emitted as a lower
energy photon. The energy transfered to the material manifests itself as a lattice vibration. In elementary
particle physics, a lattice vibration is described by a phonon occupying a certain vibrational energy state. The
energy distribution of phonons in a material is described by Bose-Einstein statistics [120, 155]. Figure 3.4b
shows how the phonon distribution is temperature dependent; a phonon can be promoted to a higher energy
state by infrared absorption. Alternatively, as is the case in Stokes scattering, the phonon is created from part
of the energy of the photon. As the bonds between atoms weaken due to thermal expansion at elevated
temperature, the energy gap between energy states becomes smaller [120]. As a results, the energy (and thus
the frequency) of the Stokes-scattered photons increase such that the red shift becomes less. This change
in red shift is a commonly used method to measure temperature [178]. Silicon is a very suitable material
because the intensity of the Raman Stokes peak is relatively high, and because the red shift is very linear with
temperature, above room temperature [75, 179-181]. The temperature can be calculated from the Raman

peak shift using
Wambient — @
T = Tambient— — ~————— (3.1)
CStokes
in which T is the temperature,  is the peak position in cm ™!, and Cgkes is the material dependent relation

between peak shift and temperature in cm™!°C~! [181].

Anti-Stokes scattering is based on the same principle, but it requires a phonon in the higher energy state.
The occupancy of this state depends directly on the temperature [182]. The ratio between Stokes and anti-
Stokes scattering is a direct measure for the temperature [183], but the anti-Stokes signal is very weak at low
temperatures which causes inaccuracy due to poor signal to noise ratio [178]. Therefore, the peak shift of
Stokes scattering is the more commonly used method, which will also be used in this study. The Stokes peak
will be obtained from dropcasted silicon particles on the Microheater.

Raman thermometry will be used to determine the relation between temperature, electric resistance and
power consumption. To isolate variables, an intermediate analysis will be done for the bottom chip only.
Without heat losses through gas, only conduction through the membrane and thermal radiation are present,
and the model simplifies in dimensionality. Radiation will be modeled by the Stefan-Boltzmann law. The
emissivity will be determined using an infrared camera (see appendix A). The remaining heat losses happen
through conduction. The thermal conductivity material properties of the model are based on literature and
carefully scaled to find agreement between the finite element model and the experimental relation between
temperature and power consumption. The temperature and resistance are matched by adjusting the TCR
value in the model. The resulting temperature distribution in the finite element model should agree with the
experimental results from Raman thermometry.
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The thermal model on the bottom chip in vacuum is extended by adding a gas layer and top chip, complet-
ing the Nanoreactor. As continuum behavior can be assumed according to the theory in subsection 2.2.2
and 2.2.4, the gas properties can be obtained reliably from literature. The finite element model should pro-
vide the temperature distribution on the bottom chip in the Nanoreactor.

Homogeneity over the gas layer and top chip

As the gas layer and top chip have already been included in the thermal model, it will allow to extract the tem-
perature distribution in the gas layer. To confirm the results of the model, Raman thermometry will be used
on silicon particles dropcasted on top of an assembled Nanoreactor to measure the temperature distribution
of the top chip membrane. To study the effect of gas flow on the temperature distribution, both the model
and the Raman experiment will need to be performed for static gas conditions and high flow rates.

Although the experimental conditions used in the characterization are intended to mimic the TEM condi-
tions, an experiment will be done inside the TEM to verify the obtained model. A sample is needed with a
well-observable transition at a consistent temperature, preferably in the middle of the operating range of the
Nanoreactor; between 300-700 °C. For this purpose Au-Ge nanowires will be deposited on both the bottom
and top chip. Depending on their diameter, these have an eutectic melting point around 350 °C, as reported
by Adhikari et al. [186]. To account for potential inaccuracies in absolute temperature a relative measure-
ment will be done. First, the TEM will be focused on a nanowire on the bottom chip to record the transition
temperature. Second, the TEM will be focused on a nanowire on the top chip. If the transition happens, the
temperature of the top chip is known. The temperature difference between the bottom and top chip should
be in agreement with the thermal model. If so, it confirms that the developed model is applicable to in-situ
TEM experiments. (The results of this experiment can be found in appendix B.)

Membrane deflection as function of temperature

As temperature induces thermal expansion, it can be expected that membrane deflection will also depend
on temperature. WLI will be used to measure membrane deflection as function of temperature for different
gas pressures. Unfortunately the WLI cannot be used in combination with the ultra high vacuum chamber.
The sapphire window influences the optical path, which impairs the interference of light. For the bottom
chip, the temperature error should not be too large, because the four-point-probe will regulate the power
to achieve the set temperature. The deflection of the top chip cannot be considered reliable as no closed-
loop feedback will compensate for the additional heat losses to the ambient air. Although these experiments
will not provide accurate results, it will provide an order of magnitude estimate on the effect of temperature,
which will be sufficient to identify to what extent minimizing the hot area helps to reduce deflection.

Temperature settling and stability

The static electro-thermo-mechanical finite element model can easily be extended to include time depen-
dency by defining initial conditions and setting a voltage that will lead to a certain temperature. The challenge
is in measuring these aspects. Settling time and ramping rates can be measured by the Climate heating setup
itself. This one, however, has been optimized for high temperature stability. Therefore, it will not be able to
extract the maximum performance of the Nanoreactor regarding settling time. To measure the settling time,
the experimental setup shown in figure 3.5 will be used. It connects a voltage supply to the heating probes
and an oscilloscope to the sensing probes of the heater. The voltage supply has to apply a block wave. The
oscilloscope will measure the part of the voltage that falls over the heating spiral, but this voltage will increase
and settle over time as the temperature, and thus the resistance, of the heating spiral increases.

Temperature stability is very high for stationary conditions; 0.01 °C at any temperature. To measure the sta-
bility under dynamic conditions a gas switching experiment will be done. Switching from nitrogen to helium
will greatly influence the required power to maintain the same temperature, so larger fluctuations in temper-
ature can be expected.

Temperature accuracy for different gases

As known from subsection 2.1.3, the four-point-probe enables closed-loop feedback temperature control. It
does this by measuring the resistance over the Microheater. This method is very accurate as long as the tem-
perature distribution remains unchanged. However, the temperature distribution is affected by the presence
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Figure 3.5: Diagram of the electric circuit to measure the settling time of the Nanoreactor. The heating lines are connected to a voltage
supply that provides a block wave. The sensing lines are connected to an oscilloscope which reads out the voltage and determines the
settling time. For time synchronization, the voltage supply is also connected to the oscilloscope (not shown).

of gas, which means that the resistance to temperature relation will be affected by different gas conditions.
The electro-thermal model developed for homogeneity purposes already includes how the resistance changes
over the heating wire. Therefore, the model will provide an estimate of the induced error from using different
gas environments. Depending on the significance, it can be experimentally verified using Raman thermome-
try by measuring the temperature of the same silicon particle inside the Nanoreactor with different gas types.

3.2.4. Gas switching time

To measure the gas switching time, the gas composition should be known as function of time. Ideally the
gas composition is measured locally inside the Nanoreactor. Alternatively, the composition of the gas leaving
the Nanoreactor could be analyzed by a mass spectrometer, a method that is suitable for analyzing small gas
volumes [187]. The disadvantage of analyzing the outflowing gas is that it does not provide direct information
on the gas composition in the region where the sample is and introduces a time-delay due to the length of the
tubing. On the other hand, it was mentioned before in subsection 2.1.1 that Microheaters have been used with
regards to gas sensing and mass flow meters [21]. The principle behind it is that power consumption changes
as function of gas composition and flow speed. The gas sensor, in this case the Microheater, is already present
in the Nanoreactor.

To turn the Nanoreactor into a gas composition sensor it has to be known how the power consumption varies
as function of the gas composition, but also as function of other variables to identify interdependencies.
These variables include gas composition, temperature, pressure, and flow rate. Ideally, operating conditions
are found in which the power consumption is the most sensitive to gas composition changes and the least
sensitive to other variables. The first part will be to determine the dependency of power consumption on the
aforesaid variables. Then, the optimal conditions will be set and the gas supply system will be programmed
to supply 100 % of nitrogen and abruptly switch to supply 100 % helium. Considering the power consumption
as function of gas composition is known, the temporal change in power consumption is directly correlated to
the temporal change in gas composition inside the Nanoreactor.

The gas switching speed will be limited by the dead volume of the Nanoreactor and the gas supply system it-
self. Inside the Nanoreactor, the gas switching behavior will follow the theory as explained in subsection 2.2.5.
The gas flow profile speed in the Nanoreactor will be known from 3.2.2, binary gas diffusion coefficients can
be found in literature (see appendix A) and their dependence on temperature and pressure is given by equa-
tion 2.21. This information will be included in the finite element model to determine the gas switching time
as well as which gas switching mechanism is dominant in which region.

3.3. Optimization

3.3.1. Mechanical stability

Two of the optimization targets are part of the mechanical stability category; membrane deflection and spa-
tial sample drift. Both should be minimized, especially their dependence on changing stimuli.
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Membrane deflection

Based on the theory, characterization through WLI and finite element analysis, it will follow how far the mem-
brane should shrink to meet the target. The developed finite element model will be used to determine the
membrane deflection as function of pressure. As nothing changes on the materials or their properties, but
only the design, the model will remain accurate. The membrane size will be reduced in steps of 50 um start-
ing from 600, until the the membrane deflection reaches below the target of 10 um at 1 bar pressure. Care has
to be taken that shrinking the membrane causes higher power consumption. To counteract, the optimized
heater should also be smaller and more efficient.

Spatial sample drift

The goal is to decrease power consumption by 10 %, but ideally it should be reduced as far as possible. The
heater will be redesigned to be smaller and the electrical probes will be optimized, as the metal is responsible
for a significant part of the conductive heat loss. Simulations will be run to identify the significance of heat
loss mechanisms and minimize them. In this optimization, the heatloss through radiation is of no concern, as
it does not directly affect drift. Moreover, it will be identified how the membrane size and gas layer thickness
influence power consumption such that an optimum can be found.

3.3.2. Gas flow speed

From the characterization it will become clear how the spacers affect the local gas flow speed. To ensure that
as much gas as possible will pass the sample, the spacers should block the flow paths next to the membrane
and guide the gas towards where it matters; in the Microheater region. The finite element model will be used
to determine how much gas passes the membrane and how much slips by. Iterations of optimized spacers will
be modeled using finite element analysis, until the desired result is obtained or the improvements become
too marginal. Then, the effect on time dependent aspects such as temperature and flow speed settling time
should be simulated to ensure these are not unintentionally affected.

3.3.3. Temperature and heat

As only the design is being changed, the characterized material properties and developed model still ap-
ply. Therefore, any design change can directly be simulated. The thermal optimization of the Nanoreactor
will completely go via finite element analysis. The optimization will be performed according to the design
guidelines and within the design constraints. No optimization will be dedicated to membrane deflection as
function of temperature. Due to the nature of the phenomenon, not much can be done besides reducing the
hot area. Moreover, the experimental results obtained during characterization are inaccurate, which means
it cannot be assumed that this aspect of the model is entirely correct.

Homogeneity over the heater

The major tool to improve homogeneity will be varying linewidth of the heater. An example is shown in
figure 3.6a. The alternative, varying heater pitch, is undesired as this will require relatively large spacing in
between the heater lines in the center of the Microheater. These large regions will lose heat through thermal
radiation, which causes local temperature variations. Having wider heater lines omits this problem; the metal
is a good thermal conductor which facilitates the spread of heat and enhances the homogeneity even further.
The finite element model will be used to find where heat losses are largest. The varying heater linewidth will
be modified such that Joule heating counteracts heat losses or metal will be added to spread the heat. The
most important pitfall is the increase in current density in the thinnest heating wires, which accelerates elec-
tromigration. To avoid that, the heater will be reduced in size such that less power and current are required.
Furthermore, the structure of the electrical probes will be optimized to reduce the heat conduction, without
increasing the power dissipation in them significantly. A large step can be made by minimizing the width of
the sensing probe lines, because the current passing through is negligible.

Homogeneity over the gas layer and top chip

Ideally, the temperature remains homogeneous over the thickness of the gas layer. If so, the sample will also
have a constant temperature over its thickness. The finite element model will be used to determine which
heat loss mechanism is dominating and if the homogeneity can be improved. If the top chip membrane acts
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Figure 3.6: (a) Simulation result by Mele et al. [56]. The high-temperature region (in red) is much much larger in the design using varying
linewidth. (b) Simplified cross-sectional schematic of the Nanoreactor showing potential heat loss mechanisms. The substrate is shown
in blue, insulating layer(s) in green and the Microheater area in dark red. Conduction through the membrane is indicated by white
arrows, conduction through air by black arrows and emission of thermal radiation by curly red arrows.

as a significant heat sink, the gas layer thickness should be larger, but if the thermal conduction through the
gas dominates it is beneficial to minimize thickness. If both are significant, it may not matter that much for
homogeneity, but it will matter for power consumption. Due to the dimensional aspect ratios, it is expected
that both are significant: the gas layer is ~50 times as thick, but its thermal conductivity is ~50 times as
low (for nitrogen). That means the lateral thermal conduction of the top membrane and the gas layer are
comparable and, moreover, it means that the vertical thermal resistance will be much smaller than the lateral
such that the top chip membrane will become nearly as hot as the Microheater. The model will be used to
make this trade-off quantitative. A schematic of the relevant heat loss mechanisms is shown in figure 3.6b.

Temperature settling and stability
The settling time of the optimized Nanoreactor can be predicted from the finite element model. Improving
temperature stability is more complicated. It depends on the relative change of resistance to temperature,

. OR/OT
Temperature measurement sensitivity = 7 3.2)

The sensitivity of the sensing probes to temperature changes should be increased. That would allow the
controller to detect and respond faster. A higher sensitivity could be achieved by connecting the sensing
probes closer to the center of the heating spiral. Because the probed area is hotter and more homogeneous,
the sensitivity does not average with the colder areas in which the resistance changes are less profound. A
disadvantage of connecting the sensing probes closer to the center is that an additional heat path is added
between the hot and cold region with relatively low thermal resistance. To what extent this will increase power
consumption, will follow from the finite element model.

Temperature accuracy for different gases

The necessity of this optimization will be determined by modeling the effect of vacuum, nitrogen and helium
on the relation between resistance and temperature. Differences in these relations, due to changes in the
temperature distribution, can best be omitted by measuring the temperature as close to the center of the
Microheater as possible. The same optimization method should be used as in optimizing the sensitivity to
temperature changes.

3.3.4. Gas switching time

To improve gas switching time, the spacers will have to be redesigned to guide the gas from the inlet in the di-
rection of the heater and from there to the outlet. As discussed before in subsection 2.2.2, the current spacers
cause that there is nearly no gas flow in the outer regions of the Nanoreactor. To ensure fast gas switching, ad-
vection must be present in every domain, which effectively means that Pe,,5s > 1 (equation 2.18). To achieve
this, the finite element model will be programmed to calculate Péclet from the local gas flow speed using a
characteristic length of 1 mm. The spacer design will be modified to guide the gas towards low Péclet areas
until the target is reached.



Results of experimental characterization
and finite element modeling

4.1. Characterization

4.1.1. Mechanical stability

Membrane deflection

The bottom and top chip membranes have been measured using a SEM. The membrane sizes were found to
be 830 and 427 um respectively, as shown in figure 4.1.

(a) Bottom membrane (b) Top membrane

Figure 4.1: SEM images of the Nanoreactor. The membrane edge length is (a) 830 um for the bottom, and (b) 427 um for the top.

The same bottom and top chip were used to measure membrane deflection as function of pressure using the
WLI setup described in subsection 3.2.1. Examples of the measurement results are shown for the bottom chip
at 506 mbar in figure 4.2a and the top chip at 996 mbar in figure 4.2b. To correct for planar tilt, the absolute
membrane deflection was found by averaging the height difference between one corner and the center, and
the opposite corner and the center. The measurements were repeated in steps of 50 mbar for the bottom
chip and 100 mbar for the top chip. The results are plotted in figure 4.2c and 4.2d. The errorbars shown were
determined through a statical analysis of which details are provided in appendix D.
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Figure 4.2: WLI result of (a) bottom and (b) top chip membrane deflection at 506 mbar and 966 mbar overpressure, respectively. If the
slope gets too high, the WLI is not able to image them properly anymore, resulting in the missing part of the profile at the edges of the
membranes. (c) Bottom chip (corrected for 2.4 um initial deflection) and (d) top chip membrane deflection as function of pressure,
measured using WLI and simulated with finite element analysis. The error bars are depicting two standard deviations (see appendix D).

The dimensions as measured by the SEM have been implemented in the finite element model. The model
was set up to calculate the membrane deflection as function of pressure in steps of 100 mbar. The results are
plotted together with the experimental results in figure 4.2c and 4.2d. The most important factors that de-
termine the agreement between the model and experimental data were the mechanical material properties,
as predicted by equation 2.6. Very good agreement was found for the top chip, but for the bottom chip an
offset of 2.4 um was found which could not be explained by the elastic properties of the membrane. As the
shape of the deflection profile exactly matched the simulations, it appears the offset originates from initial
deflection. Calculations on arc length of the deflected membrane showed that an offset as much as 2.4 ym
could be explained by an additional arc length of only 18.5 nm. Considering the fact that the membrane does
not appear entirely flat upon inspection with the optical microscope (in comparison, the top chip does), the
additional arc length explains the offset. Details on the arc length calculation can be found in appendix A.

The deflection curves, as shown in figure 4.2c and 4.2d, show good resemblance to the analytical models that
were found in literature. Figure 2.10b predicts about 18 um deflection for the bottom and 7 um for the top
membrane. Considering that the membranes in the experiment and finite element analysis are a few tens of
micrometers larger, and the bottom membrane has an offset, the results agree to within 1 and 0.5 pm for the
bottom and top membrane respectively.

Spatial sample drift

Figure 4.3 shows the power consumption as function of pressure for three different experimental conditions;
vacuum, nitrogen and helium. The curve for the bottom chip in vacuum has been used, together with the
electrical resistance as function of temperature, to determine the thermal material properties which were es-
sential for developing the thermal model. For the other two curves, the assembled Nanoreactor was operated
both with 1 bar nitrogen and 1 bar helium, respectively. It becomes clear that the gas layer and the top chip
have a major impact on the power consumption, resulting in significantly higher drift when gases are used.

The thermal model of the bottom chip, which is elaborated on in subsection 4.1.3, was extended with the gas
layer and top chip. Figure 4.3 shows that the finite element model agrees closely with the experimental power
consumption values for vacuum and nitrogen. For helium, a small discrepancy is found that increases with
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Figure 4.3: Power consumption as function of temperature for the bottom chip in vacuum, and for the assembled Nanoreactor with 1 bar
nitrogen or helium inside, measured in a high vacuum conditions and modeled using finite element analysis. The power consumption
error bars are not shown as they are too small; less than 0.02 mW.

temperature. The disagreement can be explained by the relatively high mean free path of helium (~193nm
at room temperature and atmospheric pressure), which becomes close to a micrometer at 1000 °C according
to subsection 2.2.4. This means that gas flow is not purely laminar anymore (Kn = 0.03), which results in a
lower thermal conductivity and thus in lower power consumption. Another source of inaccuracy is the mem-
brane deflection as function of temperature that affects the heat path due to additional membrane deflection
(subsection 3.2.3). The large differences in power consumption between nitrogen and helium relate to their
factor 10 difference in thermal conductivity.

4.1.2. Gas flow speed

Harley et al. have reported gas flow speeds for comparable microchannel geometries (approximate dimen-
sions: width 90 pum, length 10.9 mm, and height 11 um), but for in- and outlet pressure gradients from 1 bar
and higher. For these conditions, the gas flow speed in the center of the channel was approximately 7 ms™!
for nitrogen. For the case of the simplified Nanoreactor as shown in figure 2.9a, the pressure difference is 10
times less, the channel height is 2 times less, and the length is 2 times less. Using equation 2.4, a gas flow
speed of approximately 20 times less would be expected for the Nanoreactor; 0.35ms™".

The finite element model shown in figure 4.4a includes the complete gas domain within the O-ring sealing.
Through simulations, a gas flow speed of 0.44 ms~! is found, which agrees with the rough estimate based on
literature. It could have been expected that the actual gas flow speed was higher than the estimate, as the
simplified geometry overestimates the flow resistance of the Nanoreactor in the center where the gas flow
channel is higher, due to membrane deflection, and wider, because there are no spacers. Figure 4.4 shows the
gas flow of nitrogen in the Nanoreactor at a pressure of 1 bar. The model includes membrane deflection due
to pressure and gas property changes as function of temperature. To show the gas flow speed in the inner and
outer regions of the Nanoreactor as function of temperature, gas flow cross-sections have been plotted on a
linear scale, logarithmic scale, at room temperature, and at 1000 °C. When comparing figures 4.4g and 4.4h it
is clear that the temperature causes local gas expansion. As a result, the local gas flow speed is much higher
to maintain the same mass flow rate, as shown in figure 4.4f relative to 4.4e.

The effect of another gas type, in this case helium compared to nitrogen, has a minor effect only. A few of the
plots from figure 4.4 are duplicated for helium in figure 4.5. The slightly higher viscosity of helium results in
minor differences in the flow profile. The effect of the large differences in thermal properties between helium
and nitrogen is hardly pronounced in gas flow differences and can be considered negligible for the practical
purpose of the Nanoreactor.
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Figure 4.4: Nanoreactor finite element model with nitrogen gas. The gas flow direction is from left to right. (a) A schematic of the model.
(b) Gas pressure distribution. (c,d) Gas flow speed over the gas volume plotted on a linear and logarithmic scale. (e,f) Close-up of gas
flow in the Microheater region at room temperature and 1000 °C. (g,f) Gas density at room temperature and 1000 °C.

A time dependent study has been done to determine gas flow settling time. The gas flow rate at the inlet is a
good measure for this, as it directly depends on the pressure distribution and local gas flow speeds. For an
in- and outlet pressure of 1050 mbar and 950 mbar, and 1000 mbar as the initial Nanoreactor pressure, the
settling time is found to be only 0.11 ms. Details can be found in appendix C.

4.1.3. Temperature and Heat

Homogeneity over the heater

The temperature homogeneity has been measured over the bottom chip in vacuum conditions using Raman
thermometry. The results are shown in figure 4.6. The temperature was found by measuring the peak shift
as function of temperature on dropcasted silicon particles. As is common practice, the peak position was
found by fitting a Lorentzian function through the data spectrum [188], and converted in temperature using
equation 3.1. Literature provides Csokes Values ranging from 0.0221-0.0233 cm ™! °C™! [75, 181]. As this range
would result in a potential 5% error, a calibration of the silicon particles was done with a hotstage and the
Raman setup. This provided Cgiokes = 0.0227 with an estimated error of less than 1 %, which fits well within
the range reported in literature.
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Figure 4.5: Nanoreactor cross-sections showing helium gas flow speed. The gas flow direction is from left to right. (a) Gas flow on a
linear scale. To visualize the gas flow speed in the outer regions the same profile is plotted on logarithmic scales in (b). The effect of
temperature on the gas flow is shown by comparing (c) room temperature and (d) 1000 °C.
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Figure 4.6: Temperature distribution over the bottom chip measured using Raman thermometry in vacuum. Each curve represents the
temperature as function of distance from the center of the Microheater for different set temperatures.

Figure 4.6 shows the homogeneous region extends to a circle with a radius of 70 um. Outside of that, the
temperature drops rapidly. The electron transparent windows, shown in figure 2.8c, are positioned within a
55um radius from the center of the heater. The experimental uncertainties are low enough to provide clear
trends, but are too large to determine the temperature gradients within the homogeneous circle (uncertainty
analysis can be found in appendix D). Higher accuracy could be obtained by thorough calibration and more
statistics, but the clear trends allow for accurate finite element analysis regarding temperature distributions.
As in the end the optimized design will be based on models, the latter option is more favorable.

An example of the temperature distribution at 1000 °C, including a close-up of the temperature distribution in
the electron transparent window area, is shown in figure 4.7. It was found that the region in which the electron
transparent windows fit, has a 95.5 % homogeneity, which is defined as the ratio between the window at the
lowest and highest temperature in °C. The homogeneity was determined for various temperatures, the results
are shown in the second column of table 4.1.

The model was extended by including nitrogen and helium. The presence of gas has a significant effect on
the temperature distribution as it introduces new heat conduction paths. Because thermal conductivity of
helium is 10 times higher than of nitrogen, the type has a large effect on the shape of the profile. The higher
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Figure 4.7: Temperature homogeneity over the bottom chip at 1000 °C in vacuum, from finite element analysis. (a) Temperature distri-
bution over the membrane. (b) The 95.5 % homogeneous electron transparent window area (location of windows is shown in figure 2.8c).
To emphasize the shape and size, the temperature data outside of the homogeneous area is not shown.

Table 4.1: Temperature homogeneity over the electron transparent windows in vacuum, nitrogen and helium conditions at different
temperatures. For the nitrogen and helium cases, homogeneity is provided for static and flow conditions at a pressure of 1 bar. The gas
flow conditions were as in figure 4.4 and 4.5. The results are obtained through finite element analysis. Read-out error is below 0.1 %.

Temperature Homogeneity Homogeneity = Homogeneity Homogeneity Homogeneity

(°C) vacuum nitrogen static  nitrogen flow  helium static =~ helium flow
20 100 % 100 % 100 % 100 % 100 %
200 96.5% 94.6 % 94.4% 94.7% 94.5%
400 95.9% 94.1% 93.8% 94.5% 94.4 %
600 95.7% 93.9% 93.7% 94.5% 94.4%
800 95.5% 93.8% 93.6 % 94.6 % 94.5%
1000 95.5% 93.9% 93.7% 94.7% 94.7%

thermal conductivity smoothens the temperature profile and effectively makes it more circular. As a result,
the electron transparent windows experience a temperature which is closer to the set temperature, meaning
a higher homogeneity is obtained with helium than with nitrogen. Examples are shown in figure 4.8 for both
gases, static as well as with gas flow. In the gas flow conditions as analyzed in subsection 4.1.2, the homogene-
ity is slightly lower as the upstream windows get cooled a little by the incoming gas flow. The homogeneity
typically goes down with increasing temperature as the gradient becomes steeper until 800 °C. Above that,
the temperature dependent thermal conductivity of the gas as well as the radiative heat losses in the hottest
regions start becoming significant, resulting in a small increase in homogeneity again. An overview of the
results is given in table 4.1 for various temperatures.

Homogeneity over the gas layer and top chip

To ensure accurate temperature of the sample, the temperature of the surrounding gas is as important as
the temperature of the bottom chip. Figure 4.9 shows the results that were obtained using the finite element
model. The temperature distribution over the gas layer shows a relatively small temperature drop; the tem-
perature 1 um above the microheater is only 2 °C less. Therefore, the temperature homogeneity ensures a
small temperature error of 0.2 % or less, even when large particles are used.

Similar to the analysis for the bottom chip, the temperature distribution is affected by the gas flow to a minor
extent. As indicated in figure 4.9c and 4.9d, the temperature difference between the direction where the
gas is coming from and going to is 6 °C, in the middle of the gas layer at a distance 100 um from the center.
The sample on the electron transparent windows would experience an even smaller discrepancy, as they
are closer to the center and the Microheater. The effect of gas flow on the temperature homogeneity is small
compared to the differences already present in static condition, despite the high gas flow speed of ~15cms™!.
This insignificance was already hypothesized in the theory of subsection 2.2.4; using the actual geometry,
flow speed and thermal diffusivity in equation 2.17 gives Pepeqt = 0.04. This confirms that heat transfer is
dominated by thermal conduction.
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Figure 4.8: Finite element analysis to determine temperature homogeneity over the region with the electron transparent windows (for
window location see figure 2.8¢) of bottom chip at 1000 °C and 1 bar for (a) static nitrogen, (b) static helium, (c) nitrogen gas flow as
shown in figure 4.4, and (d) helium gas flow as shown in figure 4.5. The gas flow direction is from left to right. The legends are adjusted
to match the temperature distribution in the homogeneous region.

To provide evidence for the validity of the simulations, silicon particles were dropcasted on top of the top
chip membrane to confirm the temperature distribution by Raman thermometry. The nanoreactor was as-
sembled with static air inside at atmospheric pressure. Because of the proximity of air and nitrogen in ther-
mal properties, the temperature differences between the experiment and model are expected to be smaller
than the measurement accuracy. The top chip with silicon particles as well as the experimental results are
shown in figure 4.10. Except for the two datapoints at 700 °C and 800 °C of the particle at a 82 um distance,
the experimental data confirms the distribution as found with simulations. To directly compare, the top chip
temperature has been plotted as function of the bottom chip temperature in figure 4.11. The data was fitted
by linear curves. The relations were found to be:

Tiop,air = 0.874 Thottom
Ttop,nitrogen =0.911 Tbottom 4.1)
Ttop,helium = 0.955 Thottom

The difference between nitrogen and helium directly comes from the higher thermal conductivity of helium,
which facilitates a larger heat transport from the bottom to the top chip, resulting in a higher top chip tem-
perature. The difference between the datapoints of air and nitrogen is still within the error margins, but the
data fit-curve shows that the error is of a structural character. The most evident reason is that the tempera-
ture was not measured at the exact center of the top chip membrane, where it is hottest, but at a distance of
30 um. According to the nitrogen gas model, this would account for a difference of 1.5 %. The remaining dis-
agreement may be explained by the fact that membrane deflection as function of temperature was not taken
into account. As will be shown in the next subsubsection, the membrane actually deflects a few additional
micrometers at high temperature, which increases the heat path length resulting in a slightly lower top chip
temperature (the effect of this has been discussed before regarding spatial sample drift in subsection 4.1.1).
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Figure 4.9: Finite element analysis on temperature distribution with the Microheater set to 1000 °C and gas pressure of 1 bar for the (a)
top membrane with static nitrogen, (b) static nitrogen layer, (c) nitrogen layer with gas flow, and (d) helium with gas flow. The gas flow
direction is from left to right.
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Figure 4.10: (a) Optical microscope image of the Nanoreactor top chip with dropcasted silicon particles. The probed particles are
indicated by a red circle. (b) Temperature distribution over the top chip measured using Raman thermometry, with air at atmospheric
pressure inside the Nanoreactor.
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Figure 4.11: Top chip temperature as function of bottom chip temperature. The results for air (obtained with Raman thermometry) show
good agreement to the simulation for nitrogen. The results for helium and the linear fit curves of equation 4.1 are also included.
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Figure 4.12: Membrane deflection as function of temperature for different nitrogen pressures. The error bars are depicting two standard
deviations (see appendix D). (a) Bottom membrane deflection measured with WLI and simulated using the finite element model. (c)
Top membrane deflection measured with WLI and simulated using the finite element model.

Membrane deflection as function of temperature

Just as membrane deflection with pressure (subsection 4.1.1), membrane deflection with temperature is mea-
sured using WLI. As discussed in subsection 3.2.3, the experimental conditions were not representative for an
in-situ TEM study. Therefore, these measurements are merely intended to give a good estimate on the order
of magnitude of this effect. The agreement between experimental and simulation results is not as good as
with the other characterized performance parameters, even with inclusion of temperature dependent coeffi-
cient of thermal expansion (obtained and tuned based on literature, see appendix A). The average mismatch
is 251 nm for the bottom chip and 113 nm for the top chip. The experimental and simulation results are plot-
ted in figure 4.12 for the bottom and top chip, for a few nitrogen gas pressures. It follows that temperature
does have a significant effect on membrane deflection. It is more pronounced at low pressure, where the
mechanical stress is relatively low and thermal stress is more significant. The results add reason to minimize
the hot area, and thus the heater size.

Additionally, it was measured how gas flow rate affects temperature deflection. No measurable differences
were observed over the range of 0-1 mLmin~! and beyond, which further verifies that the gas flow speed has
a negligible effect on the temperature distribution over the gas layer. The results are shown in appendix B.

Temperature settling and stability

The experimental setup shown in figure 3.5 was used to measure temperature settling time (defined as the
time to reach 90 % of the intended value). Settling time was found to be 12 + 3ms in vacuum and 4 + 2ms
for ambient air conditions. The numbers were found relatively independent of the temperature step, or at
least within the specified measurement error. The low measurement accuracy was due to the nature of the
setup; as the resistance of the heater at room temperature was already much higher than the resistance of
the wires, the high-temperature voltage drop was only about 10 % higher. Higher accuracy can be obtained
by adding resistances or by measuring electric current settling. However, the result is in agreement with
settling times of comparable Microheater designs [10], and it confirms the validity of the finite element model,
which predicted 7-15 ms for vacuum and 4-9 ms for nitrogen. Settling goes faster for higher temperatures in
which the current density is higher. Temperature settling graphs can be found in appendix C. The significant
difference between vacuum and gas conditions are caused by two factors: in the gas case, the voltage and
current are much higher for the same target temperature, and more importantly the gas helps spreading the
heat. As the heat capacity of the gas is negligible, it reduces the settling time significantly.

In stationary gas conditions, the temperature stability is found to be better than 0.0054 °C. A typical sample
is shown in figure 4.13a. For changing gas conditions, the temperature fluctuations become around 10 °C at
500 °C, shown in figure 4.13b. This is twice the 1 %-target that was set in subsection 3.1.1. At 285s helium
is flushed into the Nanoreactor to replace nitrogen, which results in a temperature drop as the heater has to
compensate for the higher heat loss due to helium’s higher thermal conductivity. At 1090 s nitrogen is flushed
again, which results in a temperature peak, because the heat loss through nitrogen is much less.
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Figure 4.13: Temperature fluctuations as function of time in (a) stationary conditions, and (b) while changing gas type.

Table 4.2: The table on the left provides the temperature-resistance relations for vacuum, nitrogen and helium. As the four-point-probe
measures resistance, the relations manifest themselves in a temperature difference. The table on the right shows the simulated deviation
for when the Nanoreactor is calibrated in one environment (left column) and used in another (top row).

Environment % vacuum nitrogen helium
vacuum 0.3140 vacuum | 0% -9.4% -5.6%
nitrogen 0.2844 nitrogen | +10.4% 0% +4.3%
helium 0.2965 helium +5.9% -4.1% 0%

Temperature accuracy for different gases

The analysis on the homogeneity over the heater has shown that the temperature distribution varies between
vacuum, nitrogen or helium conditions. The four-point-probe corrects for any external factors influencing
the temperature accuracy. However, it cannot compensate for temperature gradients on the heating spiral
that connects the four probes. To quantify the temperature difference that originates from this effect, the
temperature-resistance relation has been simulated for vacuum, nitrogen (1 bar) and helium (1 bar). The re-
lations are very linear; the R-squared value is 0.9999 or better. The results are given in table 4.2. The table also
provides how the actual temperature would differ from the intended temperature, when the chip is calibrated
for one environment and used in another. The results show that the optimized design should have its sensing
probes connected closer to the center of the heating spiral to improve its compensation capability. The anal-
ysis further emphasizes the importance of incorporating a thermocouple or four-point-probe, as without it,
the temperature discrepancies would be dramatically higher.

4.1.4. Gas switching time

To use the Nanoreactor as a gas sensor, its sensitivity to other variables had to be identified. For this purpose,
an extensive characterization was done on power consumption as function of gas composition, gas pressure,
gas flow rate, and temperature, over the whole operating range of the Nanoreactor. Graphs with the depen-
dencies can be found in appendix B. It was found that power consumption was most sensitive to gas compo-
sition changes at 1000 mbar, where the difference between helium and nitrogen is a factor 2 approximately.
Moreover, at high pressure, the power consumption is less sensitive to pressure changes. Just as the tempera-
ture homogeneity, power consumption is barely affected by flow rate. The difference between 0-1 mLmin ™!
varies typically between 0.1-3.0 % for low temperature nitrogen and high temperature helium conditions, re-
spectively. Although the absolute power consumption varies more between nitrogen and helium at higher
temperatures, this is also when it is most sensitive to the other variables. Next to these considerations, it
is most useful to test for typical experimental scenarios. Therefore, the gas switching time was analyzed at
1000 mbar and 500 °C. During the experiment, the nitrogen and helium flow rate were 0.345 mLmin~! and
0.225 mLmin~!, respectively. At these conditions, the data provided in appendix B was fitted by a polynomial
to find the relation between gas composition and power consumption:

o= 0.2308P% —17.43P +326.4 4.2)
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Figure 4.14: Power consumption and the thereof derived gas composition as function of time. The gas composition is expressed in vol%
nitrogen, the remaining gas is helium.
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Figure 4.15: Gas switching from nitrogen to helium. The figures show the gas spatial gas composition for different moments in time.
The gas composition is expressed as a fraction of the initial nitrogen condition; at t=0, the nitrogen fraction is 1 (100%), which rapidly
decreases over time.

in which ¢ is the volumetric fraction of nitrogen in vol% and P the power consumption in mW. The power
consumption and gas composition are shown as function of time in figure 4.14. It was found that 90 % of the
nitrogen was replaced by helium after 120s, and 99 % after 240s. Switching from helium back to nitrogen
went almost twice as fast, which can be explained by the higher nitrogen flow rate.

Results from the finite element model in figure 4.15 show very different behavior; it takes only 1.0 s to switch
99 % of the gas. After 1.5s, the concentration of the old gas is less than 1 promille. For simulations, the gas
is considered to be switched when the initial gas concentration is is below 1 ppm in every domain of the
Nanoreactor, which is the case after 2.9s.

The observed concentration gradients are well-explained by the gas switching theory of subsection 2.2.5. Us-
ing a characteristic length of 1 mm (~ W/2), the gas flow from figure 4.4, and the binary diffusion coefficient
for helium-nitrogen (appendix A), the Péclet number for mass transfer can be calculated. In the gas channel,
Pemass = 6.85, which manifests itself by the gradient between the inlet and the Microheater region. Advection
pushes the gas forward, but it is diffusing back at a significant rate. In the Microheater region, Pep,5ss = 0.66,
because the gas flow is slower. As diffusion occurs from multiple directions, gradients are hardly visible. For
the outer regions, Pep,ss =0.0001-0.06, indicating those regions are diffusion dominated. As diffusion will
thrive to smoothen gradients, the outer regions have roughly the same gas composition. The outlet chan-
nel has approximately the same composition as the Microheater and outer regions, because as soon as the
particle enters the high flow speed region, it gets carried with the flow. Equation 2.23 further clarifies the
dominance of diffusion; it only takes 4 ms for a gas particle to move an effective distance of 1 mm.
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Since theory agrees with the model, it can be concluded that the gas switching time in this experiment was
limited by the system rather than by the Nanoreactor. This makes sense, as tubing and valves all have dead
volume which dilutes the incoming gas and smoothens the transition for one gas type to another.

According to equation 2.21, the diffusion coefficient scales D T3 with temperature. Also, gas flow speed
increases with temperature as seen in figure 4.4. The increased mobility results in faster gas switching time.
However, because the high temperature is very local, the effect of temperature is not very pronounced. Sim-
ulations show that the outgoing flux at 1000 °C is about 2 % higher than for room temperature. Simulations
on the local Péclet numbers, and the temperature dependent binary diffusion coefficient of nitrogen-helium,
can be found in appendix C and A, respectively.

4.2, Optimization
4.2.1. Mechanical stability

Membrane deflection

To meet the target, but in anticipation of the trade-off with power consumption, the bottom membrane size
will be reduced to 500 um, which should reduce membrane deflection to just below 10 um. The top mem-
brane already met the criteria, so it does not require to be reconsidered. Figure 4.16 shows the membrane
deflection of the new bottom membrane as function of pressure. The results include the new Microheater
design, which will be presented in subsection 4.2.3.
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Figure 4.16: Membrane deflection as function of pressure. The optimized bottom chip membrane has an edge length of 500 um.

The current Nanoreactor deflects 7nmmbar~!. With pressure fluctuations of 5mbar (peak-to-peak), this

equals up to 35 nm. This is acceptable for most high-resolution TEM purposes, but it can become a problem
for STEM in which the focal length is less. The smaller membrane size reduces membrane deflection to less
than 4 nmmbar™!. Tt improves stability due to pressure fluctuations to 20 nm, which allows for more stable
imaging at higher resolution. If an experiment requires even higher stability, the gas flow should be paused
temporarily, because no fluctuations will occur in static gas conditions.

Spatial sample drift

The Nanoreactor has been optimized by reducing the heater size, improving the electrical probe design and
reducing membrane deflection such that the gas layer becomes a lot thinner. These improvements have
reduced the power consumption far below the minimal optimization target. It has decreased by 43 % for
nitrogen and 50 % for helium. A few variants on the Microheater design have been simulated, which will be
encountered in the upcoming subsections. Figure 4.17 shows the analogue of figure 4.3 for the optimized
Microheater design and the 500 um membrane.

4.2.2. Gas flow speed

In the current Nanoreactor, it was seen that the spacers guided the gas towards the Microheater, but the
spacers stop at the center as they cannot continue on the membrane. As a result, the gas is able to spread in all
directions and only a small portion actually passes the sample region. The current spacers were abandoned,
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Figure 4.17: Power consumptions as function of temperature for the optimized Nanoreactor design, for vacuum and for the assembled
Nanoreactor with 1 bar nitrogen or 1 bar helium inside.

and the design was started from the basic idea that all gas should go towards the heater. To do this, the
spacers next to the membrane (from a flow perspective) were enlarged such that no flow could go besides the
membrane. In effect, the principle was changed from guiding the gas in the proper direction to preventing
the gas could go into other directions. These spacers were made wider at the edges of the chip than near the
membrane to create a funnel that forces all gas to go towards the Microheater. Some tolerances had to be
taken into account to ensure leak tightness and robustness. 100 um space was kept between the spacer and
the O-ring, which should not end up on top of the spacers as rough topography will result in gas leakage.
A 50 um distance was kept between the edge of the membrane and the start of the spacer, as tolerances on
the wafer thickness or over-etching may cause the membrane to be a few tens of micrometers bigger. The
reduced membrane size allows the side-spacers to become even larger and squeeze the gas into a narrower
region. The new spacer design is highlighted in figure 4.18a. The triangular spacers are there to guide the gas
towards the Microheater. The oval spacers are there to prevent that the top chip can tilt, ensuring the gas layer
has the 5 um thickness all over the Nanoreactor. Moreover, they are beneficial for gas switching purposes, but
this will be discussed in subsection 4.2.4.

The new spacer design has a much lower flow resistance and ensures a much more uniform gas flow speed
in the chip. The results for nitrogen are shown in figure 4.18. With the same pressure difference between the
inlet and outlet, the total volumetric flow rate increased by 370 %. In the outer regions, where the gas flow
speed was worst in the old design, the new design shows a flow speed up to 10000 times higher. This becomes
very clear if the flow profiles are compared on the logarithmic scale; figure 4.4d and figure 4.18d. Of the total
gas flow, 84 % passes the suspended membrane. In comparison, only ~30 % of the gas passes through the
same region in the current design. This means the 90 percent target is not made. The target can be reached
by reducing the safety margins on the tolerances that were included, or the triangular spacers could be made
more obtuse to increase the flow resistance in the flow paths between the spacers and O-ring. However, that
effectively reduces tolerances if the top chip would be placed slightly rotated, and increasing flow resistance
will not be beneficial for the gas switching time or the overall flow rate.

Just as with the current Nanoreactor design, the effect of temperature results in a higher flow speed to keep the
mass flow rate the same. The optimized design does not allow for much evasion, so the increase in flow speed
with temperature is slightly higher. Considering other minor differences, figure 4.19 shows the difference
between nitrogen and helium gas remain small. the gas flow speed is slightly lower for helium due to its
higher viscosity. However, because the helium spreads heat more effectively, it experiences a larger flow speed
increase with temperature. At 1000 °C, the top flow speed is almost 0.1 ms~! higher.

The gas flow profile and flow rate have been greatly improved, but it was found that the gas flow settling time
increased from 0.11 ms to 0.29 ms. This increase is a direct effect of the other improvements that were made.
As more gas is flowing at a higher speed, the higher total inertia translates into a slower response. It is still
much faster than the time scale at which the gas supply system works, so it remains insignificant.
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Figure 4.18: Optimized Nanoreactor finite element model with nitrogen gas. The gas flow direction is from left to right. (a) A schematic
of the model. (b) Gas pressure distribution. (c,d) Gas flow speed over the gas volume plotted on a linear and logarithmic scale. (e,f)
Close-up of gas flow in the Microheater region at room temperature and 1000 °C.
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Figure 4.19: Optimized Nanoreactor cross-sections showing helium gas flow speed. The gas flow direction is from left to right. (a) Gas
flow on a linear scale. To visualize the gas flow speed in the outer regions the same profile is plotted on logarithmic scales in (b). The
effect of temperature on the gas flow is shown by comparing (c) room temperature and (d) 1000 °C.
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Figure 4.20: Schematics to show the development of the heater design, drawn to scale. (a) The current heater design. (b) Existing
alternative design to the current Microheater that formed the starting point for the optimization process. (c) The optimized heater
design that followed from the optimization methods described in subsection 3.3.

4.2.3. Temperature and heat

Prior to the start of this project, a few alternative designs were fabricated, among them the design shown in
figure 4.20b. The circular shape of this design avoids current crowding and it leaves more open silicon nitride
space in the central region to include more electron transparent windows in the homogeneous area. It also
has a slightly larger homogeneous area, but this is a bit of a delusion as the heater itself is simply bigger. This
also exposes its major weakness; its power consumption is higher. As the design has the potential to include
nearly all of the guidelines of table 2.2, 2.3 and 2.4, and because it allows for including electron transparent
windows in the central area, this design became the starting point of exploring the optimization process.

The optimizations that followed from the intended methods (section 3.3) all affect the design. To explain
the coherence in this subsection, a short preview of design optimizations related to the subsequent subsec-
tions is given. The first steps in the optimization were to reduce the heater size and introduce varying heater
linewidth. A few practical constraints strongly couple the size and heater linewidth: preferably, the total
heater resistance should stay about the same such that it remains compatible with the heating control elec-
tronics and software, the heater linewidth should not go below 5 pm to prevent microfabrication tolerances
induced by the process from becoming significant, the pitch has a lower limit as well, to avoid dielectric
breakdown of the silicon nitride, and last, enough space should be reserved to include electron transparent
windows. In the optimization iterations for homogeneity, a trade-off was encountered between reducing size
and including enough windows; space has to be kept between windows to avoid stress concentrations. A so-
lution was inspired by the heat-spreading-structure design guideline; the metal wire is made wide enough in
the center to have it encircle two windows. The advantage is twofold; the heat dissipation is distributed more
evenly over the central region, and the metal spreads the heat smoothening the temperature profile. Due
to the high thermal conductivity of the metal heater, a lot of heat is conducted to the substrate through the
electric probes (see appendix C). The width of the sensing probe lines could be reduced easily, as they expe-
rience no Joule heating. The heating probe lines can be reduced until the additional Joule heating becomes
comparable to the decline in heat flux, as in the end, it is the power consumption that should benefit from
this adjustment. Furthermore, to improve the temperature accuracy for different gases, the sensing probes
should be connected closer to the center. This unfortunately also creates a heat path which accounts for up
to 3% of additional power consumption. The heater design that will be analyzed in the remainder of this
subsection is shown in figure 4.20c.

Homogeneity over the heater

The temperature distribution for the optimized design is shown in figure 4.21. Note that, in comparison to
figure 4.7 and 4.8, the membrane edge length is 500 um instead of 830 um. As can be seen from the scale bar,
the overall homogeneity for the optimized design is much higher. The hottest spot is no longer in the center
of the heating spiral. In all cases, the center of the heater is at exactly 1000 °C, and depending on the gas
condition the spot with the highest temperature varies by a few degrees. The advantage of having the hottest
part surrounding the electron transparent window area is that it "protects’ the homogeneous region such that
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Figure 4.21: Finite element analysis to determine temperature homogeneity over the region with electron transparent windows of the
bottom chip at 1000 °C. (a) Temperature distribution over the membrane. Temperature distribution in the homogeneous area for (b)
vacuum, (c) static nitrogen, and (d) static helium. The legends are adjusted to match the temperature distribution in the homogeneous
region.

it is less affected by gas flow. It makes sure that, despite the smaller size, gas flow still affects homogeneity
by a maximum of 0.2 %, just as in the current design. An overview of the homogeneity for vacuum, nitrogen,
helium, static and flow conditions is given in table 4.3. Homogeneity is worst for high-temperature nitrogen
gas flow conditions just as in the current design. The performance with helium is slightly better; this is due
to the high thermal conductivity of helium which smoothens the temperature distribution. A disadvantage is
that this also increases power consumption significantly. Although the results meet the 97.5 % target, homo-
geneity could be further improved by compensating for heat losses through the sensing probes. Simulations
on the optimized heater design without sensing probes show an improvement, depending on the scenario, of
up to 0.4 %. This would result in a homogeneity which is always 98.0 % or better. However, the sensing probes
will be needed to improve temperature accuracy for different gas scenarios.

Homogeneity over the gas layer and top chip

By using the simplified analytical model shown in figure 3.6b, it was quickly identified that reducing the
bottom membrane size was beneficial for power consumption as well as for homogeneity over the gas layer.
As the top membrane is smaller, and the aspect ratios of the gas layer are such that heat easily transfers from
bottom to top, the silicon frame of the top chip functions as the main heat sink. Therefore, the larger bottom
membrane does not provide any additional thermal insulation, but results in more membrane deflection
and a thicker gas layer that enhances the lateral heat conduction. The analysis of the homogeneity on the
current Nanoreactor design in figure 4.9 confirms that tendency. It shows that the main temperature gradient
is lateral and not much vertical, especially with helium.
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Table 4.3: Temperature homogeneity over the central area in vacuum, nitrogen and helium conditions at different temperatures. For the
nitrogen and helium cases, homogeneity is provided for static and flow conditions at a pressure of 1 bar. The gas flow conditions were as
in figure 4.18 and 4.19. The results are obtained through finite element analysis. Read-out error is below 0.1 %.

Temperature Homogeneity Homogeneity = Homogeneity Homogeneity Homogeneity

°C) vacuum nitrogen static  nitrogen flow helium static =~ helium flow
20 100 % 100 % 100 % 100 % 100 %
200 98.5% 98.5% 98.2% 98.7% 98.6 %
400 98.4% 98.3 % 98.1% 98.6 % 98.6 %
600 98.5% 98.1% 98.0 % 98.5% 98.5%
800 98.6 % 97.9% 97.9% 98.5% 98.5%
1000 98.3% 97.8% 97.7% 98.5% 98.4 %
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Figure 4.22: Finite element analysis on temperature distribution with the optimized Microheater set to 1000 °C and gas pressure of 1 bar
for the (a) top membrane with static nitrogen, (b) static nitrogen layer, (c) nitrogen layer with gas flow, and (d) helium with gas flow. The
gas flow direction is from left to right.

The homogeneity over the gas layer has been analyzed for the optimized design. Due to the much smaller
bottom membrane deflection, the gas layer thickness reduced from 35 pm to 23 um at room temperature and
1bar. The thinner gas layer results in a closer proximity between the bottom and top chip temperature:

Ttop,nitrogen =0.953 Thottom 4.3)

Ttop,helium =0.985 Tbottom .

Even though the new Microheater is much smaller, its higher homogeneous high-temperature area con-
tributes to the higher top chip temperature. However, the vertical temperature gradient has not changed
a lot; the temperature is still 0.2 % less 1 um above the Microheater, for nitrogen. Although a minor improve-
ment was expected, the potential sample temperature error resulting from this gradient is so small that it
cannot be considered significant with respect to the overall temperature accuracy.

Another remarkable result in figure 4.22 is how far the heat reaches laterally. The temperatures indicated at
a 100 um distance from the heater have dropped by about 100 °C, this drop is related to the reduced Micro-
heater size. The confinement of the high-temperature homogeneous central region, and the sharp temper-
ature gradient at the edge of the heater, clarify why this resulted in a much lower power consumption. The
relative effect that gas flow has on the difference between the points up and down the flow direction has not
changed by more than 1°C, even though the gas flow speed went up and their is no heater underneath the
measurement point. The Péclet number for heat transfer changes from 0.06 to 0.27, which shows that ad-
vection is starting to play a role, but its effect is counteracted by the higher homogeneity of the heater. Also,
making the hottest points in the heater surround the electron transparent windows, instead of having the
hottest point in the center, compensates for the additional power that is required to heat the higher flow rate
of the incoming gas.
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Table 4.4: The table on the left provides the temperature-resistance relations for vacuum, nitrogen and helium. As the four-point-probe
measures resistance, the relations manifest themselves in a temperature difference. The table on the right shows the simulated deviation
for when the Nanoreactor is calibrated in one environment (left column) and used in another (top row).

AR

Environment 37 vacuum nitrogen helium
vacuum 0.2288 vacuum | 0% +1.0% +1.1%
nitrogen 0.2312 nitrogen | -1.0% 0% +0.1%
helium 0.2314 helium -1.1% -0.1% 0%

Temperature settling and stability

The simulations for the optimized design shows comparable settling time to the current design: 6-11 ms for
vacuum and 5-9 ms for nitrogen. For vacuum, the settling time reduction is achieved by a reduction in ther-
mal mass while keeping thermal resistance approximately the same, as nothing has changed on membrane
layer materials and thicknesses. For nitrogen, it appears that two opposing effects neatly cancel each other
out. On the one hand, the reduced heater size and gas layer thickness result in a reduced thermal mass. On
the other hand, the power consumption of the optimized design is so much lower that the required current
is also much lower. Although the current density in the outer wires is higher, the effective average current
density over the volume that has to be heated, is slightly reduced. In the end, even though the power con-
sumption has been drastically reduced, the temperature settling time remains unchanged and the design
constraint that demands not to increase response time is met. Opportunity is there to improve settling time
by reducing the total resistance of the spiral such that a higher current can flow. However, for compatibility
with the temperature control setup, it is desired that the heater resistance should not be changed. Addition-
ally, the magnetic interference design constraint (subsection 3.1.3) demands that the current will not increase.
So before a resistance reduction will be considered, the effect of violating this constraint on imaging related
performance parameters should be identified.

To improve the temperature stability, the resistance measurement has to become more sensitive with tem-
perature changes. The sensitivity of the optimized design is

OR/OT

=6.52-1074/°C. (4.4)

The improvement as compared to the current design (sensitivity of 5.94-107%/°C) is 9.8 %. This is perfect for
stationary operating conditions, as the stability which was already fine improves further. In the gas switching
scenario a temperature fluctuation of 2 % was measured in the current design. The attained improved pre-
dicts the temperature fluctuation will reduce to 1.8 %, which means that the 1 % target has not been achieved.
As the sensing probes were connected as close to the central region as this design allows, and considering the
point at which the sensing probes connect the heater reach about 80 % of the maximum temperature, it can
be concluded that the 1 % target was never feasible. Only if the probes would connect to a theoretically max-
imum, a completely homogeneous area, the target will just be or just not be made. Therefore, to improve
gas switching temperature stability further, the Microheater design should be completely different allowing
to connect the sense probes to the hottest point in the center of the heater, or the electronics and the heat-
ing control algorithm should be optimized. In the first scenario, it will be very hard to maintain the current
improvements on temperature homogeneity and power consumption, because extending the sensing probes
all the way to the hottest points will certainly increase thermal conductivity of the membrane and enhance
heat losses.

Temperature accuracy for different gases

The results for the redesigned sensing probes are presented in table 4.4. As compared to the current design,
a major improvement has been achieved in temperature accuracy differences between different gas types.
The new sensing probes, combined with the improved homogeneity, decrease the potential error by a factor
10 to 1.1 %, in the worst case. Although the mismatch is still to significant to neglect, it is minimized to be
much smaller than standard calibration errors. Moreover, as the effect of gas type on temperature has been
characterized, it can be taken into account to determine the exact sample temperature at which a certain
phenomenon occurred.
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Figure 4.23: Gas switching from nitrogen to helium with optimized spacers. The figures show the spatial gas composition for different
moments in time. The gas composition is expressed as a fraction of the initial nitrogen condition; at t=0, the nitrogen fraction is 1 (100%),
which rapidly decreases over time.

4.2.4. Gas switching time

During the characterization it was found that gas switching time was greatly limited by the, basically absent,
gas flow speed in the outer regions of the Nanoreactor. In those regions, gas switching relied on mass diffusion
rather than advection. This was quantified through the Péclet number for mass transfer. The target was set to
achieve Pep,ss = 1 in the entire Nanoreactor. To achieve this, the current spacers were removed such that the
gas flow would spread over the entire volume of the Nanoreactor. To further distribute the flow equally (and
to make sure the top chip has enough supports) oval spacers were introduced in the direct flow path. These
force the gas flow to move sideways which further improves gas flow speed in the outer regions.

Using the same characteristic length as for the current design of 1 mm (~ W/2), the binary diffusion coef-
ficient for nitrogen-helium at room temperature, and the local gas flow speed, the Péclet number for mass
transfer is determined. It is found to be 3.9 in the flow path surrounding the oval spacer and 4.7 in between
the membranes. In the outer regions, which were formerly the bottleneck in gas switching time, the Péclet
number went up a factor 400 to 0.04. Strictly speaking, those regions are not making the target, but since
these domains are so small, equation 2.23 tells that it takes only 0.6 ms until this gas will have diffused into
surrounding domains with Péclet higher than 1. Due to the optimized geometry and the high Péclet regions
nearby, the contribution to gas switching time of these regions is far from significant. Appendix C contains a
figure that shows the Péclet number everywhere in the Nanoreactor.

Simulations were run under the same conditions as for the current design in figure 4.15, with the only change
in spacer design. The improvement in gas switching time is enormous: 99% of the gas had already switched
after only 65 ms, the 1 promille concentration was reached in every domain of the Nanoreactor at 110 ms, and
the point at which the gas is defined to be switched, 1 ppm, is found after 175 ms. To show the gas switching
process, intermediate results are shown in figure 4.23 for a few moments in time. Note that these moments
are chosen very different from the ones in figure 4.15, which is because gas switching time has become 16.5
times faster.






Discussion on the results and
improvements

5.1. Optimized design proposal and its reliability

This section summarizes the design optimizations that were done to improve membrane deflection, spatial
sample drift, temperature homogeneity, temperature stability, gas flow speed, and gas switching time. The
proposed optimized Nanoreactor, of which the detailed results were presented in section 4.2, is shown in
figure 5.1. All the changes on the design, including their purpose, are pointed out.

The intended optimization procedure explained before in subsection 3.1.1 was followed. The review of the
state of the art in Microheaters and Nanoreactors provided a set of design guidelines. The study on the physics
involved with thin film mechanics, heat transfer and micro gas flows, was used to identify in which regimes of
physics the Nanoreactor manifests itself. The acquired knowledge was used to select appropriate experimen-
tal methods to characterize the Nanoreactor, and to confirm the physics regimes. The experimental results
were used to develop a finite element model of the Nanoreactor in COMSOL Multiphysics. The model was
tuned to match the characterization results by adjusting material properties based on characterizations and
correlation between different performance parameters, while taking into account how material properties
are different for thin films and at high temperature.

The reliability of the model is demonstrated by ensuring coherence between the simulation results and exper-
imental results. The development of the model was started with the parameters that could be characterized
with large certainty: membrane deflection with pressure, resistance of the metal heater at room temperature,
the relation between current, voltage, resistance and power as function of temperature, pressure, and gas
composition. On top of agreement for these phenomena, the temperature distributions that came out of the
model were experimentally verified among the top and bottom membrane.

The sole weakness of the model regarding physics remains with the thermal material properties of the thin
film membranes. Although these are made trustworthy by measuring all the performance parameters that
rely on them, they lack the hard proof of a direct measurement. As discussed in the literature review, many
material property characterization methods are proposed, but most of them are only reliable on a small tem-
perature range or interfere with temperature themselves. To best substantiate the thermal aspects of the
model, its variables were reduced by going back solely to the bottom chip in ultra high vacuum. In this
experimental setup, the only heat loss mechanisms are thermal radiation, which can directly be measured
using an infrared camera, and conduction through the membrane. The fact that the thermal radiation can
be measured directly does not mean the temperature is known; it merely provides how much heat is radiated
for a given Microheater power consumption (the temperature was obtained by Raman thermometry). This
setup again provides an indirect measurement. However, the only unknown variable is the heat conduction
through the membrane. If this scenario matches the model in vacuum, and still consistently matches the
experimental results with nitrogen and helium (of which theory shows that very well known bulk properties
apply, at least in the 1 bar gas pressure condition), the thermal material properties become incontestable.
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Figure 5.1: Schematic figure of the proposed optimized Nanoreactor with an overview of all the major optimizations.

As always with finite element analysis, the element quality plays an important role in the accuracy of the
model. Typically, the smaller the elements, the better. Also, elements with large aspect ratios should gener-
ally be avoided as they limit the dimensional quality of the model. These elements can only be permitted
if the dominating physics also has a lower dimensionality. The most evident method to ensure accuracy is
by identifying the sensitivity of the model to the element quality. If a small step in element quality results in
a significant change in simulation results, the element quality is too low. Increasing the element quality in-
creases the degrees of freedom exponentially, which requires high computational resources. Often symmetry
can be used to reduce the size of the model. However, in the case of the Nanoreactor, in which the major
goal is to model the interdependence of various performance parameters and types of physics, no symme-
try can be used. The first reason is that symmetry will break the heater lines, making it unable to model the
interdependence of current, Joule heating, and the temperature dependent resistance. The second reason
is that including inlet-outlet symmetry would not allow for modeling compressible gas flow; compressibility
has to be taken into account to model local gas flow speeds accurately, as gas density varies with 10 % due
to the pressure distribution and varies even more as function of temperature. To keep all types of physics
active in the same model, the element quality had to be optimized for performance without reducing qual-
ity. The dependency of different types of physics on the element size were identified in minimum working
examples. The most important results of this characterization can be found in appendix E. Furthermore, the
computational requirements were reduced by simulating only part of the silicon substrate thickness and by
limiting physics types to the domains in which they are relevant. Structural mechanics was only analyzed for
the suspended membranes and electric current only in the metal Microheater. As gas is only present within
the O-ring vacuum sealing, the MEMS part outside of this region was excluded.
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5.2. Compliance of the obtained results

While the results in chapter 4 are usually directly discussed on whether they are plausible with regards to the
literature and theory in chapter 2, the compliance of the obtained results and optimized Nanoreactor design
have not been considered regarding the design constraints in subsection 3.1.3. In this section, a moment of
thought will be given to them, one by one. Whenever possible, it was assessed if the design constraints are
not violated, but unfortunately this sometimes could not be done for cases that require to have a prototype.
If relevant, substantiations can be found in appendix B for experimental data and appendix C for simulation
data.

Mechanical stress was supposed not to increase. Already by the theory, no issue was expected here, because
reducing the membrane size results in lower stress levels. Although finite element analysis is not very reliable
in determining stress levels absolutely, it is very suitable in determining them relatively. This was done, and a
decrease of 25 % in Von Mises stress was observed.

Thermal stress itself was not assessed in the models. However, as it was found that the top membrane gets
nearly as hot as the bottom membrane, a smaller membrane size will not cause problems here. Since the
layer composition has stayed the same, and the total heated area has decreased, the thermal stress decreases
as well.

Stress distribution will remain the same as the membrane remains square. The circular heater does not affect
the distribution significantly for mechanical stresses, and for thermal stress, circular shapes are generally
better.

Range and lifetime could not be directly tested, as this would require to leave a prototype up and running for
hours or probably a few days. However, electromigration is often mentioned in literature as a failure mecha-
nisms for high-temperature operation. Tests on the current Nanoreactor design have shown that electromi-
gration does not play a role in its 20-1000 °C operating range. In fact, electromigration remains insignificant
(and undetectable) up to 1300°C. The optimized design requires less current, but also has much thinner
lines. However, the optimized design does not suffer from current crowding. As a result, the current density
in the thinnest heater lines is the same as near the sharp corners of the current design. Moreover, the outer
lines experience less heat and are therefore more resistant to electromigration than the sharp corners at the
center of the current design. Therefore, it is concluded that the current density will not impair lifetime.

Accuracy mainly depends on the calibration and not on the Nanoreactor design. However, results show that
not correcting for the gas composition causes a reduce in accuracy. In the optimized design, the increased
homogeneity and the new sensing probe design have reduced this problem to a minimum.

Response time was assessed in the finite element model. Simulations show that, in the worst case, the tem-
perature settling time remains unchanged, whereas for some conditions an (unintended) improvement of a
few milliseconds was achieved.

Sample compatibility has improved a little. Although the electron transparent windows have not been in-
cluded in the design and simulations, figure 4.20 compares the regions assigned to include electron transpar-
ent windows. The surface area in which windows can be embedded has been increased by a small amount.
The topography that surrounds the windows has decreased, because the windows no longer need to have
metal lines close by (except for the central two window spots).

Resolution depends on the thickness of the silicon nitride windows and gas layer thickness. The first has not
been changed and the latter reduces from 35 pm to 22 ym, so if it was not already on the TEM'’s resolution
limit, it may further improve.

Ultra high vacuum will, as expected, not be affected. The vacuum sealing remains unchanged and the gas
volume in the Nanoreactor has barely changed.

Magnetic field interference goes down. The total current drops by approximately 25 %, resulting in smaller
magnetic fields. Moreover, the heater lines with opposing current directions are spaced closer together, en-
hancing their capability to compensate each others magnetic fields through superposition.

Charging of the membrane will happen to the same extent. However, the two central spots for windows are
completely surrounded by very nearby heater lines. These two windows should be able to discharge floating
charges more easily.
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Microfabrication tolerances on heater linewidth and feature size spacing have all been taken into account.
SEM inspections have been done to identify roughness of the heater wire sides. As a reference for feature
spacing and sizes, another MEMS-based sample carrier for heating-biasing with even smaller features has
been used as a benchmark, presented by Pérez Garza et al. [1].

To conclude, none of the design constraints have been violated. It could be argued that a minor concession
has been made regarding current density, but since the current design already experienced the higher values
locally, and because its limit was not reached, no issues are expected here. Regarding the other constraints,
some stayed the same, while some even experienced improvements.

5.3. Comparison of the current and optimized design

Chapter 4 presents the results subject by subject, including various in-between results on the underlying
physics and mechanisms. However, the goal was to improve the performance of the Nanoreactor regarding
the six performance parameters that are important to enable rapid real-time in-situ TEM studies. This section
aims to provide a clear overview that compares the optimized design to the current design, expressed in these
performance parameters. To do this, general and relative results are put into absolute numbers for the most
typical scenario; high temperature and atmospheric pressure. Also from a technological perspective, this
scenario is most interesting, because this is where the technological boundaries have to be pushed.

Table 5.1 provides the overview of the performance of the current and the optimized Nanoreactor design.
A brief explanation has been added to define to which specific scenario the numbers apply. However, the
cases are representative for the relative performance over the full operating range of the Nanoreactor. The
table shows that improvements for mechanical deflection, spatial sample drift (power consumption) and
temperature homogeneity are around 50 %. For stability it is a little less, and for gas flow speed and gas
switching time it is much more than that.

Table 5.1: Performance of the current and optimized Nanoreactor design. Unless specified otherwise, the performance is defined at a
gas pressure of 1 bar at room temperature.

Performance . . . Current Optimized
Experimental or modeling conditions . .

parameter Nanoreactor design Nanoreactor design
Membrane Deflection of the bottom chip 22.1pm 9.3um
deflection Sensitivity of deflection to pressure fluctuations 7 nmmbar™! 4nmmbar~!
Spatial sample Power consumption static nitrogen at 1000 °C 39.7mW 22.6 mW
drift* Power consumption static helium at 1000 °C 81.0 mW 43.9 mW
Temperature Static nitrogen at 1000 °C 93.9% 97.8%
homogeneity Static helium at 1000 °C 94.7% 98.5%
Temperature Constant gas composition at 500 °C 0.0054°C 0.0049 °C
stability Changing gas composition 500 °C 10.0°C 9.0°C
Gas flow Between the membranes for an inlet-outlet 1 1

. 4.3cms 33.1cms
speed pressure difference of 100 mbar
Qas switching Peﬁned as when the initial gas concentration 29s 0.1755
time is below 1 ppm

*Considered through its main influential factor; power consumption.

5.4. Reflection on the obtained improvements

The results as shown in table 5.1 are insightful for the experimental use of the Nanoreactor, but to reflect
on the obtained improvements from a technological perspective, the physics behind them are relevant. The
underlying physics determines how far the optimization is pushed towards the limits, what these limits were
for the current design, and are for the optimized design. The attained performance will be discussed one by
one with regards to the targets set in subsection 3.1.1. It will follow whether the conceptual solutions were
adequate and sufficient to make the target. Furthermore, the benefits of the improvements will be discussed
regarding to what extent they solve the problem as it was described in the problem statement in section 1.2.
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A summarizing table is provided that lists the attained performance and the target: table 5.2.

Membrane deflection was the first optimization that was executed. It has been tackled by reducing the mem-
brane size until the target was made, which was suggested as the only conceptual solution within the con-
straints that were set. The target was not based on a hard number as deflection itself does not necessarily limit
the research possibilities of the Nanoreactor. It is desired to define the gas layer thickness more accurately
and was based on what seemed realistically achievable considering that power consumption was also desired
to decrease. However, in the heater optimization, it was found that the power consumption could be reduced
further than expected. This leaves room to explore smaller membrane sizes and further reduce membrane
deflection, but at the cost of the power consumption improvement. The more important specification is how
pressure fluctuations can cause defocussing. The goal was ambitiously set to have no defocussing at all. How-
ever, the broad type of experiments that TEM, and especially STEM, allow for, can require the deflection to be
of single nanometers. The attained improvement does not make this target, but will make a step forward in
enabling higher quality TEM imaging and increase the chance of successfully executing STEM experiments.
This does not mean high quality STEM cannot be done at all; by closing the valves of the holder the pres-
sure will not experience any fluctuations anymore, but the gas flow will also be stopped. Therefore, it can be
concluded that the target is met for a range of applications, and the target is partially met.

Spatial sample drift depends, as discussed in subsection 3.2.1, on various aspects. From the MEMS perspec-
tive, power consumption is the most important influential factor. As drift was already good enough to enable
high resolution imaging of solid-gas interactions, no major improvements were aimed for. However, while
reducing the heater size and optimizing the geometry, it was found that it had much more room for improve-
ment than expected. Contrary to initial expectations, the reduction of the bottom membrane size contributed
to a reduction in power consumption. The reason for this is that the top chip was already the most signifi-
cant heat sink, and the thinner gas layer reduces lateral heat conduction through the gas. Simulations show
that putting the optimized heater on a membrane of 800 um instead of 500 um shows an approximate 7 %
increase in power consumption. It turned out the ratio between bottom and top membrane size is of a signif-
icant importance. The target for power consumption was largely exceeded, which could therefore potentially
be compromised in a trade-off to other performance parameters.

Temperature homogeneity was, as expected from literature, greatly improved by introducing varying linewidth.
When the targets were set, it was expected that gas would have a negative influence on the homogeneity.
However, judging by the results in table 4.22 this turned out to be not as straightforward. Depending on the
temperature and type of gas it can also have a smoothening effect on the temperature distribution. The tar-
get was made for vacuum, nitrogen and helium conditions over the full temperature range. Although it was
not the goal, the foreseen 99 % homogeneity for vacuum was not obtained. Before judging this, it must be
said that the heater was optimized for gas scenarios and space had to be reserved for electron transparent
windows. Because of that, the heater lines could not be placed as close to each other as was the case in the
literature examples that did obtain the 99 %. The space in between the heater lines experiences radiative heat
losses that explain why 98.5 % homogeneity in vacuum was the limit for a design including electron transpar-
ent windows.

Temperature stability turned out to be a more complicated performance parameter to improve. Initially it was
thought that the sensitivity to temperature fluctuations could be improved significantly by measuring closer
to the center of the Microheater. Although the principles behind this concept stand, it appeared that the fun-
damental limit was closer than foreseen. Sensitivity depends on how much the relative resistance changes to
temperature. In the current Nanoreactor design, the relative resistance change is unnecessarily low because
it averages over heater lines which experience a lower temperature and thus a lower resistance change. To
avoid this averaging, the sensing lines should probe an area that is as homogeneous as possible. This was at-
tempted in the optimized design by improving homogeneity and the probing location. However, it was found
that the resistance change, or the TCR of the heater material, imposes a fundamental limit on the relative
sensitivity. Artificial simulations with 100 % homogeneity show that the optimized design reaches to within
99.8 % of the theoretical maximum sensitivity of 6.53 -1074/°C at 1000 °C. Therefore, it can be concluded that
the optimization limit has been reached from the MEMS perspective, which means the optimization result is
the best that can be achieved.

Gas flow speed had the target to ensure 90 % of the gas flow would pass the membrane area. The target was
almost made by reaching 84 %. The remaining gas slips through the narrow channels in between the spac-
ers and the O-ring vacuum sealing. Those narrow channels are necessary to ensure leak tightness, as minor
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misalignments should not result in that the O-ring ends up on top the spacers. Next to this concrete limita-
tion, it has become harder to achieve the result due to the way the target was formulated. Getting a certain
percentage of the gas flow in the membrane region becomes harder if the size of the membrane is reduced.
The target could be achieved by reducing the pressure drop over the side-channels by carefully positioning
other spacers. For example, the oval spacers which are now there to benefit gas switching time and support
to the top chip should be removed, instead additional spacers should be placed near the entries and exits of
the side-channels. The reasons why this has not been done is due to the trade-off with gas switching time.
Having the proposed alternative would further reduce the gas flow speed in the regions where it is already
lowest. Therefore, it is accepted that the target is just not made.

Gas switching time would normally be expressed in a time-unit. However, since the actual time depends on
the gas type and the applied pressure difference between the inlet and outlet, the Péclet number for mass
transfer provides a more technical and generally applicable measure of the performance. Advection has im-
proved enormously by the new spacer design which has greatly harmonized the gas flow speed distribution
in the Nanoreactor. When not taking into account local extremes in domains on the scale in which diffu-
sion is still able to rapidly smoothen gradients, the Péclet number varies between 1 and 15, which means
the target has been achieved, and often overachieved. Also judging by the improvement in time (table 5.1)
the new spacer design is a major improvement for fast gas switching, and therefore, for having a much more
accurately defined gas composition inside the Nanoreactor.

Table 5.2: Attained improvements with the optimized Nanoreactor design and the targets set in subsection 3.1.1.

Performance Experimental or modeling Optimized
e . Target Success

parameter conditions Nanoreactor design
Membrane Gas pressure of 1 bar at 20 °C 9.3um <10um v
deflection Stationary gas conditions at 1 bar 4nmmbar~! No loss of focus VX
Spatial sample Static 1 bar nitrogen at 1000 °C 22.6 mW (43 %)
drift Static 1 bar helium at 1000 °C 43.9mW (50 %) reduce by >10 % v
Temperature Static 1 bar nitrogen at 1000 °C 97.8% 97.5% v
homogeneity Static 1 bar helium at 1000 °C 98.5% =R
Temperature Constant gas composition at 500°C  0.0049 °C <0.01°C v
stability Changing gas composition 500 °C 1.8% <1% b 4
Gas flow Between membranes for inlet-outlet
speed pressure difference of 100 mbar 84% 90% o

o Characteristic length of 1 mm, ex-
Gas switching cluding extremes in domains with  Pepass =1-15 Permass = 1 v

time

radius <0.5 mm




Conclusion

6.1. Achievements

The goal of this project was to design an optimized Nanoreactor that enables real-time in-situ TEM studies
without interventions, while applying and changing stimuli to the sample.

Aliterature review was performed to study the state of the art in Microheater and Nanoreactor technology and
find out which mechanisms are currently limiting real-time TEM imaging. An abundant amount of literature
was found on Microheater development and optimization for various application fields. Since no review on
this matter was encountered, the literature study was written as a review article of which the revision is cur-
rently under review by the Journal of Microelectromechanical Systems. It provides designers with an overview
of the relevant physics and a set of design guidelines to achieve the desired Microheater performance. The
available literature on Nanoreactors was limited, which is why it was necessary to determine the Nanoreactor
design guidelines directly from the governing physics. Next to the presentation of conceptual solutions to op-
timize membrane deflection, spatial sample drift, temperature homogeneity, temperature stability, gas flow
speed, and gas switching time, it was concluded that the Nanoreactor operates in various transition regimes
regarding thermal convection, laminar or molecular flow, and gas advection or diffusion.

Given the predictions by literature and theory, appropriate microscale inspection techniques were selected.
Infrared imaging and Raman thermometry were used to characterize temperature and heat, white light inter-
ferometry was used to measure membrane deflection, and the Climate system setup was used to determine
electrical aspects and power consumption for nitrogen and helium gas at different temperatures, pressures
and flowrates. With the experimental results and theory from the literature study, a finite element model was
developed in COMSOL Multiphysics that simulates the thermo-electro-mechanical behavior of the Nanore-
actor. This model was used to analyze the relevant parameters that limit the performance, and how these are
interrelated. Within the given constraints, the design guidelines were turned into conceptual solutions. The
finite element model was used to answer how the performance could be improved, and to predict the effect
of redesigning and optimizing the Nanoreactor.

The optimized design shows improvements in all performance parameters. By reducing the membrane size,
membrane deflection has improved from 22 pm to 9.3 um at 1 bar gas pressure. Spatial sample drift has im-
proved through reducing the power consumption by 43-50 %. This was achieved by reducing the heater size
and optimizing the electrical contact probes, while keeping the electron transparent window area similar.
Temperature homogeneity over the windows was improved from 93.9 % to 97.7 % by carefully tuning the lo-
cal Joule heating through the concept of varying heater linewidth. A 9.8 % improvement was obtained in
temperature sensitivity of the sensing probes, by connecting them closer to the center of the Microheater.
This reduces temperature fluctuations and improves accuracy in circumstances with varying gas composi-
tions. The gas flow that passes and can potentially interact with the sample is now 84 % instead of 30 %, and
additionally the gas flow speed has increased by a factor 7.7 to 33 cms™!. The gas switching time has been re-
duced by omitting spacers that prevent the occurrence of isolated regions. The spacers have been redesigned
to enhance advection, resulting in a locally up to 400 times higher Péclet number for mass transfer. In effect,
the gas switching time reduced from 2.9 s down to 0.175s.
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76 6. Conclusion

The obtained improvements in homogeneity, stability and gas switching time make sure the sample experi-
ences more accurately defined temperature and gas stimuli such that it is known exactly under which circum-
stances the investigated phenomena occur. The improvements on membrane deflection and spatial sample
drift reduce the loss of focus and tracing of the sample, which effectively allows to exploit higher magnifica-
tions. Moreover, at the same magnification, larger changes in temperature of gas stimuli will no longer result
in loss of focus, which enables the real-time study of rapid solid-gas interactions inside the TEM.

6.2. Recommendations

Although the optimization has come a long way, the trade-off between membrane size and power consump-
tion has not been fully exploited yet and may be worth additional analysis. In addition, the optimization
achievements have not yet been experimentally confirmed. The recommended way to proceed this research
is as following:

1. The membrane size was reduced far enough to meet the membrane deflection target, but the heater
size reduction decreased the power consumption more than expected, leaving room to further exploit
this trade-off. In the optimized design proposal the power consumption and temperature homogeneity
get the full priority in the trade-off. However, the other requirement on membrane deflection sensitiv-
ity to pressure fluctuations has not been completely fulfilled. It is recommended to investigate how
reducing the membrane size to 450 or even 400 um would affect the various performance parameters.
Depending on the extent of the improvements and impairments, a choice must be made in the trade-
off. Note that the membrane size can always be changed in retrospect by using another wafer thickness.

2. Depending on the choice in bottom membrane size, consider adjusting the top membrane to the ex-
act same dimensions. The obtained results have indicated that differences between top and bottom
membrane size are not beneficial for power consumption; the larger membrane causes unnecessary
deflection, while the smaller membrane defines the heat sink.

3. Consider including the interdependence of gas flow, mechanical and thermal membrane deflection to
further increase the reliability of the model. Until now, a choice was made to include temperature and
mechanics, temperature and gas flow, or gas flow and mechanics, but not all three simultaneously. This
would, however, require a resourceful computer, especially in terms of memory usage.

4. Fabricate and characterize the prototype of the optimized Nanoreactor design using the methods de-
scribed in this thesis. If necessary, refine the finite element model based on the characterization results.

5. Fabricate the (refined) optimized Nanoreactor. If necessary, confirm that the refinements provide the
desired results.

Based on the results of this research, is was found that certain performance parameters were limited by the
setup rather than by the Nanoreactor itself. To improve the performance on the parameters for which this
statement holds, the following recommendations are made:

¢ Although the Nanoreactor allows for some more improvement on how deflection depends on pressure,
it should also be considered if pressure stability can be improved from the source. This may further
enable high resolution TEM and STEM imaging.

¢ The optimized Nanoreactor design reached the theoretical limit to within 99.8 % regarding tempera-
ture control sensitivity. As this was not enough to make the target on temperature stability during gas
switching, it is recommended to optimize the heating control electronics and software. The stability
could be increased by increasing the sampling rate, resulting in that the temperature corrections are
executed at a faster rate, or by amplifying the controller’s reaction, such that the corrections are of a
larger amplitude. When increasing the reaction, care has to be taken that stationary stability is not
mitigated. Increasing the sampling rate would therefore be the preferred option.

* It was shown that the Nanoreactor allows for very fast gas switching times in the order of a second.
However, the gas switching time of the experimental setup is in the order of a minute. To exploit the
Nanoreactor’s capabilities to a maximum, it should be considered to study the cause, reduce dead vol-
ume and improve gas switching time of the gas supply system.
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Appendix: material property
characterization

A.1. Membrane deflection offset

As explained in the text in subsection 4.1.1, an offset was found in the pressure bulging of the bottom chip.
To get an idea of where this offset could come from, simple 1-dimensional calculations on arc length are
presented. The geometry is shown in figure A.1. From the figure, the following relations can be deducted:

. 830 . . (83
rsin(a) = 7 gives a = arcsin 2— (A.1)
r

d=r-rcos(a), (A.2)

with r the radius in pum of the circle that is fitted through the deflected membrane, a the angle in radians,
830 um is the bottom membrane width edge length, and d the membrane deflection magnitude in pum. From
these relations it follows that the offset of d = 2.4pum, corresponds to r = 35881um and a = 0.0116 rad (or
0.663 deg). The arc length is a part of the perimeter of a circle, given by

arc length = 2ar. (A.3)

The arc length is found to be 830.0185um. This means an additional 18.5 nm arc length already results in
2.4um membrane deflection. Optical inspection of the chip that was used for the membrane deflection al-
ready shows that the membrane is not completely flat; it looks a bit bumpy. So the likely explanation is that
the membrane is not stretched, maybe due to how this membrane was fabricated, maybe due to degradation,
as this chip has been used for various experiments that are reported in this thesis. Deeper analysis is required
to find the exact reason. However, it did not affect the temperature calibration, so it does not affect the results
in this thesis with significance.

r sin(a)

r cos(a)

Figure A.1: Schematic of the membrane geometry. The green arc represents the suspended membrane.
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92 A. Appendix: material property characterization

A.2. Emissivity

The emissivity of the Microheater was determined using an infrared camera (FLIR A655SC) with an operating
range from 100-650 °C. Images of the bottom chip were taken in steps of 100 °C. Figure A.2 shows an image
of the heater at 600 °C. The data was fitted using the Stefan-Boltzmann law. An emissivity was found of 0.227
with an error of 0.005.

fit
- ]-0000 0 measurement

Thermal Radiation

0 200 400 600 800 1000
Temperature (°C)

Figure A.2: (left) Infrared camera image of the bottom chip set to 600 °C. (right) Thermal radiation data points measured by the infrared
camera. The data was fitted using the Stefan-Boltzmann law.

A.3. Thermal conductivity of nitrogen and helium

As explained in the theory of subsection 2.2.4, bulk gas properties can be assumed with high accuracy if the
Nanoreactor is used with a gas pressure of 1 bar. The temperature dependent thermal conductivity that was
used in the finite element model is given in figure A.3.

0.09 L ] 0.46

0.08f
0.38
0.07

0.06 03

0.05¢

A(T) (W/(mK))

0.041 - 1 < 0.22

0.03

200 400 600 800 1000 1200 1400 1600 200 400 600 800 1000 1200 1400 1600
T(K) T(K)

Figure A.3: (left) Temperature dependent thermal conductivity of nitrogen that was used for finite element analysis. The data was
obtained from the Dortmund Data Bank [159]. (right) Temperature dependent thermal conductivity of helium that was used for finite
element analysis. The data was obtained from Vargaftik et al. [160] who obtained it through combining results from multiple sources.

A.4. Coefficient of thermal expansion

The coefficient of thermal expansion (CTE) as function of temperature turned out to be necessary to model

membrane deflection more accurately. The CTE of bulk silicon nitride are shown in the table of figure A.4 [189].
These values were taken as a starting point for the modeling of temperature dependent membrane deflection.

The average values of the two silicon nitride types were scaled and carefully tuned to match the experimental

data. The trend, as reported in literature, is maintained to stay in agreement with the governing physics.
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Temp Material
(°C) SN47 SNSP
50 1.5 1.6
100 1.9 1.9
200 24 2.2
300 2.9 2.9
400 3.3 3.2
500 34 3.7
600 3.6 3.8
700 3.7 3.9
800 3.6 4.0
900 3.9 42
1000 3.5 49

Figure A.4: Temperature dependent coefficient of thermal expansion for two types of silicon nitride in 1076/°C as reported by Swab er

al. [189].

A.5. Diffusion of nitrogen and helium

Diffusion of nitrogen and helium follows the theory has been described before in subsection 2.2.5. There
it was derived that the diffusion coefficient scales with temperature and pressure according to D T3P,
However, the experimental data that Winkelmann [190] has collected from various sources does not com-
pletely follow this trend. It turns out that the theory was not complete yet; the temperature dependence of
the collision integral was not taken into account [191, 192]. Therefore, the experimental data was fitted with

D=A-T*® (A4)

in which A is a constant, T the temperature in K, and a the temperature power. The data fit-curve found
A =3.097410"% and @ = 1.75. Figure A.5 shows the data set fitted with and without the correction from the
collision integral. These parameters are used in the simulation results shown in this thesis.

=10 =10
=] fit =] fit
3 8 o measurement 3 8 o measurement
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Figure A.5: (left) Temperature dependent diffusion fitted with the dependency as prescribed by equation 2.21. (right) Temperature
dependent diffusion fitted including the contribution from the collision integral. Data obtained from Winkelmann [190].






B.1. Mechanical stability

Appendix: experimental data

For the lower limit in varying heater linewidth, the roughness of the edges of the heating spiral were mea-
sured, as shown in the figure underneath.

S 2450x 5kV -Image

¢ 111 pm BSD Full

Figure B.1: Roughness on the sides of the heater lines that had to be taken into account when designing the varying heater linewidth;
the roughness should not become significant compared to the heater linewidth to avoid high current densities locally.

Another thing, membrane deflection was measured as function of pressure, temperature, and gas flow rate.
The results of the latter were not shown in the thesis as it was found to be insignificant. The results are shown
in the figure underneath.
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Figure B.2: Bottom membrane deflection as function of gas flow rate for ~300 mbar at room temperature, 500 °C, and 1000 °C. The
pressure has not been corrected for the atmospheric air pressure, but the results were measured subsequently so the absolute results
may be inaccurate, but relative to each other they are accurate. Note that the variations between the data points are within the error bars
(not drawn, see appendix D).
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96 B. Appendix: experimental data

B.2. Temperature and heat

As reported in subsection 3.2.3, the top chip temperature was going to be confirmed by a TEM experiment.
The results were not included in the main part of the body because they were inconclusive. They confirmed
indeed that the top reaches approximately the same temperature as the bottom chip, but the exact tempera-
ture difference could not be extracted.

Au-Ge nanowires were deposited on both the bottom and top chip. The Au-Ge nanowires were provided by
Stanford University. According to Adhikari et al. [186], the Au-Ge nanowires have a eutectic melting point
which is 349 °C for a 40 nm wire diameter. This exact transition temperature could not be reproduced, which
may have to do with the accuracy in temperature calibration (~95%), the limited homogeneity over the elec-
tron transparent windows (~94%), the adhesion between the sample and the chip or the presence of nitrogen
gas. To conclude on the absolute temperature, further analysis is required.

However, the experiment is suitable for the purpose of the experiment: determining the difference in temper-
ature between the bottom and top chip. The transition happened for both the bottom and top chip between
430-450°C, as can be seen in figure B.3. A slightly lower transition temperature was expected at the top chip;
considering the windows on which the nanowires were located, the Nanoreactor model predicts a difference
of about 30 °C. Part of the discrepancy may be due to the different nanowire diameters; the bottom nanowire
has a diameter of 78 nm and the top nanowire a diameter of 55 nm. Extrapolating the results of Adhikari
et al. [186] this size difference explains a temperature discrepancy of about 10 °C. No explanation has been
found for the remaining 20 °C difference. A repetition of this experiment is required to see if the difference
is reproducible. However, the main point is confirmed: the top chip reaches (almost) the same temperature
as the bottom chip, proving that the high temperature homogeneity that should be expected from the chip is
maintained through the thickness of the gas layer.

(a) Top 410°C (b) Top 420°C (c) Top 430°C (d) Top 440°C (e) Top 450 °C

(f) Bottom 410 °C (g) Bottom 420°C (h) Bottom 430 °C (i) Bottom 440 °C (j) Bottom 450 °C

Figure B.3: TEM images of the Au-nanoparticle on the Ge-nanowire for various temperatures indicated with the figures. The top row
contains the images of the nanowire on the top chip and the bottom row contains the images of the nanowire on the bottom chip.

B.3. Gas switching time

To determine gas switching time, the dependence of power consumption as function of gas composition,
temperature, pressure, and flow rate have to be known. The intention was to experimentally determine the
gas switching time of the Nanoreactor. However, after the first experimental results were compared to the
model and to theory, it was found that gas switching time was limited by the experimental setup rather than
the Nanoreactor itself. Therefore, the experimental determination of gas switching time was discontinued.
The preceding characterization of power consumption, which was used to translate changes in power con-
sumption to gas composition, are presented in the figures shown underneath. In addition, these graphs show
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the potential that the Nanoreactor has to function as an actuator (providing stimuli) and also as a sensor (de-
tecting gas compositions, or measuring exothermic/endothermic reactions through changes in power con-
sumption). The graphs in the figures are not always very smooth, the reason for this is likely due to gas bottles
had to be switched prior to the experiments. The experiments were spread over multiple days, it appears that
on the day when the 40 and 50 % nitrogen content data points were obtained, the gas supply system was not
properly flushed. Ideally, these experiments should be repeated. However, experimental and modeled gas
switching should not be compared, accurate characterization is not that important. To filter out some of the
error, the data was fitted, as explained in subsection 4.1.4.
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Figure B.5: Power consumption as function of gas composition, categorized per temperature.
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Figure B.6: Power consumption as function of temperature, categorized per pressure.
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Figure B.8: Power consumption as function of pressure, categorized per pressure.
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Figure B.9: Power consumption as function of pressure, categorized per gas composition.
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Appendix: modeling and simulation data

This appendix contains simulation results that do not directly relate to the performance of the Nanoreactor,
but do describe the physics that governs it. The results in this chapter come from arbitrary cases that are
typical for the Nanoreactor. These cases are not always specified. The intention of these figures is to illustrate
which mechanisms have constantly been taken into account in the optimization steps.

C.1. Mechanical stability

The stress levels are expected to decrease when smaller membrane sizes are adopted. This was verified using

a simulation:
" » 3 Von Mises stress (N / M?)
1-10°

0.5-10°

Figure C.1: Von Mises stress in the (left) current membrane and (right) optimized membrane.

C.2. Temperature and heat

Various electro-thermal aspects were monitored to ensure no current crowding and hotspots will occur in
the optimized heater design. For these purposes, current, voltage, Joule heating, and heat flux analyses were
performed for various temperature, pressure and gas scenarios. An impression of these intermediate studies
are given in the figures underneath. Moreover, the temperature settling graphs are provided that on which
the numbers in subsections 4.1.3 and 4.2.3 are based on.
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Figure C.2: Electric potential for a typical scenario of the (left) current heater and (right) optimized heater.
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Figure C.3: Current density for a typical scenario in the (left) current heater and (right) optimized heater. Note the current crowding in

the sharp corners in the center of the current heater and the much more uniform current density over the width of the optimized heater
lines.
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Figure C.4: Joule heating for a typical scenario in the (left) current heater and (right) optimized heater. Although it is hard to see, the
sharp corner sin the current heater design reach the dark red peaks of the highest Joule heating. these spots experience intense Joule
heating due to current crowding. The optimized design has a much smoother Joule heating distribution, especially on the outer heating
circle to compensate the heat losses, and to get the whole heater at a high and homogeneous temperature.
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Figure C.5: Heat conduction for a typical temperature in the (left) current membrane and heater design and the (right) optimized

membrane and heater design. Note how the optimized electrical probes contribute a lot less to the heat conduction. These images apply
to vacuum conditions.
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Figure C.6: Temperature settling graphs for (topleft) the current Nanoreactor in vacuum, (topright) the current Nanoreactor in nitrogen,
(bottomleft) the optimized Nanoreactor in vacuum, and (bottomright) the optimized Nanoreactor in nitrogen.

These results are obtained from simulations by providing a voltage at the heating probes at time zero. Therefore, these results do not
present the actual real-life performance in which closed-loop feedback control is used on the heater resistance, but they do provide good
insights in how temperature settling changes with the design and they given an order of magnitude estimate of the settling time. Note
that for the nitrogen cases, the top chip temperature is also included. As is evident, the top chip temperature traces the bottom chip
temperature with a small delay related to the time that the heat needs to travel through the gas layer.
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C.3. Gas flow speed
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Figure C.7: Time dependent gas flow rate for (left) the current Nanoreactor design and (right) the optimized Nanoreactor design. After
applying an instantaneous pressure gradient among the inlet and outlet of 100 mbar, a settling time is found of 0.11 ms (for the flow rate
to reach within 10 % of its final value). Note that the x- and y-axes are different for both figures.

C.4. Gas switching time
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Figure C.8: Péclet number for mass transfer distribution of helium-nitrogen for (left) the current Nanoreactor design and (right) the
optimized Nanoreactor design. To calculate Péclet the local gas flow speed and a characteristic length of 1 mm were used.




Appendix: error analysis for experiments

D.1. Nanoreactor calibration and degradation

It has been discussed before, in subsection 4.1.3, that it was determined that the Raman temperature accuracy
is better than 1 %. At higher temperatures, the error becomes larger due to peak broadening and spreading of
the intensity [188]. Next to this effect, it was reported in literature that the laser intensity can interfere with the
temperature measurement [188]. This was confirmed: if high laser intensities are used the four-point-probe
detects temperature fluctuations of a few °C. The laser intensity was reduced until this error got below 0.1 °C.
The accumulation time was increased to obtain enough Raman scattering data for reliable measurements.
This high-accuracy calibration method requires to put silicon particles on the chip, which is undesirable for
other experiments. A set of 5 chips from the same wafer were individually calibrated with infrared pyrometry
to reach an accumulated error of 3 % at most, which was considered sufficient for the purpose of this project.

The Raman laser positioning error is estimated to be 3 um (2 standard deviations). This error does not orig-
inate from the Raman itself, which has a resolution of about 0.5um [178], but from the position read-out
which was done using optical microscopy.

In literature, it was found that heater degradation affects the temperature read-out accuracy over time. This
graph by Mele et al. [29] is shown in figure D.1. The heating control unit that was used for the experiments
compensates for potential resistance degradation at high temperature by also monitoring and correcting the
power consumption. However, to confirm that the chips were not suffering from temperature inaccuracies,
re-calibrations were done in between and after experiments. It was found that the Nanoreactor did not ex-
perienced degradation due to high-temperature operation or many pressure cycles. While not exceeding a
1000 °C temperature range, it was found that the heater degradation due to temperature was insignificant. A
dedicated one-day test with 100 pressure cycles from low vacuum to 1 bar was found not to have any affect
on the temperature accuracy.
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Figure D.1: This figure was obtained from Mele et al. [29]. It shows the change in temperature read-out as a result of heater degradation
after hours of high-temperature operation, for their Microheater.
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D.2. White light interferometry

A small statistical error analysis was done to determine the accuracy of the WLI measurements. It was done
for the bottom and top chip separately, as their different membrane size and topography result affect both
the amplitude and the error differently. The procedure was as follows: Membrane deflection was measured
three times for an overpressure of 300, 600 and 900 mbar at temperatures of 100, 500 and 1000 °C (so a total
of 27 points). The 27 data points were determined in a random order. An overall standard deviation was
determined. Since different scenarios are combined, the average was determined for each of the 9 scenarios.
This analysis does not fully complies with the official procedure for statistical error analysis, but this is also
not necessary as long as it is confirmed that the error is small and it is not underestimated.

For the bottom membrane the standard deviation was found to be 248 nm. To see where this error comes
from, various contributions were analyzed. The read-out error due to topography and surface roughness was
empirically found to be 87nm. Although the WLI setup is on a anti-vibration table, some vibrations were
observed. Judging by the distance the fringes vibrate, and assuming a white light wavelength of 600 nm, the
error from vibrations is determined to be up to 150 nm. The WLI was calibrated using a dedicated calibration
sample. The software provided a calibration error that corresponds to 20nm. The contribution that could
potentially coming from the gas supply system, because of pressure and flow accuracies was found to be too
small to distinguish it from the errors caused by topography and vibrations.

The same analysis was done for the top membrane the standard deviation was found to be only 48 nm. The
contribution from topography was found to be 50 nm at the most. Vibrations can account for up to 38 nm,
and the calibration error remains up to 20 nm. Since the contributions appear worse than the actual statistical
result, it can be concluded that the determined contributions are adequate and represent the worst cases.



Appendix: error analysis for modeling and
simulations

Some simplifications and assumptions are made to enable modeling. Additionally, small errors are intro-
duced by the limited element quality. Generally speaking, minor deviations are acceptable, as long as the
trends are clear. In the end, the purpose of the model is to help understand the physics and to make reli-
able predictions on what influences the performance of the Nanoreactor, such that it becomes clear how the
Nanoreactor can be optimized.

E.1. Simplifications and assumptions
The model includes some simplifications of which potential errors are not taken into account:

¢ The electron transparent windows are not taken into account for temperature homogeneity analysis.
In subsection 2.1.4 it was determined that in the very worst case, in vacuum and with large samples,
the error can go up to 1 % at the highest temperatures. However, the Nanoreactor contains gas which,
as has been shown, smoothens the temperature profile especially at high temperatures. Therefore, it
can be safely assumed that the error for the Nanoreactor is less than 0.1 % at the worst.

¢ The surfaces of the Nanoreactor are assumed to be atomically smooth such that a no-slip condition
applies to the gas flow in the Nanoreactor. This assumption is quite accurate, as in reality the surface
roughness is on the single nanometer scale, which is insignificant to the 5um thick gas layer.

¢ For the gas behavior, bulk material properties are assumed. However, in the theory it was shown that for
gases like helium, molecular flow effects may start occurring at very high temperatures. The effects are
minor, as proven by the small discrepancy between experimental and simulated power consumption.
However, at high temperature and low pressure, these effects may not be negligible anymore. Since
low-pressure cases are not considered, the assumption is valid for the results presented in this thesis.

E.2. Mesh quality analysis

With mesh quality, gas flow turned out to be the most demanding. As all elements have to be connected to
their neighboring elements, having a good quality for the gas layer ensures good element quality for the other
types of physics.

The effect on the element quality was analyzed by simulating gas flow as function of the number of mesh
elements in the thickness of the gas layer, for different pressure gradients. The analysis was done on a mini-
mum example geometry of 200 x 100 x 5um. As shown in figure E.1a, some data points are missing for odd-
numbered element numbers. For these cases the model did not converge. The minimum amount of elements
over the gas layer thickness was found to be 4. The graphs show that 4 elements result in a slight underesti-
mate of the gas flow rate as compared to the much higher number of elements. The error was determined to
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108 E. Appendix: error analysis for modeling and simulations

be 1.3 % for a pressure gradient of 100 mbar, which is the number used in the gas flow analyses throughout
this thesis. Choosing 6 elements would reduce the error to 0.2 %, but this turned out to be too memory de-
manding for the Nanoreactor, in combination with other physics. The same analysis has been done for gas
flow speed. The results are shown in figure E.1b. Here, it matters whether an even or odd number of elements
is chosen. This makes sense; an even number of elements has a node exactly in the center of the Poiseuille
flow profile and will therefore find a larger flow speed. 4 elements turned out to be accurate within less than
1% from 10 elements.

Flow (ml/min) vs number of mesh elements in thickness Gas velocity (m/s) vs number of mesh elements in thickness
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Figure E.1: Gas flow rate and gas flow speed as function of the number of mesh elements in the thickness of the gas layer, for different
pressure gradients

Next to the mesh quality for thickness, the effect of lateral element quality was analyzed regarding gas flow.
This was done by COMSOLSs default meshing options: extra coarse, coarser, coarse, normal and fine (finer
already became too memory demanding for this geometry). These meshing options correspond to 1, 2, 3,
4 and 5 on the x-axis of figure E.2. The effect of the lateral element size seemed to affect the maximum gas
flow velocity in the model. However, this analysis was done on a mimic of the actual Nanoreactor geome-
try, without the outer regions, but with the gas guiding spacers. The maximum gas velocity increases with
element quality because of gas flow line concentrations at the corners of the spacers. This effect can also be
observed in figure 4.4c. However, the flow speed at these points is not that interesting so the quality analysis
should be concluded on the flow rate instead. Here, it follow that the difference between normal and fine is
1%. Since the difference is getting smaller with every quality increase, it is assumed that it does not improve
much further beyond fine. Therefore, fine is selected for the gas flow analysis.
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Figure E.2: Gas flow rate and gas flow speed as function of the lateral mesh quality of the gas layer as determined by COMSOLs automatic
meshing. The different lines are for different pressure gradients. The legend is the same as in figure E.1

From both these analyses, it can be concluded that gas flow rate and gas flow speed are determined with
an approximate 2.3 % error to the actual value. The effect of this is neglected in the results, as this small
amount of additional flow will not be significant enough to reduce homogeneity for gas flow. It may make
gas switching faster by 2.3 %, but considering the order of magnitude improvement that is obtained, this
difference is insignificant.
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