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Abstract

Counterfactual explanations can be applied to algorithmic recourse, which is con-
cerned with helping individuals in the real world overturn undesirable algorithmic
decisions. They aim to provide explanations to opaque machine learning models.
Not all generated points are equally faithful to the model, nor equally plausible. On
the other hand, predictive uncertainty quantification is used to measure the degree
of certainty a model has in its predictions. Previously, it has been shown that it is
possible to generate more plausible counterfactual explanations utilising predictive
uncertainty. This work investigates this further by using multiple models innately
supporting uncertainty quantification and comparing the produced counterfactual
explanations to those produced by the models’ ordinary counter-part. Predictive un-
certainty tends to enhance the plausibility of the counterfactuals on visual datasets.
Furthermore, we are positive that predictive uncertainty correlates proportionally
with plausibility. This correlation has important implications for both research and
real-world applications, as it suggests that integrating uncertainty quantification
in model development can improve the quality and trustworthiness of algorithmic
explanations.

1 Introduction

In the recent years, deep-learning models have achieved significant results in terms of predictive
accuracy and performance [1]. However, this is by no means sufficient to gain trust in the decisions
models take in critical applications concerning human lives like autonomous driving or medical
diagnosis [2]. Predictive uncertainty quantification and explainability through counterfactuals are
two procedures that are capable of improving the trust-worthiness of a model.

Predictive uncertainty aims to estimate the degree of certainty a model has in its predictions. There
is a wide variety of different approaches to quantify uncertainty in a model [3]. The current paper
focuses on some of the fundamental approaches for quantifying uncertainty. The Bayesian approach
produces probability distributions instead of point estimates. In Bayesian deep learning, the weights
in the network are treated as random variables in themselves and the goal is typically to estimate
how they are distributed. However, the posterior distribution is intractable to solve analytically [4].
Some methods aim to approximate this distribution like Laplace Approximation [5] and Variational
Inference [6] while others produce samples from it like Monte Carlo Dropout [7], Monte Carlo
DropConnect [8], and Monte Carlo Markov Chain with Stochastic Gradient Langevin Dynamics
[9]. Even though Deep Ensembles [10] are sometimes considered as competing approaches to the
Bayesian, they can also be considered as “approximate Bayesian marginalisation* [11, p. 1].

However, uncertainty quantification is just a way to express to what extent the predictions of a model
can be deemed as confidently made. While this approach helps in understanding the confidence level
of model predictions, it does not directly address the need for interpretability. To gain more trust in
model predictions, another crucial concept to consider is counterfactual explanations. Counterfactual
explanations do not aim to open the black box of deep models, which are extremely complex in terms
of the number of parameters [12]. Instead, they provide a means for algorithmic recourse, helping
individuals in the real world overturn undesirable algorithmic decisions by perturbing the feature
vector [13]. These perturbed results are not equally appropriate to explain the model. Altmeyer et al.
[14] show that fidelity, which refers to how well explanations match the predictions of a black-box
model, is not a sufficient measure to ensure faithfulness of the counterfactual explanations. They
provide a definition of faithfulness that can lead to more suitable metrics to evaluate the quality of a
counterfactual.

The main question in this work is how these two ways to improve trust-worthiness correlate with
one another. Zhuang and Huang [15] adopt counterfactual explanations as a means to measure how
well their BayesCNN can discriminate between simulated images and real images and thus preventing



the model from overconfident predictions. Singla et al. [16] use counterfactual generation as a way
to augment their initial dataset and hence improve the robustness of their model. Schut et al. [17]
suggest that predictive uncertainty can lead to more interpretable counterfactual explanations but they
apply the uncertainty quantification technique in combination with adversarial training. However, the
correlation between faithfulness of counterfactual explanations and just predictive uncertainty still
remains unclear. Specifically, the gaps addressed in this work are the lack of structural comparison
between deep models providing uncertainty quantification and their point-estimate counterparts.
Additionally, there have not been evaluations considering different types and modalities of data.

The contributions in this work are as follows.

* Comparison of deep models providing uncertainty quantification with their point-estimate
counterparts;

* Measuring correlation over datasets from different categories — synthetic, tabular and visual;

* Under the proposed framework, predictive uncertainty models produce more plausible
counterfactual explanations for the visual dataset, and less plausible for the tabular datasets;

The rest of the paper proceeds as follows. In Section 2 background on counterfactual explanations
and the approaches to estimate predictive uncertainty is provided. This is followed by a detailed
explanation on the methodology used to measure the correlation in Section 3. The experimental setup
is described in Section 4 and it is directly followed by the results from these experiments in Section 5.
Limitations of the work and directions for future research can be found in Section 6 followed by the
measures taken to make the research responsible in Section 7 and a conclusion in Section 8.

2 Background

Let D = (X, y) be a multiclass labeled data where X = {2}V, is a set of N data points of dimension
D and y are their labels. 6 denotes the set of all the parameters of a deep model including its structure
and fp(x) is the output of a model under the parameters 6. An artificial neural network, parameterised
by 6, aims to find a point setting of the estimate 6, satisfying the maximum likelihood criterion
[18]:
Oy, = argmax p(D|f) = arg max log p(D|0) (1)
] 6

2.1 Counterfactual Explanations

Counterfactual explanations are not just a means to explain black-box models, but they can also be
applied to algorithmic recourse in an understandable manner [14]. Let x € X be an arbitrary data
point, let y = fy(z) be the outcome of classifying the data point, and L be the loss function of the
model. A counterfactual explanation is a point =’ which is a perturbation of the original point = such
that fo(z’) =y’ where y' is called the target class and y’ # y. Altmeyer et al. [14] state that most
counterfactual generators are gradient-based and rely on the following objective:

Juin {L(fo(9(Z")y') + Aeost(g(Z))} @)

In Equation 2 g(+) denotes a function that maps from a counterfactual state, that can potentially be a
latent space, to the feature space and cost(-) is a penalty function that aims to regularise the produced
counterfactuals.

This work sticks to the definitions of plausibility and faithfulness described by Altmeyer et al. [14]
which are the following.

Definition 1. Let X|y’' = p(z|y’) denote the true conditional distribution of samples in the target
class y'. Then &' is considered a plausible counterfactual if ¥’ ~ Xy’

Definition 2. Ler Xy|y' = po(z|y’) denote the conditional distribution of x in the target class y',
where 0 denotes the parameters of a model My. Then x' is considered a faithful counterfactual if
'~ Xy



Sticking to these definitions, faithfulness shifts from what plausibility defines as adhering to the data,
to adhering to what the model learnt about the data. Intuitively, predictions with lower predictive
uncertainty should be more plausible given the fact that the model has learnt the underlying data well
[19].

Altmeyer et al.[14] argue that faithfulness of counterfactuals as desideratum is more important than
plausibility, and for that reason they propose a gradient-based generator which uses the Energy
Constraint Conformal objective (ECCo) that utilises two penalties — over the closeness and over
the free energy of the model. This work lies on the assumption that ECCo generates more faithful
counterfactuals than the generic gradient-based generator. We stick to the following formula to
compute implausibility:

. / _ 1 . /
impl(z', X,y) = ‘Xiy’| EXX: dist(z', x) 3)
xr yl

where X,/ is a subsample of points in the class y’ [14].

2.2 Predictive Uncertainty Quantification

The Bayesian approach treats the model as a distribution, thus allowing us to express our prior beliefs
p(6) about the parameters. When data is observed these beliefs are updated according to the Bayes’

rule [18]:
p(D]0)p(0)
p(0|D) = ~—2—~2 “4)
P =)
Therefore, predictions for a new data point =* are [18]:
p(0°l",D) = [ ply"la" Op(OID) do )

Bayesian neural networks (BNNs) have inherent support for capturing model uncertainties since their
output is a distribution in itself. However, non-linearities in artificial neural networks (ANNs) make
the integral in Equation 5 intractable, and thus it requires approximations. Deep neural networks often
remain underspecified by the available data and multiple samples from the likelihood in Equation 5
can lead to “compelling explanations for the data“ [11].

2.2.1 Variational Inference

Hinton and van Camp [20] and Graves [21] suggest that the integral in Equation 5 can be approximated
by variational learning. Blundell et al. [6] further develop this idea by constructing their algorithm
Bayes by Backpropagation (BBB). In essence, variational inference aims to find the parameters ¢ of
a simpler and easier to sample distribution ¢, (6) on the parameters of the deep learning model that
minimises the Kullback-Leibler divergence with the true posterior distribution:

¢ = arg min KL [q4(0) || p(0|D)] =

= argmin KL [q5(0) || (0)] — o) log (D) ©
Equation 6 is known as the expected lower bound (ELBO) or variational free energy [6]. Note
that optimising this objective will produce a distribution g that provides good explanation of the
data while being still close to the prior [22]. The first line of the objective demonstrates the aim to
minimise the divergence between the candidate distribution ¢ and the true posterior, whereas the
second line demonstrates that this is equivalent to maximising the expected log-likelihood while
minimising the divergence of ¢ from the prior. Therefore, optimising this loss function and sampling
from the distribution yields approximate samples from the posterior. In this work the prior of the
weights 6 considered is a multivariate Gaussian.



2.2.2 Dropout and DropConnect

Dropout is a regularisation technique to prevent a model from over-fitting [23]. In an artificial neural
network the feedforward transition from level [/ to level [ + 1 can be described as [24, p. 163]:

y(H—l) _ U(w(l-l-l)y(l) + b(l+1)) (7)

, where 7/ is the output vector of layer I, W+ is the weight matrix between layer [ and [ 4 1, and
b'*1 is the bias vector at layer [ + 1. Dropout introduces a variable z() for each layer  such that
zgl) ~ Bernoulli(p), where p is the probability of dropout. Now the feedforward transition from

level [ to level [ + 1 becomes:
y(l+1) _ U(W(l+1)(y(l) o Z(l)) n b(l+1)) (8)

, where o denotes the piecewise mulitplication of the two vectors. In this way, dropout effectively
eliminates certain perceptrons in the propagation [23].

Gal and Ghahramani [7] in their work show that a neural network applying non-linearities with
arbitrary depth and dropout applied as a regularisation technique during training and prediction time
is equivalent from a mathematical point of view to an approximation of a Bayesian neural network.

This idea is further developed by Mobiny et al. [8] who do not limit the idea of switching parts of the
network off to whole perceptrons but generalise it to switching weights off. Let Z(*1 be a matrix
with the same size as W (1) and let each of the weights be distributed as Z (1+1)

i;  ~ Bernoulli(p).
Then the feedforward transition in DropConnect becomes:

y(l-‘rl) — U((W(l+1) ° Z(l+1))y(l) 4 b(l+1)) (9)

where o denotes the piecewise multiplication of the two matrices. This work considers only dropout
as an approximation technique since it lies on the assumption that they will perform very similarly in
the context of the research.

2.2.3 Laplace Approximation

Laplace approximation constructs a Gaussian posterior following ¢(6) = N(0;0p4p, %), where
Onrrap denotes the maximum a posteriori solution, i.e., Oy ap = arg max log p(D|0) + log p(6),

and X is the inversion of the Hessian of the negative log posterior with respect to parameters, i.e.,
Y71 = —VZ,(log p(D|6) + log p(#))|o=0r 4 [25]. This matrix is computationally intractable in
the general case due to the large number of parameters in the deep models, but using second-order
optimisation techniques Botev et al.[26] show that blocks of this matrix can be efficiently computed.
Ritter et al. [5] take this insight even further by modelling the posterior over the weights as a Gaussian,
using Laplace approximation [27] with Kronecker factored covariance matrices.

2.2.4 Stochastic Gradient Descent with Langevin Dynamics

Robbins and Monro [28] define a class of methods called stochastic optimisation that uses a subset of
the original data and uses it to approximate the true gradient over the whole dataset in the following
manner. Let X; = {x41,...24, } be a subset with size n of the original dataset taken at each iteration
t. The update equation for the parameters is given by:

€ N &
Ay = - (Viogp(6y) + — ; Vlogp(zi[61)) (10)
where ¢; is a sequence of step sizes [9]. Constraints of significant importance for the step size are:

(oo} (oo}
Sa-x  Yd<x an
t=1 t=1



The first constraint guarantees that the parameters will reach high-probability regions regardless
of their initial values, while the second constraint ensures that the parameters will converge to the
mode instead of fluctuating around it [9]. The step size ¢, = a(b + )7 is usually determined with
polynomial decay over time where v € (0.5, 1] [9]. Welling and Teh [9] utilise a class of Monte
Carlo Markov chain (MCMC) techniques called Langevin dynamics which uses Robbins-Monro [28]
optimisation with additional amount of Gaussian noise, normalised by the step size. This can be
expressed in the following equation:

N n
Af = 5 (Viogp(#h) + = >~ Viegp(aulf) +m e ~N(0.) (12)

i=1

They show that for large ¢ the updates cease to be gradient updates and approach Langevin dynamics,
which converges to the posterior distribution.

2.2.5 Deep Ensembles

Deep ensembles are a stack of M models which are trained independently and they all get a vote
at prediction time [24, p.249]. Therefore, an ensemble can be represented as a set of parameters
{Om}%:r Lakshminarayanan et al. [10] show that the different predictions from the models
participating in the ensemble can be used to estimate the uncertainty of the model. For simplicity, in
this paper the ensemble will consist only of models with one and the same architecture and will be
trained through one and the same procedure [10].

3 Methodology

In this section we will describe the methodology that has been used in order to quantify the degree
of correlation between predictive uncertainty quantification and plausibility of counterfactuals. In
Subsection 3.1 the framework for making models comparable is described followed by the metrics
used to compute predictive uncertainty in Subsection 3.2.

3.1 Making Models Comparable

In order to make models comparable, this paper adheres to the following framework. For each dataset
that is being evaluated, a base artificial neural network with a training procedure is defined. This base
network is used as a template for the considered approaches. From now on we refer to the structure of
the different models as skeletons (e.g. the deep ensemble skeleton for MNIST dataset) and individual
concrete realisations of those skeletons as instances.

When it comes to deep ensembles, the skeleton for each dataset is defined as using a stack of M
models with identical architecture and training procedure to the base artificial neural network of the
respective dataset. The dropout skeleton also has an identical architecture and training procedure
as the base ANN but has additional dropout layers with probabilities depending on the dataset. It
is important to note that those dropout probabilities will not be switched off during prediction time
and predictive uncertainty will be evaluated over multiple non-deterministic predictions following
the work of Gal and Ghahramani [7]. The variational inference and stochastic gradient descent
with Langevin dynamics skeletons are chains of models structurally identical to the artificial neural
network base model. These chains of model realisations are treated as an ensemble of models when
predictions are made and predictive uncertainty is computed. The Laplace approximation skeleton
utilises a trained base ANN and fits a Laplace approximation to that.

3.2 Measure for Predictive Uncertainty

Gal [29, p. 51] in their work compare three different approaches to quantify uncertainty — variation
ratios [30], predictive entropy [31], and mutual information [31]. This work will opt for using



predicitive entropy as a means to estimate predictive uncertainty because of its simplicity and
intuitiveness. The formula according to which it is being computed is the following:

Hy*|z*,D] :== =Y _p(y* = cz,D)logp(y* = c|z, D) (13)

This formula is suitable to gain a measure for uncertainty in all of the above-mentioned models.

Another metric taken into consideration is the Expected Calibration Error of a model which is another
means to asses the predictive uncertainty of models. Calibration refers to the degree to which a
model’s predicted probabilities of outcomes reflect the true likelihood of those outcomes. A well-
calibrated model will have predicted probabilities that match the actual probabilities of the outcomes.
This metric is global and is being computed per instance of a model, while predictive entropy is a
local measure and is being computed per predicted sample. This measure can be expressed by the
following formula

T
B
ECE = ; ‘—nt||acc(Bt) — conf(By)| (14)
where T is the number of bins and B; is the set of predictions in the t*" bin [32]. The accuracy of
the predictions in each bin — acc(.), and the confidence of the predictions in each bin — con f(.), are
evaluated as shown in Equation 15 and Equation 16 respectively.

1
ace(By) = = Y 100 = i) (15)
|Bt| 1€ By
conf(By) = L i (16)
t |Bt| i€ By "

The intuition behind these computations in ECE is to group predictions with similar confidence levels,
allowing for a comparison between the model’s predicted probabilities and the actual outcomes within
each group.

4 Experimental Setup

The purpose of this section is to elaborate on the way experiments have been conducted, datasets
involved in the experiments together with the structure of the deep models, and the packages used for
the training procedure, and metrics used for evaluation of the correlation.

4.1 Base Models and Datasets

Our work considers more simplistic deep models because of performance reasons. More complex
models require more time for the experiments which are conducted. Therefore, complex architectures
for some of the datasets like LeNet-5 [33] are not considered. We evaluate our findings over 4 different
datasets capturing different properties of data. These diverse qualities of the data are important to
verify how they influence the results. For interpretability and intuitiveness of the results, we first
consider a synthetic dataset of linearly separable points from TATTADATA.JL [34]. We also performed
experiments over two datasets containing tabular data — California Housing [35] and German Credit
[36]. Finally, we consider MNIST [33] as an image dataset. Due to its large data size we will consider
just a subset consisting of the first 10,000 samples from it for training.

All the base ANN models for different datasets contain a single hidden layer of fully connected
perceptrons. The activation function for the hidden and the output layers are respectively ReLU
(rectified linear unit) [37] and softmax while the loss function is cross-entropy. The choice of output



Dataset Input Hidden Output Epochs Train Batch Accuracy Samples

Linearly Separable 2 5 2 4 16 99.60% 100
California Housing 8 12 2 10 16 84.78% 200
German Credit 20 40 2 10 16 78.90% 200
MNIST 784 32 10 10 32 95.20% 400

Table 1: Structure, training parameters and accuracy of the fully connected ANNs used for different
datasets. Samples refer to the size of the batch, sampled to perform experiments on.

layer activation function and the loss function are based on the fact that we consider classification
in our research and the output of the deep model should be a valid probability vector. Further
information on the training procedure and structure of the ANN can be found in Table 1. When it
comes to implementation we use FLUX.JL [38, 39] for the Artificial Neural Networks.

4.2 Uncertainty Quantification Models

As mentioned in Section 3 the template for the models supporting uncertainty quantification will be
the same as the base ANN model. In this work we stick to default parameters described later on for
the predictive uncertainty skeletons since the focus is not performance in terms of predictive accuracy.
The aim is to make different skeletons as comparable as possible and for that reason the procedures
are tuned to be as close as possible to the base ANN model.

We will use 5 models stacked in an ensemble as Lakshminarayanan et al. [10] suggest in their work.
The code base can be found in WHAT-MAKES-MODELS-EXPLAINABLE.JL [40] package.

When it comes to variational inference, using multi-variate Guassian as a prior over the weights, we
produce 5 samples from the posterior and treat them as an ensemble to produce multiple predictions.
The parameters of the Gaussian prior are mean 0 and standard deviation é where o = 0.09 [41].
In this work we utilise the TURING.JL [41] package to perform variational inference, and more
concretely the state-of-the-art No-U-Turn-Sampler of TURING.JL with acceptance probability 0.65
was used to sample from the posterior. Since this package’s main focus is not Bayesian Neural
Networks, it turns out to be computationally prohibitive to perform experiments on the higher
dimensional datasets like German Credit and MNIST.

The implementation of the Langevin dynamics BNN follows closely the work of Welling and Teh [9]
and was implemented by Callh [42] in his blog post. This work generalises the approach to multiclass
classification. We use 1,000 steps to converge and pick 15 of these steps to form 15 models that are
treated as an ensemble to make predictions and measure uncertainty.

Dropout uncertainty estimation is quite straightforward since it is implemented using the Dropout
layer from the FLUX.JL [38, 39]. This layer is applied after the hidden layer in each model with
probability 0.1 and for higher dimensional data (German Credit and MNIST) also applied after the
input layer again with probability 0.1. To estimate uncertainty we make predictions 10 times with the
Dropout layers enabled.

Finally, for the Laplace approximation we use the LAPLACEREDUX.JL [43] which follows closely
the work of Daxberger et al. [44].

4.3 Counterfactual Explanations

This work utilises the COUNTERFACTUALEXPLANATIONS.JL [45] package to generate counterfactual
explanations. The procedure of evaluating correlation consists of the following steps. First, for each
dataset we sample 5 random batches of the points. These batches will later be used for counterfactual
generation. Using the whole datasets will be computationally expensive, while using a single sample
can lead to over-optimistic or over-pessimistic results. The size of those batches depends on the size of



Linearly California German

Model Generator Separable Housing Credit MNIST
Neural Generic 0.83 0.02 —0.75 0.98
Network  ECCo 0.79 —0.33 —0.90 0.94
D Generic 0.46 —0.36 —0.54 0.59
ropout

ECCo 0.48 —-0.15 —0.76 -0.23

Generic 0.60 0.87 —-0.23 0.51
Ensemble

ECCo 0.90 0.80 —0.53 —0.08
Langevin  Generic 0.86 0.10 0.66 -
Dynamics  gcCo 0.77 0.29 0.73 -

Generic 0.84 0.03 - -
Laplace

ECCo 0.84 0.84 - -
Variational Generic 0.38 —0.04 - -
Inference  ECCo 0.62 0.89 - -

Table 2: Correlation coefficient of 10 instances of a skeleton of a model between the average
plausibility and average entropy of the counterfactuals produced by the model instance. Dash(-)
means that the computation is prohibitive by the setup.

the dataset. Concrete sample sizes are shown in Table 1. Second, for each dataset two counterfactual
generators are defined — generic generator with a closeness penalty of 0.0 and ECCo generator with
closeness penalty 0.0 and energy penalty of 0.5. The closeness penalty would inevitably influence
the plausibility term since it is distance based. This is why it is important that the two generators
have the same closeness penalty. Third, for each model skeleton 10 instances are trained according
to the procedure of the skeleton defined. This practice is used again to avoid over-optimistic or
over-pessimistic results by avoiding initialisation pits.

For each of the instances of a model the expected calibration error (ECE) is evaluated over the whole
dataset. Then for each of the instances of a model one counterfactual is generated for each factual in
each of the samples with a random label. After that, for each counterfactual the predictive entropy
and implausibility are computed. The average of these measures per sample are taken. For each
instance of a model the mean and the standard deviation of the metrics are computed and then for
each skeleton the mean and the standard deviation of the means are taken as a metric how good the
model is performing.

To measure correlation, the Pearson correlation coefficient [46] is computed between mean predictive
entropy and plausibility and between ECE of an instance and mean plausibility of samples per instance.
Another comparison is made by seeing which models produce most plausible counterfactuals on
average per skeleton. The results are reported more concretely in Section 5.

5 Results and Discussion

In this section the results from the experiments are presented and discussed. As mentioned, we
evaluate the correlation between the plausibility metric and the two predictive uncertainty metrics —
predictive entropy and expected calibration error. Additionally, we look at the average plausibility
measure of the generated counterfactuals per model skeleton. Intuitively, the expectations are that
more plausible counterfactual explanations will have lower predictive uncertainty.

Looking at the correlation coefficients between average plausibility per instance of a model and
average entropy of the various instances of the model in Table 2, a general trend of positive correlation



Linearly California German
Model Generator Separable Housing Credit MNIST
Neural Generic 0.10 0.28 —0.56 —0.84
Network ECCo 0.04 0.25 —0.60 —0.92
D Generic —0.27 0.17 —0.12 0.31
ropout
ECCo —0.15 0.18 —0.23 0.26
Generic —0.81 0.80 0.08 —0.17
Ensemble
ECCo —0.72 0.77 —0.25 0.06
Langevin  Generic —-0.71 —0.61 —0.87 -
Dynamics  ECCo —0.63 —0.41 —0.24 -
L Generic —0.42 0.07 - -
aplace
ECCo —0.26 0.40 - -
Variational Generic —0.16 0.03 — —
Inference  ECCo 0.09 —0.22 - -

Table 3: Correlation coefficient between 10 instances of a skeleton of a model between the average
plausibility of the counterfactuals produced by the model instance and the expected calibration error
of the model instance evaluated over the dataset. Dash(—) means that the computation is prohibitive

by the setup.

Linearly

California

German

Model Generator Separable Housing Credit MNIST
Neural Generic 3.72+0.81 3.24 +0.03 6.19 £0.05 19.45 +£0.21
Network ECCo 4.024+1.22 3.334+0.08 6.75 4 0.28 19.46 £ 0.20
Dropout Generic 3.99 £ 0.69 3.27 +£0.03 6.21 4+ 0.02 18.90 4+ 0.04
ECCo 3.88 £0.86 3.38 +0.05 6.90 +0.10 18.91 +0.04
Generic 5.06 £0.75 3.38 £0.03 6.18 +0.02 18.89 +0.03
Ensemble
ECCo 5.83 = 1.04 3.64 +0.20 7.21 £0.08 18.93 +0.05
Langevin  Generic 4.344+1.33 3.494+0.14 6.30 4+ 0.07 -
Dynamics  EcCo 4.42 +1.49 4.27 4+ 0.60 6.60 +=0.13 —
Generic 3.97 +£0.85 3.32 +0.02 — -
Laplace
ECCo 4.11+1.33 3.59 +0.23 - -
Variational Generic 3.78 £0.84 3.36 = 0.04 — —
Inference ECCo 3.92+1.12 3.38 £ 0.07 - -

Table 4: Average plausibility per model skeleton and dataset for different generators. Dash (—) means
that the computation is prohibitive by the setup. Bolded results are the best average plausibility scored

per dataset.



can be observed. For most of the model skeletons like the Synthetic dataset and the California housing
dataset, higher entropy means less plausible counterfactuals. This is intuitive in the sense that models
that are more confident about their prediction will be more capable to draw an accurate decision
boundary and, therefore, produce more reliable counterfactual explanations. The only dataset that
makes an exception in this case is the German Credit. The explanation provided here is that this
dataset is more complicated than the others in the following directions. It is a tabular dataset and
unlike California Housing it has a significantly higher dimension. Moreover, it consists of only 1000
samples which is significantly less compared to California Housing’s 5000 samples. Apart from
that, there is a significant imbalance between the classes. Finally, the base artificial neural network
used for predictions has the lowest average predictive accuracy in comparison to the other datasets
as shown in Table 1. Therefore, due to its innate complexity the German Credit dataset makes an
exception in the results it achieves in comparison to the other datasets.

The results from the comparison of average plausibility of the instances per skeleton and the evaluation
of the expected calibration error are inconclusive. Table 3 shows that the simple linearly separable
dataset experiences a negative trend in almost all of the examined skeletons — less calibrated models
produce more plausible counterfactual explanations, contrary to the expectations. Moreover, it can be
observed that the models experiencing harshest negative correlation per dataset also produce least
plausible counterfactuals on average when comparing the results to Table 4. Namely, the ensemble of
the Linearly separable dataset has the lowest correlation coefficients — —0.81 and —0.72, and also
produces the least plausible counterfactuals on average with mean distance 5.06 and 5.83. The case
is the same for the other datasets.

ANN - Generic Dropout - Generic Ensemble - Generic

Factual

ANN - ECCo Dropout - ECCo Ensemble - ECCo

Figure 1: Generated counterfactuals on MNIST dataset with different instances of models. The
factual class is 7" and the target class is *2’

Finally, in Table 4 we can observe that the average plausibility of models supporting predictive
uncertainty quantification produce less plausible counterfactual explanations for the simpler datasets,
and more plausible for the more complex ones. It is worth to mention that these results do not show
that support for uncertainty quantification implies more plausible counterfactual explanations in all the
cases. There are certain places where uncertainty quantification models perform significantly worse
than the basic models, e.g. the ensemble for the linearly separable dataset is two standard deviations
away from what the basic model achieves. On the other hand, MNIST uncertainty quantification
models perform significantly better than the plain model. This can be explained by the fact that the
predictive uncertainty models become more hesitant in their predictions overall when trained on
tabular and linearly separable datasets [47].

10



Looking qualitatively at the results in Figure 1, it can be observed that the generated counterfactuals
by the artificial neural network on the MNIST dataset look more like adversarial examples. On
the contrary, it can be easily spotted that the ensemble has generated a silhouette of the target
class in the background. This shows that models with support for predictive uncertainty do have a
better understanding of the features of the underlying data and for that reason they are capable of
producing more plausible counterfactuals. It is possible that properties of the visual data make it more
suitable for deep learning models, since this is the only dataset that shows significant quantitative and
qualitative improvement in comparison to the base artificial neural network.

6 Limitations and Future Work

Even though different approaches were taken to analyse how predictive uncertainty quantification
and counterfactual explanations, limitations can easily be identified.

Firstly, the plausibility measure still suffers from the fact that a distance measure may not be the
most accurate means to evaluate plausibility over different kinds of data [14]. Tabular data is not
guaranteed to be in clusters for example, while for the linearly separable dataset used this metric
makes more sense. Furthermore, based on the qualitative results on the MNIST dataset it can be seen
that the counterfactuals generated will not be close to the original dataset distance-wise but they are
significantly more plausible from a human point of view.

Secondly, packages in Julia are not well-suited for Bayesian deep learning in the context of variational
inference. Most of them are not intuitive to use and support just a single output layer [48, 49]. The
most suitable package used was TURING.JL [41] but it had its limitations in the sampling efficiency.
This meant that experiments over larger models like the ones for the German Credit dataset and the
MNIST dataset ware computationally infeasible. It is our firm recommendation that further research
into how to optimise the process of variational inference for deep models such that experiments can
be conducted.

Thirdly, we have identified that the only dataset that consistently performs better with the predictive
uncertainty models is the visual dataset. It is possible that deep learning models capture better the
features of visual datasets and predictive uncertainty helps with the more accurate learning of the
decision boundary but further research is required into this topic.

Last but not least, there is no suitable implementation of DropConnect [8] compatible with FLUX.JL.
Implementation of such a layer will benefit regularisation layers further and will enable the conduct
of experiments for correlation with this approach.

7 Responsible Research

Research in the field of machine learning is mainly concerned with privacy issues. The datasets used
in this research are a part of the package TAIJADATA.JL [34]. These datasets are under the MIT free
license and are completely anonymised, thus posing no privacy issues. Reproducibility of the results
is ensured through saving the models used to produce them in files. The training procedure behind
each model and the structure of each model are explicitly specified in Section 4. Exact reproduction
may not be possible due to stochasticity in the processes, but through large samples and averaging
over the outcomes we ensure lack of bias. Examples of such assurance is that the models are trained
10 times to avoid optimistically good or pessimistically bad initialisations and metrics are evaluated
on multiple random samples. This work is concrete about how the experiments were conducted and
which parts of the larger datasets were omitted in the result report, as specified by the Netherlands
Code of Conduct for Research Integrity [50, p. 17]. Furthermore, the whole code base is present in the
package WHAT-MAKES-MODELS-EXPLAINABLE.JL [40]. Last but not least, every work contributing
to this paper is explicitly stated through a reference.
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8 Conclusion

This work looks deeper into the question how predictive uncertainty quantification correlates with
plausibility of counterfactual explanations. It provides a framework to make models produced by
different approximations to Bayesian neural networks comparable with deep ensembles and artificial
neural networks. The correlation between plausibility as defined in this paper and local predictive
uncertainty measured through predictive entropy is positive in the general case. Furthermore, within
this framework our proposed models show that predictive uncertainty quantification rarely produces
better counterfactuals on tabular datasets. However, the visual dataset selected shows quantitative and
qualitative improvement when the more advanced procedures are applied. In conclusion, we can state
that predictive uncertainty does have a positive correlation factor with plausibility, but the effect of
the model on the plausibility objective depends on the underlying data and the model skeleton used
to evaluate it.
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A Hardware Setup

All the experiments were conducted on Predator Triton 500 PT515-51 with Intel(R) Core(TM) i7-
9750H CPU. The whole experimental loop for a skeleton takes 45 minutes on average. An exception
to that is the Laplace experiment over the California Housing dataset that took 1000 minutes.

B Qualitative Results

Figures 2 to 7 show counterfactuals generated with different generators with different instances of
models. The generation is conducted by selecting ten random samples representing each class. For
each of those samples, every counterfactual is generated for each target class. The observed behaviour
is a transition from counterfactuals looking like adversarial inputs generated with ANN (Figure 2 and
Figure 3) to counterfactuals having features from the target class as a silhouette in the background
generated with deep ensemble (Figure 6 and Figure 7).
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Figure 2: Table with counterfactuals generated with an ordinary artificial neural network and a generic
gradient-based generator. The factuals are positioned along the main diagonal of the grid, the number
of the row is the original label of the factual, while the number of the column shows the target of the
label
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Figure 3: Table with counterfactuals generated with an ordinary artificial neural network and the
ECCo generator. The factuals are positioned along the main diagonal of the grid, the number of the
row is the original label of the factual, while the number of the column shows the target of the label
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Figure 4: Table with counterfactuals generated with an artificial neural network with dropout applied
and a generic gradient-based generator. The factuals are positioned along the main diagonal of the
grid, the number of the row is the original label of the factual, while the number of the column shows
the target of the label
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Figure 5: Table with counterfactuals generated with an artificial neural network with dropout applied
and the ECCo generator. The factuals are positioned along the main diagonal of the grid, the number
of the row is the original label of the factual, while the number of the column shows the target of the
label
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Figure 6: Table with counterfactuals generated with a deep ensemble and a generic gradient-based
generator. The factuals are positioned along the main diagonal of the grid, the number of the row is
the original label of the factual, while the number of the column shows the target of the label
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Figure 7: Table with counterfactuals generated with a deep ensemble and the ECCo generator. The
factuals are positioned along the main diagonal of the grid, the number of the row is the original label
of the factual, while the number of the column shows the target of the label
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