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ABSTRACT Machine learning (ML) practitioners and organizations are building model repositories of pre-
trainedmodels, referred to asmodel zoos. These model zoos contain metadata describing the properties of the
ML models and datasets. The metadata serves crucial roles for reporting, auditing, ensuring reproducibility,
and enhancing interpretability. Despite the growing adoption of descriptive formats like datasheets and
model cards, the metadata available in existing model zoos remains notably limited. Moreover, existing
formats have limited expressiveness, thus constraining the potential use ofmodel repositories, extending their
purpose beyond mere storage for pre-trained models. This paper proposes a unified metadata representation
format for model zoos. We illustrate that comprehensive metadata enables a diverse range of applications,
encompassing model search, reuse, comparison, and composition of ML models. We also detail the design
and highlight the implementation of an advanced model zoo system built on top of our proposed metadata
representation.

INDEX TERMS Machine learning, metadata representations, model zoo, model search.

I. INTRODUCTION
Machine learning (ML) is increasingly used across applica-
tion domains such as video analytics [1], [2], autonomous
driving [3], content moderation [4], traffic monitoring [5] and
crowd detection [6]. While ML models can be (and often
are) trained for specific purposes, there is a growing interest
in reusing and re-purposing of pre-trained ML models [7].
This shift, motivated mainly by computational, economic,
and environmental reasons, is evident from the proliferation
of public, pre-trained ML model zoos, such as HuggingFace,
Tensorflow Hub, and PyTorch Hub.1 These model zoos con-
tain thousands of pre-trainedmodels for diverseML inference
needs (e.g., recognition of classes/objects/concepts). Thanks
to model zoos, complex predictive and analytics tasks can
benefit from reusing existing ML models.

The associate editor coordinating the review of this manuscript and

approving it for publication was Adnan Kavak .
1https://huggingface.co/, https://www.tensorflow.org/, https://pytorch.

org/hub/

The potential of model zoos is currently hindered by the
lack of structured, comprehensive, and queryable metadata
representations. Current repositories include a wide range
of information, e.g., using model cards [8]. However,
such information is mostly for human consumption, and
the level of detail remains coarse-grained, thus preventing
advanced repository automation and management functional-
ities. TABLE 1 presents the information provided by different
public model zoos. The categories of the information cover
different aspects of ML artifacts (e.g., model, dataset, per-
formance). We observe that current model zoos only provide
limited information; for instance, PyTorch Hub provides only
the ReadMe files from the source (e.g., a GitHub repository).
Insufficient information forces practitioners to search for
additional metadata in external repositories and descriptive
documents or repeatedly go through the ML lifecycle. These
processes impede the reuse of models and hamper their
evaluation and assessment.

The software market provides several tools and plat-
forms designed to help manage the ML lifecycle and
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TABLE 1. The existing public model zoos encompass various categories of metadata. The presence of metadata in each category can be denoted by
symbols: ✓ indicates that the metadata is available, ∼ indicates that the metadata is available only in certain cases or provides limited information.
Additionally, queryability is used to describe the type of queries that can be supported by the model zoo.

experiment tracking with the support of metadata (e.g.,
MLflow [15], Weights & Biases [16], ClearML [17],
comet [18]). However, the metadata is not standardized
and requires custom formats from its users through API
calls. While this approach may be convenient for users
who wish to manage their private repositories, it falls short
of facilitating broader knowledge sharing, integration, and
reuse. This limitation ultimately hampers the full potential
of leveraging metadata to enhance and optimize the ML
lifecycle. Unlike these works focusing on managing the ML
lifecycle, our work is specifically dedicated to addressing the
metadata needs required to support model repositories and
enable advanced functionalities, such as model retrieval and
composition.

While data profiling techniques can determine metadata
for datasets [19], the growing scope of ML applications
(including their undesired effects on individuals and soci-
ety [20]) requires metadata able to describe all the ML
artifacts included in model zoos. The metadata should
include information such as a model’s inference capabili-
ties (e.g., identified object classes), architecture, inference
time, datasets (for training/validation/test), configurations
(e.g., hyper-parameters values), and evaluation performance
(refer to TABLE 3 for a complete list of metadata).

Such metadata can be helpful in different phases across
the entire ML lifecycle [21], [22]. A few examples include:
i) Data cleaning and preprocessing: The metadata of the
training dataset can assist practitioners in identifying erro-
neous instances such that they can exclude the problematic
data points during training [23]. ii)Model selection: Metadata
accelerates the learning process by setting warm-starting of
hyper-parameter searches instead of random search [24].
iii) Model evaluation: Metadata can facilitate keeping track
of the performance of different objectives [7], as well
as the predictions of each instance for further analysis
(e.g., model explainability). iv) Model explainability and
reproducibility: Metadata management can be used in the
context of Trustworthy and Responsible AI.2 Metadata
can facilitate model explanation with model predictions

2https://partnershiponai.org/paper/responsible-publication-
recommendations/

and annotations [25]. v) Model serving: Metadata about
model inference can perform model comparison and help
practitioners decide which to use in production [26].
In addition, the availability of model metadata can also

facilitate machine learning operations, commonly referred
to as MLOps [27], and opens up new opportunities for
advanced use cases such as i) retrieving models from large
repositories with complex filtering conditions; ii) continuous
integration of models in production (e.g., using transfer
learning [28], [29]); iii) (semi-)automaticmodel composition;
and iv) advanced model management system. We will further
discuss the use cases in Section III-D.

In this work, we advocate for expressive metadata repre-
sentation for model zoos. Beyond the current state-of-the-
art (and practices) [30], [31], we propose a metadata format
that can capture information about relevant artifacts (e.g.,
models, datasets, data instances, training configurations,
evaluation) and their relationships. We also describe the
design and current implementation of an advanced ML
models management platform calledMacaroni [32]3 that can
be used to query and make use of such metadata. As seen
in TABLE 1, our proposed metadata representations cover
various categories of metadata and can support the querying
of it, as in the example in TABLE 2.

The contributions of this paper are the following:

• We introduce a structured and queryablemetadatamodel
designed to provide comprehensive representations
within model zoos, as detailed in Section IV.

• To validate our metadata model, we present Macaroni,
a reference tool offering retrieval and analytical func-
tionalities, operating across several model zoos. These
functionalities are explained in Section V.

• Our work demonstrates how the metadata model facil-
itates automatic model reuse and composition. This is
achieved through Boolean expressions over inference
predicates and performance constraints, as outlined in
Section VI.

3Prototype available at https://sites.google.com/view/macaroni-model-
zoo/home
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II. RELATED WORK
Recent studies focus on different aspects of management
during the ML lifecycle, from model versioning, and model
reporting to model evaluation. Each is important for practi-
tioners to manage and understand the models. We observe
a gap among the profound works [22], a comprehensive
and queryable metadata representation. With the metadata
representation, we can thus better manage theMLmodels and
data, including the interactions between them.

A. ML MODEL MANAGEMENT SYSTEMS AND TOOLS
Due to the complexity of the ML models and ML lifecycle,
managing the MLmodels in different phases are challenging.
And yet, multiple systems have been developed to tackle the
challenge of managing the ML models during training in
experiments.

Modeldb [33] is one of the first systems that allow
tracking, storing, and exploring ML models. Modeldb keeps
track of the ML pipelines defined by the users and allows
them to visualize and explore the models and pipelines.
Other systems, such as ModelHub [34], ModelKB [35],
and Runway [36] also allow managing ML experiments
and their associated models. These systems allow model
storage, versioning, and querying, with metadata being
extracted from scripts or manually logged. None of them,
unfortunately, made it explicit what metadata should be
included/tracked during the experiments or when serving
the models. Enterprises platforms, such as MLFlow [15],
Amazon SageMaker, Google TFX [37], comet [18], Airbnb
Bighead [38] and etc., provide rich APIs and tools to
support ML experiment management. Users can customize
what metadata to log by calling APIs. The metadata can
be visualized or used to specify new experiments. In this
work, we do not cover the aspect of managing ML model
training experiments. Related works, e.g., [15], [16], [37],
can be served as support and complement to our scope.
We report models with rich and comprehensive metadata
covering different artifacts and their relationships. We strive
to support practitioners with the necessary information to
know about a model and its necessary components.

B. ML INFERENCE/SERVING SYSTEMS
Instead of managing the end-to-end process of the ML
lifecycle, multiple ML systems aim at a particular phase in
the lifecycle, e.g., ML inference or ML serving.

1) ACCELERATING ML INFERENCE
Systems, such as Clipper [39], Willump [40], and GATI [41],
optimize and accelerate ML inference when serving. The
goal of these systems is to serve and infer ML models
for downstream tasks. Clipper is a general-purpose low-
latency prediction serving system that sits between end-user
applications and a wide range of machine learning frame-
works. It introduces a modular architecture to simplify
model deployment across frameworks and applications.
Clipper reduces prediction latency and improves prediction

throughput, accuracy, and robustness without modifying the
underlying ML frameworks.

2) ML BENCHMARK IN SPECIFIC DOMAINS
Researchers have been buildingML benchmarks for different
domains, for example, PMLB [42], PennAI [43](biomedical
and health), Moleculenet [44] (molecule), facies classifica-
tion [45], DLHub [46] (science), Kipoi [47] (genomics).

C. AI-CENTRIC DATA MANAGEMENT SYSTEMS
Systems have been developed and built tomanage data for AI.
DescribeML [48] and Amalur [49] propose dataset models to
describeML datasets in detail and preserve relevantmetadata.
The preservation of dataset information greatly facilitates, for
example, the search for suitable datasets for ML projects.
For ML dataset management and versioning, research work
such as Mldp [31], Chimera [50], and DataLab [51] are
complements to the above-mentioned model management
systems that served as support for managing data versions.

Another type of data platform is to move the DBMS engine
from a relational to a tensor abstraction, which unseemly
integrates databases with external ML tools. TDP [52]
provides access to multi-model data and leverages PyTorch
to run queries over data on a wide range of hardware devices.
TDP integrates the flexibility of PyTorch’s programming
model with the declarative power of SQL.

D. MODEL CARDS AND DATA SHEETS
Recent research also focuses on the reporting of models
and datasets, covering aspects not only limited to basic
informative components but also including ethical, inclusive,
and fair considerations. Model cards [8], for example,
proposed to include information regarding model intended
use cases, potential pitfalls, and other contexts that can
improve model understanding. A similar idea also lies in data
cards/sheets. Examples include [53], [54], and [55]. Though
model cards and data cards contain rich information, the
Q&A format is nonetheless unfriendly to machines to process
and thus cannot be easily managed and retrieved.

E. MODEL PERFORMANCE BENCHMARKING
A growing body of published work also focuses on the
benchmarking of ML model performance, such as MLperf
[56], [57], fathom [58], and DAWNBench [14]. These
platforms covered a set of metadata, including metrics,
and training and inference configurations with specified
hardware/software settings. Their focus is the report of the
model performance at different ML lifecycle stages (training
or inference). They paid little attention to the dataset the
model used, whose path is provided as an argument filled
by the user. The model process pipeline is also not covered
besides the model scripts.

III. ML MODEL ZOOS
The purpose of a model zoo is to store and provide access
to different artifacts – and their descriptions – created
throughout the lifecycle ofML. In this section, we first briefly
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describe the ML lifecycle, highlighting relevant artifacts.
We then describe the organization and functionalities of
model zoos.

A. MACHINE LEARNING ARTIFACTS
In the proposed metadata model, we tackle relationships
among the artifacts in the entire ML lifecycle, including
data collection, model training, model inference, serving,
and reporting. We include the following artifacts that we
believe should form the pillars of a rich model zoo: i) model,
ii) dataset, iii) configuration, iv) prediction - semantic
capabilities, v) and performance.

1) ML MODEL
Throughout the years, we have witnessed the advances of
ML, and new models are developed with performance even
surpassing human-level capabilities in many real-world tasks.
Compared to the traditional ML models, such as regression
models and decision trees, deep neural networks are far
more complicated due to their complex architecture and their
large number of parameters (some model sizes going beyond
billions or trillions of parameters). To differentiate one
model from others, simply knowing its name is insufficient.
Additional information needs to be provided, not only for
model reporting and reproducibility purposes but also for
explainable AI.

2) DATASET
In recent years, there has been a notable emergence of the
Data-centric discourse within the ML community, as eluci-
dated in the study byMiranda et al. [59]. This emphasizes the
crucial role of datasets in the training and testing of MLmod-
els. Datasets are crucial inML for training models, evaluating
performance, addressing biases, guiding feature selection,
supporting transfer learning, assessing generalization and
robustness, and promoting reproducibility and transparency.
They serve as the foundation for developing effective and
trustworthy ML models. Especially, understanding the data
source and the collection methods becomes essential when
diagnosing or debugging a model; yet, unfortunately, it is a
frequently overlooked aspect in dataset reporting [55].

3) CONFIGURATION
A set of important configurations for model training are
hyperparameters. By carefully selecting and tuning the
hyperparameters, practitioners aim to optimize the model’s
ability to learn patterns from the data, reduce overfitting,
and achieve better generalization to unseen samples. Besides
hyperparameters, the configuration settings for ML model
training or inference also include hardware configurations,
such as CPUs, GPUs, or specialized accelerators. The
hardware configurations not only affect the performance on
latency measurement [60] but also on accuracy [61].

4) PREDICTION
Training a ML model is to fulfill a specific task for a real-
world problem, e.g., image classification or named-entity

FIGURE 1. ML lifecycle along with metadata of different artifacts.
We highlight the model zoo in Model Deployment phase with detailed
components.

recognition. Usually, the predictions are associated with the
labels of the tasks. Researchers nowadays are investigating
the semantic meaning of the predictions as concepts [62] to
debug or explain the capability of a model. We highlight that
the prediction outputs of a model with associated semantics
play a significant role in explainable AI [62].

5) EVALUATION
The most straightforward way to observe the capability
of a model is to evaluate it on a particular task. The
majority of current deep learning performance benchmarks
only measure the aggregated performance of the model, such
as overall accuracy or processing time for a single minibatch
of data. ML model performance is much more complicated
in practice. Recent works, such as DAWNBench [63],
propose measuring ML models’ performance from diverse
perspectives, including training time, inference latency,
accuracy, etc. Besides these measurements, our proposed
metadata system for model zoos also presents the per-class
performance and supports a broader range of models.

B. MACHINE LEARNING LIFECYCLE
The ML lifecycle has no fixed definition. It is customizable
and depends on the application and model. In the following,
we will describe a general ML lifecycle based on [22], [33],
[64], [65], and [66]. In general, the ML lifecycle includes
four stages (sometimes some stages will be divided and
regarded as separated stages): i) data preparation and data
management; ii) model learning; iii) model evaluation and
model verification; and iv) model deployment.

We now describe each of these phases to highlight which
artifacts (and their properties) require consideration in the
context of managing model repositories.

1) DATA PREPARATION AND DATA MANAGEMENT
The first stage of the ML lifecycle relates to the acquisition
and transformation of data used by theMLmodels. This stage

VOLUME 11, 2023 125619
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can be split into the following steps. i) Gather data samples
through observations or measurements. ii) Analyse data:
need for additional data, augmentation, and preprocessing.
iii) Clean data: replace or remove incomplete data from the
dataset. iv) Preprocessing: convert raw data such that ML
models can use it. v) Feature engineering: extract relevant
features from raw data such that it can be used for model
building. vi) Separate data into training, validation, and
test sets. A model zoo should use metadata that is able to
capture information about data preparation and processing
(e.g., data source, data curation method, data statistics),
as such data-related operations influence the performance of
a ML model [67].

2) MODEL LEARNING
The model learning stage concerns the design and training
of the ML model. This stage can be divided into the
following steps: i) model selection depending on the type
of data (structured or unstructured); ii) selection of the loss
function to measure training error; iii) selecting and tuning
hyperparameters to control overfitting, underfitting, and other
characteristics; iv) model training or finetuning on datasets to
minimize error; v) repeat steps 3 and 4 until good precision
numbers and low training error. Capturing metadata about the
configurations, such as model architecture, hyperparameters,
etc., is important to understand and interpret the performance
of a model.

3) MODEL EVALUATION AND MODEL VERIFICATION
After the model training, the model needs to be verified on
unseen (validation or testing) data. The main goal of this
stage is to ensure that the model, after training, performs as
expected on new inputs. Usually, this is done by assessing the
performance of the trained model against a test dataset that
was generated in the data management stage. The relevant
metadata regarding the dataset and model shall be captured.
In addition, the relevant configurations, such as hardware
settings, should also be recorded.

4) MODEL DEPLOYMENT
The outcome of this stage is a properly functioning, fully-
fledged, and deployed ML system. At this stage, all the
information from previous stages shall be revealed, such
as dataset information, model training details, and, most
importantly, the performance under different environment
specifications. The environment specifications include hard-
ware specifications and any specific software configurations
or constraints. Fine-grained metadata helps ensure compat-
ibility and optimal performance of the deployed model.
Practitioners can thus choose the appropriate models for their
needs and requirements.

C. EXISTING MODEL ZOOS
Recently, communities have been focusing on democratizing
ML, for both using and sharing. Platforms, often referred

TABLE 2. Example queries.

to as model zoos, such as Tensorflow Hub, PyTorch Hub,
and HuggingFace, are now exposing metadata related to ML
artifacts. These platforms/hubs are building on the principles
of using open-source model parameters, scripts, and APIs.
HuggingFace also offers an abstractionwith the Transformers
library, which makes it easy to consume and infer these
models [9]. In the following, we describe the capabilities and
limitations of currently available model zoos.

1) METADATA
Existing model zoos offer users model cards [8] that
describe the models in different levels of detail. Model cards
contain metadata regarding different artifacts: For example,
in TensorFlow Hub, they include metadata such as model
publisher, architecture, data that train the model, inputs and
outputs. Pytorch Hub includes model description, usage, and
results. Besides the mentioned metadata, HuggingFace also
includes discussions on the bias and limitations of the model.
The metadata in these model zoos provides practitioners with
different aspects of the artifacts.

2) FUNCTIONALITIES
Given the metadata, model zoos provide access to retrieving
the models by means of filtering by name, task, or trained
data. Some of the model zoos also support data retrieval
given provided metadata of the related dataset. On top
of all functionalities, model inference and sharing is the
most important feature of these model zoos. They provide
corresponding APIs for model execution. Practitioners can
consume these public ML models for downstream tasks, e.g.,
building applications on top of the models, and finetuning
the models on the specified dataset. For example, the APIs of
HuggingFace are built on top of transformers [68], and users
can easily infer models in NLP domains.

3) LIMITATIONS
Model zoos differ in the type and level of detail for
the metadata associated with the different ML artifacts.

125620 VOLUME 11, 2023
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Therefore, practitioners will need to manually retrieve and
integrate information from various platforms if the same
artifact (e.g., a dataset) is hosted in multiple zoos. Metadata
quality and consistency are also an issue: often, models are
described with little or no metadata; for example, it is very
common for users of the HuggingFace platform to upload
only the trained models without additional descriptions.
Finally, metadata are often not offered in a computer-
readable format: most of the descriptions of the artifacts are
presented in plain texts, created only for human consumption.
Obviously, this greatly hinders the retrieval capabilities of
the model search engines and the ability of practitioners to
compare different models.

D. REQUIREMENTS FOR FUTURE MODEL ZOOS
With the existing public model zoos, we observe some
limitations that hinder the reuse/sharing/management of
ML models. We foresee that the future model zoo should
contain one of the following attributes: i) rich metadata
representations that enable querying the repository; ii) rich
analytic capabilities to facilitate advanced performance eval-
uation and comparison; iii) offering different functionalities,
including serving the models through APIs or endpoints, and
integrating the downstream systems that (e.g.,) accelerate
model inference.

1) RICH METADATA REPRESENTATIONS
The model zoo should contain information regarding dif-
ferent artifacts, e.g., data, ML model details, model per-
formance, etc. This information allows practitioners to be
aware of how the model is defined, on what dataset it is
trained, and the corresponding evaluation performance. With
rich metadata representation, practitioners may not only have
access to comprehensive information but also search/query
on top of it, which enables data/model search, data/model
discovery, and comparison. TABLE 2 lists some example
queries that could be valuable for ML developers and users.
These queries require more fine-grained model metadata that
current model repositories, such as HuggingFace, do not
support. This highlights the need for detailed metadata of
trainedMLmodels and datasets in a structured and queryable
representation.

2) OPERATIONS THAT FACILITATE ADVANCED
PERFORMANCE EVALUATION
Amodel zoo is not a mere information presentation platform,
but it shall also serves as a tool for practitioners to facilitate
advanced performance evaluation. When a new/updated
dataset is provided (provided by the practitioners or added
by the system), the model zoo shall allow automated evalu-
ation/finetuning or provides operations for the practitioners
to evaluate/finetune models on top of it. For example,
a practitioner would like to test the robustness of a model
by evaluating the model performance on a perturbed dataset.
To facilitate this, the model zoo shall first allow operations
on a dataset for perturbations (e.g., adding noise, adversarial

FIGURE 2. The Model Zoo Metamodel.

attacks) or users uploading their own data. In addition, the
model zoo shall also provide APIs to perform the evaluation
of the dedicated models on the perturbed dataset.

3) OTHER FUNCTIONALITIES
The purpose of having a model zoo includes sharing
and serving a model. The model zoo shall also provide
easily-access APIs or endpoints to serve/deploy a model.
With models of various characteristics (e.g., tasks to answer,
evaluation performance), the model zoo makes it feasible
to solve complex analytic tasks by constructing workflows
through the composition of models. Optimizations can focus
on how to define the workflow under requirement constraints
(e.g., accuracy or latency) [69], or how to assign workload on
heterogeneous hardware (e.g., edge or server) [70].

IV. PROPOSED METAMODEL
Based on the analysis of the current capabilities and
limitations of current model zoos, we now describe the
metadata format (i.e., the metamodel) that can be used to
represent different ML artifacts and their relations. With our
proposed structured representation along with comprehen-
sive metadata, users can retrieve metadata in fine-grained
details.

FIGURE 2 depicts the main sub-models that compose our
metamodel in a bird’s eye view. The metamodel comprises
five packages:
i) the ML Model package, which defines the MLmodels,

their architecture, input, and output formats;
ii) the Dataset package, which contains the information

on the datasets;
iii) the Configuration package, which summarizes the

configuration settings when training and using a model
for inference;

iv) the Prediction package, which describes the infer-
ence output of the model, possibly enriched with
description from a knowledge graph;

v) the Evaluation package, which presents the different
evaluation metrics, including the ones related to output
accuracy and to time performance.

TABLE 3 shows the summary of the metadata included in
our metamodel, and the associated artifacts.

VOLUME 11, 2023 125621
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FIGURE 3. Modeling the metadata throughout ML lifecycle.

TABLE 3. Metadata summary.

A. ML MODEL PACKAGE
The taxonomy for the ML Model package, depicted in
FIGURE 3, encompasses classes with a white background,
delineating various components such as ML Model basic
information and the algorithm. The metadata associated with
the ML Model encompasses essential details such as name,
version, tasks, input and output specifications (I/O), as well
as a URL linking to the script files. The algorithm specify
the ML algorithms in different categories: traditional ML
algorithms, such as SVM, decision tree, and Deep Neural
Network (DNN). DNN can be further divided into different

FIGURE 4. ML Model and Prediction model extract for a running example.

types of networks, e.g., CNN and RNN. One of the trends
of advancement in DNNs is characterized by continuous
innovation and the development of increasingly sophisticated
architectures, e.g., transformers [68], GPT [71], BERT [72].
Recording the framework and architecture of these advanced
models is thus fundamental. The availability of suchmetadata
is of importance in facilitating model management, model
understanding, and interoperability within the ML ecosys-
tem, and it promotes trust and confidence in the models.

B. DATASET PACKAGE
The behavior of a ML model heavily relies on the data that
has been used for training it. Thus the metamodel includes

125622 VOLUME 11, 2023
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a Dataset package, representing both Datasets and
their DataObjects. With the Dataset element, we present
the metadata of the datasets that is significant for data
management and reporting. Examples of the metadata are
i) ID, to uniquely refer to a dataset; ii) Name, name of the
dataset; iii) Version, version of the dataset, e.g., COCO has
multiple versions constructed in different years; iv) Source,
reference to other dataset(s) which (partially) construct the
current dataset; v) Attributes, the attributes contained in
the dataset, specifically for structured datasets, specifying
different columns.

A dataset consists of multiple data objects. With
DataObject, we denote the i) ID, to uniquely refer to a
piece of content; and ii) URI, a string that unambiguously
identifies the location of the content.

FIGURE 5 shows the datasets applied in the example.
COCO is a popular image dataset that is usually used to train
object detection and image segmentation models. In this case,
we split COCO into a training set and a testing set. Both
datasets have the same source, which is the complete COCO
dataset. The COCO training set and test set contain a different
subset from the complete dataset.

FIGURE 5. Dataset model extract for a running example.

C. CONFIGURATION PACKAGE
The Configuration package encompasses essential
concepts that establish connections to various pack-
ages. These packages define the associated model,
dataset, hardware specifications, predictions, etc. The
Configuration model is related to multiple entities,
ML Model, Hardware, Predication, and Dataset.
It associates the model with dataset and hardware, indicating
where the model is trained on with which dataset. A different
associated training dataset will result in a different model,
with different learned parameters/weights. Within the
Configuration package, Hyperparameter model,
Hardware model, and Configuration are three main
components. These components collectively define the
essential settings for both training and inference processes.
They play a crucial role in determining the behavior and
performance of the model throughout its lifecycle.

The Hardware model contains the concepts that denote
the hardware that a model is trained on or executed
on. The Hardware model comprises metadata that
describes the hardware setting, associated with different
HardwareAttributes. We list three types of hardware,

FIGURE 6. ML Model and Configuration model extract for a running
example.

i.e., Cloud resources, Edge devices, and Clusters. The Cloud
resources associated with the public cloud services, such as
AWS, Google Cloud, and Azure. An example of the hardware
attributes for the Cloud, is the cloud configuration, e.g.,
16 p3.16xlarge supported by AWS. For Edge, the hardware
attributes include the type of the device (e.g., mobile phone,
camera), storage capacity, memory, CPU, or GPU settings.
Similar toEdge, aCluster comprisesmetadata such as storage
capacity, types, and the number of GPUs and CPUs.

The Configuration model is categorized into
TrainingConfiguration and InferenceConfi-
guration. They have various sets of hyperparameters
associated with different HyperparameterValue. For
example, the former model specifies the hyperparameters
related to optimization, e.g., type of optimizer, and learning
rate, while these are not necessary for inference.

D. PREDICTION PACKAGE
The Prediction package contains the concepts that
denote the model prediction/output, associated with the
semantic concepts of the outputs (e.g., wheel to a car). The
model elements of Prediction are presented with blue
background.

ThePrediction class allows the description of different
types of tasks, i.e., regression and classification. Each
Prediction is defined by ID and Type of the prediction.
The prediction of a regression model is associated with
a value. While the prediction of classification model can
be further divided into multiple subclasses, e.g., binary
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classification, multiclass classification, and object detection.
Classification model prediction is associated with a different
number of classes. Specifically, ObjectDetection is
associated with additional output, BoundingBox, which is
defined by an array indicating the coordinate of the detected
object in a picture. The classification prediction can be
expanded and implemented for different kinds of models,
e.g., image segmentation, with an additional attribute of an
array.

Optionally a Class can be linked with a Semantic
Concept from a knowledge base, thus allowing complex
reasoning. Consider the example that an ML practitioner
is building an ML model for image classification of cars,
and she tries to conduct a model diagnosis. She may have
several questions: what makes the model identify a car as
a car? What are the semantic concepts that the model is
capable of identifying? Are the wheels that make it believe
that it is a car? To support such use-cases, the metamodel
allows storing information about inference performance on
specific data instances, which can be used to describe the
behavior of a model, i.e., in what circumstances a model can
perform well and why. Such information and awareness of
the model prediction may significantly improve ML model
interpretability in various applications such as health care,
law enforcement, and finance.

FIGURE 4 presents an extract of the ML Model and
Prediction as an example. YOLOv3 and YOLOv4 are
two example models. Both models tackle object detection
tasks, and the algorithm is DNN. Their output follows
ObjectDetection types of prediction, with different classes
(e.g., car and person in this case) and associated bounding
boxes that locate the detected object. The object classes are
related to different semantic concepts, for example, the wheel
as part of the car, and the face as part of a person.

E. EVALUATION PACKAGE
The performance evaluation of anMLmodel is critical during
both the training and deployment phases. The practitioners
need to deploy a suitable ML model for the task given
a specified environment, e.g., Hardware parameters.
A mismatch of the deployment will lead to latency
issues or reliability concerns, which results in user
dissatisfaction. Hence, we present the Metric model
to denote the model performance associated with the
Configuration model. Thus the model performance
is related to the model, hyper-parameter settings, hard-
ware, and applied dataset. Specifically, we associate
Metric model with TrainingConfiguration and
InferenceConfiguration, since a model may train
on a dataset while inference on another dataset. A
Configuration is related to zero or more Metric, each
associated with a unique MetricValue.

The Metric is categorized into multiple types of metrics,
e.g., ExecutionMetric such as MemoryFootprint
and Executiontime; and Prediction Metric denoting the
correctness of the performance.

FIGURE 7. Evaluation model extract for a running example.

Evaluation Metric contains metric-related meta-
data. Different models will need different evaluation metrics,
for instance, a regression model would have a Mean Square
Error - MSE, while a multi-class classification model would
have an accuracy value for each class.
FIGURE 7 presents the example of Evaluation pack-

age. The model inference configuration with ID IC0001 is
illustrated in FIGURE 6, associated with execution hardware,
ML model, and dataset. To present the performance of a
model under specified configuration settings, we include
various types of metrics. In general, two kinds of metrics
are introduced, i) correctness performance, verifying the
prediction performance of the model, ii) and execution
performance, including the runtime and memory footprint of
the model. In the example, the latency and memory of the
model are recorded, with a latency of 25ms and 90MB for
themodel size. In terms of correctness performance, we apply
the common metrics to evaluate the object detection model.
The metrics included in the example are average precision
(AP) and mean average precision (mAP). In particular,
we provide the AP metric for each class, allowing practi-
tioners to assess the model’s performance at a granular class
level. Compared to the existing benchmarks or platforms that
only report aggregate results, the performance metric that we
include is more fine-grained.

V. MACARONI: A REFERENCE IMPLEMENTATION OF AN
ADVANCED MODEL ZOO
This section describes the architecture and functionality of
Macaroni [32], a tool designed and implemented to demon-
strate how our metamodel can be used inMLmodel zoos. The
implementation4 is based on the metadata model described in
the previous section. The architecture of Macaroni is shown

4https://sites.google.com/view/macaroni-model-zoo/home
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FIGURE 8. The structure of our metadata management tool.

in FIGURE 8. The tool is currently designed to retrieve
metadata from different sources, integrate and enrich them,
and allow for complex retrieval queries. The available APIs
also allow for model execution and model composition.

A. ARCHITECTURE OVERVIEW
The system includes a web-based interface as a front-end to
present the metadata and a back-end with storage and compu-
tation. The system comprises three main components: i) user
interface; ii) acquiring and storing metadata; iii) storing and
serving models and datasets. The second component is the
core of the system. The system is built not only to present
and query metadata but also to support ML model serving.

1) USER INTERFACE
Users can explore and query the metadata of the model
zoo. We provide interfaces for users to filter and retrieve
information. Some examples of the interfaces can be seen
in FIGURE 9. The ingestion API allows users to ingest
information regarding different artifacts. The metadata being
retrieved is presented in an interactive visualization.

2) METADATA OBTAIN AND STORAGE
Recent works developed tools/systems to record metadata for
the purpose of monitoring the experiments, especially during
model training. Works such as Cerebro [73], MLflow [15],
and ModelDB [33] provide APIs/logging libraries for users
to track and log interested metadata in different levels of
details. While others, such as ModelKB [35], automate the
extraction process by identifying metadata from the source
code of different deep learning frameworks.

In this work, we obtain the metadata in multiple ways and
process and store it in the back-end. We collect metadata in
the following three ways. i) A user can add the metadata of
a model or a dataset by filling in specified fields, e.g., the
content presented in a model card. Then such information is
processed by the Ingestion API and converted into structured
representation according to the above-mentioned metadata
model, and stored in the Metadata Storage. ii) The tool can

also automatically extract information from external model
zoos, e.g., HuggingFace and PyTorch Hub. We can extract
metadata from their API or information from the web pages
and record the source of the external metadata in our metadata
field. iii) To gather the information regarding the model
performance, we apply a third way to obtain the metadata.
We obtain the performance by evaluating the model on a
dataset offline with specified hardware settings. This process
utilizes cloud resources and is performed offline.

The metadata is stored in the structure described by the
data model (Section IV).We implemented the data model and
stored the metadata in MongoDB.

3) MODEL/DATA STORAGE AND SERVING
To support performance evaluation, we store related models
and data scripts/files. The models and data are further applied
with an automated evaluation pipeline (in the following
subsection V-B). The models are perceived in docker images,
and they also support model serving. Users can apply the
model to their data and obtain prediction results.

B. PERFORMANCE EVALUATION AND AUTOMATED
PIPELINE
The tool supports the integration of models described and
hosted in external model zoos. By the time we were writing
the paper, we had imported more than 171k models hosted
on the HuggingFace and FiftyOne model zoos, among
which 986 of them were evaluated on 14 different datasets
in texts or images. We develop an automated pipeline to
execute/evaluate models from various platforms adapted
from external APIs.

The performance metadata is gathered in three steps. i) The
model is evaluated using the API from the model zoo the
model was extracted from. ii) The output from the inference
is then processed and transformed to a standardized format.
iii) Finally, the performance of the model is evaluated based
on the predictions, and the values will be stored in the
proposed structure.

It is important to note that external APIs may have
their own methods for performance calculation that deviate
from the norm, or may not have some capability at all
(performance of a class). To ensure the comparability
of model performance, we implement unified evaluation
methods.

C. RETRIEVAL AND EXPLORATION OF MODEL
REPOSITORY
Throughout the ML lifecycle, ML practitioners will require
different metadata for tracking the ML model status, editing,
comparing, or reporting. An ML practitioner often needs to
query models in large repositories with complex filtering
conditions, e.g., data instance, performance, and inherit
mechanism. In TABLE 2, we list a few example queries
revealing different properties of the metadata. For example,
Queries 1 and 2 require the metadata regarding the dataset,
i.e., its attribute and source. This type of metadata helps
practitioners understand the dataset, which allows them to
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FIGURE 9. The interfaces of Macaroni, including the dataset page, model page, and model comparison.

gain insights into the characteristics and properties of the
data and thus determine the relevant features in the feature
selection and engineering stage. Queries such as Queries
3 to 6 require other metadata properties, such as the model
performance and its interpretability. These properties are
crucial for model discovery and comparison, and in addition,
assist in decision-making processes and solving complex
analytic problems. Query 7, on the other hand, requires more
complex information regarding the inference performance
with specified hardware settings. For example, an edge device
may have constraints such as limited computation power and
storage. To answer this query, practitioners will need to obtain
the model performance of different objectives, e.g., inference
speed and memory footprint.

The interface of the tool aims to let users find a model
that is relevant to them. To do this, users can filter all
available models by relevant properties, e.g., the name,
task, or training dataset of the model. Once a model
is selected, the user is presented with an overview of
all available metadata, alongside the average evaluation
results of the model (such as inference time and accuracy,
if available) and a brief description of the associated dataset
(if available).

If evaluation results are available, the user can opt to
view more detailed information. We present the model
performance with the following visualization types.

• Table. The tables present the (aggregated/disaggregated)
performance results of a model with numbers, such that
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FIGURE 10. ML inference query optimization.

users can identify the best score of model performance
on each task or on average.

• Bar chart. Bar charts and tables are interchangeable
when presenting the performance of a model. For a
clearer presentation, we only apply bar charts when
comparing models. Users can also select the interested
evaluation metrics and tasks for presentation.

• Confusion matrix. A confusion matrix is useful for
model explanation, as users can observe when the model
performs poorly. We also record the predictions of the
model on data instances. Users can further explore the
performance of the model by investigating the wrong
predictions given the data examples.

• Scatter plot. As earlier stated, accuracy shall not be
the only evaluation criterion of model performance,
especially given complex requirements in the production
environment. Specially, we also support comparing
models on multiple objectives, e.g., accuracy against
inference speed. For instance, one may observe that no
single model can dominate in all objectives, e.g., having
the highest accuracy score while being the most efficient
to run.

D. USAGE AND FUNCTIONALITY
The querying of the metadata is performed in an online
manner, while obtaining and updating the metadata can be
processed offline. For instance, the metadata can be extended
by evaluating the model and crawling the external model zoos
regularly, e.g., once a week. Users can also trigger to evaluate
the model and push the results to the metadata storage.

The tool supports different evaluation metrics, accuracy,
inference speed, memory footprint, etc. Specifically, the
accuracy of a model is not only presented in aggregated
results of a task but also at a class level. Besides ingesting,
extracting, and storing the metadata, our proposed tool allows
a user to i) retrieve themodels that help them identify amodel,
ii) compare multiple models, iii) or explore the properties of
models/data by composing queries on the metadata.

VI. APPLICATION: MODEL COMPOSITION UNDER
CONSTRAINTS
Now we introduce a more advanced yet common use
case. With metadata being captured and well-represented,
ML practitioners can make good use of the models trained
offline and apply them to answer complex, ad-hoc inference
queries.

Recent research has focused on ML applications for
different modalities. For example, systems have been built
to serve ML models for specific tasks [74]. Others aim
to accelerate ML inference on domain tasks, such as
NoScope [74], and PP [75]. These applications have shown a
trend of applying model composition (usually with multiple
models in cascades or in sequence) for complex tasks. The
key idea of these works is to filter out insignificant data as
early as possible, which is extremely useful when processing
large-scale data, e.g., video, or streaming data, e.g., tweets.

The trend of applying and optimizing the usage of ML
models in complex tasks has provided insights on how to
manage ML models to better serve the tasks. A solution is
to identify the capability of the models as fine-grained as
possible. One of our previous works [69] has proposed to
optimize for ML inference query by utilizing the metadata of
MLmodels, especially the performance of models in multiple
objectives.

As shown in FIGURE 10, the ad-hoc query can consist
of multiple ML inference tasks with different dependencies
and relations. Moreover, the query can be composed of
specified constraints/requirements (e.g., latency and accuracy
restrictions). Practitioners can select a composition of
models from the model zoo to answer the ad-hoc queries.
Optimization can be applied to further increase the efficiency
of answering the query by carefully scheduling the tasks in
a different order and applying early filtering, as the Bypass
Plan in FIGURE 10. With the same example in FIGURE 10,
an ML practitioner would like to design an application for
video analysis that can capture a pedestrian crossing the road
or the rear light of the car in front getting red. Since the data
volume is significant and latency is also an essential factor to
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consider, the practitioner should select image classification
or object detection models with fast inference speed. And
the inference speed is greatly affected by the hardware
being applied. If the application is deployed on a mobile
phone, then the memory footprint is also a fundamental
objective to be concerned with. To identify which set of
models could best address the query and constraints, theymay
require information regarding the model performance with
different objectives (e.g., accuracy, inference speed, memory
footprint). The metadata of the dataset can also provide
information to detect concept drift, for instance.

VII. CONCLUSION AND OUTLOOK
In this paper, we advocate for the need for a structured,
queryable, and comprehensive metadata representation for
model zoos. We propose a metadata model for such metadata
representation to tackle different use cases. We also develop
a tool that helps practitioners to manage and query the
metadata.

We urge practitioners to prioritize the collection and
organization of metadata, utilizing it for future applications.
In order to enhance the applications of metadata, we present
several aspects that can be explored in future research
endeavors.

A. INTEGRATION OF ML MODEL METADATA TO CURRENT
PLATFORMS
Existing work has developed tools to record (log/extract
automatically) metadata during the ML lifecycle. Recent
works only identify the public pre-trainedmodel. Future work
can integrate the systems seamlessly such that practitioners
can have access to self-trained models as well as public pre-
trained models.

B. NLP-BASED EXTRACTION OF METADATA FROM TEXT
With the support of large language models, future research
can develop tools to extract useful information from the
textual descriptions in the model and data cards by applying
natural language processing techniques and mapping it to the
predefined metadata representation.

C. PERSONALIZED AI AND FINETUNING
Many applications, such as behavior detection and virtual
assistants, are user-specific and take into account user behav-
iors and preferences. Companies adapt the models to their
own datasets and context by re-training and finetuning the
models. Instead of randomly searching the hyper-parameter
values to train a model from scratch, practitioners can utilize
the metadata to accelerate the learning process by setting
a warm-start for hyper-parameter search [21]. These AI
applications can utilize the capabilities of the pre-trained
models that already have a good performance on a certain
task. We support these use cases by providing rich and
comprehensive metadata, either the configuration settings or
performance evaluation.

D. PROVENANCE, LINEAGE, AND VERSIONING
Researchers also propose to utilize metadata for other
purposes, such as workflow data provenance [76], [77]
and ML pipeline lineage [30], [78], [79]. ModelHub [34]
and Modeldb [33], on the other hand, track metadata
about models throughout the lifecycle and provide version
management. However, they focus on the abstractions of the
model, while they lack information on themodel performance
under different hardware settings (e.g., inference speed,
accuracy, memory footprint).
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