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Abstract
The aim of this paper is to find out which Machine
Learning (ML) model predicts the concentration of
Chlorophyll-a, in the Palmar lake in Uruguay best.
Currently there are no such models to predict the
growth in this lake. The algorithms which will
be compared in this paper are a Linear Regression
model and the U-Net model. We will compare the
losses of the two models to determine which algo-
rithm performs best. The less loss a model has, the
more accurate it is, and thus the better it is. The
loss of the U-Net model failed to converge to a
value, meaning it was impossible to compare the
two models.

1 Introduction
In Uruguay there is a need to predict Harmful Algal Blooms
(HABs) in their water reservoirs. These HABs pose a threat to
the quality of drinking water, outdoor recreation, fish and an-
imals, and human health. The water reservoirs are also used
as source of drinking water for local settlements.

Hydroelectric plants have a negative impact on the water
quality [18]. These plants cause eutrophication which in turn
causes algae to bloom. Because of this negative impact, mea-
surements are already being made of the algae concentration
in this lake [8]. However, this data is not yet being used to
predict future HABs.

A lot of research has already been done in the field of
Machine Learning [4][7][11][12][17]. These models work
well in predicting growths[17][13], however none have ex-
perimented with these models on this specific lake.

It has been shown that the concentration of Chlorophyll-a
correlates with the concentration of algae in a lake [5]. Be-
cause there is a need to predict the bloom of algae in this lake,
the research question which will be answered in this paper is
how a classical Machine Learning model compares to a more
modern Deep-Learning model, in predicting the concentra-
tion of Chlorophyll-a in the Palmar lake.

More specifically, for the more classical model we will be
using a Linear Regression model, and for the more modern
model we will use the U-Net [9] model. These models will
be explained in chapters 3.3 and 3.5 respectively.

In this paper we will first outline in section 2 the general
concepts used to approach this research question.

Section 3 describes the metrics by which the accuracy of
the models is measured and explain these metrics were cho-
sen. We will also describe the models and set-up we used to
solve this problem. Finally, in section 6 we will present the
results of the experiment and conclude which model worked
best on this problem.

2 Methodology
To answer this research question two models are imple-
mented: a classical Linear Regression model and the U-net
architecture as a deep learning model. These models were
chosen because the Linear Regression model is a more simple

model which can provide a nice baseline. The U-net model
has proven to be efficient at classifying satellite imagery [14].

Both models will have a prediction horizon of 1 day, mean-
ing the models will try to predict the chlorophyll-a concentra-
tion for the next day. For the input, this means the data of the
previous day is used. This was chosen this way to simplify
the experiment.

The chosen programming language is Python, because of
its vast amount of machine learning libraries available Python
has a number of well-established machine learning libraries,
including PyTorch. Also its ease of use and interoperability
with other platforms, make it a fitting choice.

These machine learning models were implemented with
the same Python libraries as to minimize the performance
differences which could depend on the libraries used. The
library used to create the models is PyTorch, a well-
established, specialized library for implementing machine
learning models.1

There models were ran on the TU Delft super computer,
DelftBlue [1], as training these models takes a lot of comput-
ing power.

Both models will be trained and validated on the same data
sets, in this way we can most accurately compare them. This
can be done through seeding. As long as there are no other
sources of non-determinism and the same seed is used, the
same sets of data will be retrieved.

The models will be trained on 25.000 training samples. We
have found that after 25.000 samples the loss doesn’t decrease
anymore. After every 1% of the samples the performance of
the model is evaluated by running it against a test set. Note
that the model is not being trained on this test set, that is, the
gradients are not being adjusted.

3 Experimental Setup and Results
In this section the experimental set-up is described by de-
scribing the different models which are used and how they
were implemented.

To be able to compare the accuracy for both models, the
same metric has been used to determine the accuracy, namely
the Mean Squared Error (MSE) [15]. The MSE is defined as
follows:

1

n

n∑
i=1

(ŷi − yi)
2 (1)

n is the amount of samples, ŷi is the predicted value for sam-
ple i, and yi is the actual value (label) of sample i. This way
of measuring the error is also used by the model as a crite-
rion to optimize its gradients. We have also looked at the
Root Mean Squared Error (RMSE) but we have found that
the MSE gave better results, as shown in figure 1.

3.1 Data Preparation
Preprocessing data before it gets fed into a machine learn-
ing model has shown to have a positive impact on results [3].
Models do better when the data is less noisy and less irrele-
vant data is present [6].

1https://pytorch.org/

https://pytorch.org/


Figure 1: Loss of a linear regression model. The orange line depicts
the loss when the MSE is used as a learning criterion and the green
line depicts the loss when the RMSE is used as a learning criterion.

Figure 2: Chlorophyll-a sample distribution, showing why clipping
is necessary. The maximum value is 5968.321 whilst most values
are between 0 and 50.

Because most of the data came from satellite imagery there
are some measurement errors, and a lot of values are Not a
Number (NaN) because the data for that pixel is missing. This
could be caused by cloud coverage, the satellite not being in
the right position to make measurements, or for example it
being impossible to measure the water temperature at a pixel
which is located on land.

Input values are clipped between [10−6, 150]. These
bounds were chosen because values over 150µL−1 are un-
realistically high, so these are treated as measurement errors.
For example, analysis has shown that the maximum value is
5968.321µL−1 which is very unrealistic. 2.046% of not-NaN
samples are larger than the threshold of 150µL−1. Figure 2
shows the distribution of chlorophyll-a with and without clip-
ping.

Furthermore, to make the data more normally distributed,
a Yeo-Johnsen [16] transformation was applied to the biolog-
ical and precipitation data bands.

3.2 Data Loader
We have raw data files, however to use these we will first
need to access the data. This is done with the help of a dat-
aloader. This dataloader loads the raw files and converts them
to usable data. Since loading the entire dataset is impractical,
the dataset is about 32 GiB, the dataloader samples random
sample instances which can be used for training and testing
the models. The dataloader returns a tuple of (images, masks,
targets) where image is a tuple of shape (batch size, window

size, number of bands, height, width) where:

• Batch size is the amount of batches.

• Window size is the amount of sequential samples before
the image for which values have to be predicted.

• Number of bands is the amount of features.

• Height, Width is the height and width of the sample im-
age.

Masks is a tuple containing information on which pixels are
unmodified, and targets is a tuple containing the labels to be
predicted.

3.3 Linear Regression Model
The Linear Regression model has historically been one of the
most popular machine learning algorithms [2]. This is greatly
due to its simplicity in use and in training.

A linear regression model works by approximating the best
linear relationship between the independent variables, the in-
put data modalities, and the dependent variable, chlorophyll-
a. It does this by estimating the coefficients of the indepen-
dent variables in a linear equation, with the goal of minimiz-
ing the error between the predicted values and the actual val-
ues. To calculate the error the MSE metric was used. Opti-
mizing the gradients is done using the Adam ?? method.

A linear regression model consists of an input layer and
an output layer. The input layer consists of nodes, each rep-
resenting an input value. The output layer would consist
of a layer of nodes, where each node would represent the
chlorophyll-a value at a pixel. Linear regression models are
fully connected, meaning every input node is connected to ev-
ery output node. However, because of the high dimensional-
ity of our input, this would mean there would be (batch size∗
window size ∗ numberofbands ∗ height ∗ width) input
nodes and height∗width output nodes. If these layers would
be fully connected the model could easily become terabytes
large, because each connection also stores a weight.

To mitigate this problem, we flatten the input. This means
that to predict the value of a pixel y we will only be looking
at the value of that same pixel in the images, and not at all
other pixels in the image as well. It makes sense to do this, as
pixels located far away of the target pixel y will barely have
any influence on the value of y. This means that the input
layer has size (batch size∗window size∗numberofbands)
and the output layer has 1 node. We can plot the loss of the
linear regression model as a function of the amount of training
iterations it has undergone. We can see this plot in figure 3.
We find that when running the linear regression model the
loss stabilizes around 0.135.

3.4 U-Net Model
In order for the U-Net architecture to process the input data,
the data had to be reshaped again. The window size and
num bands dimensions are collapsed. An overview of the
architecture can be seen in figure 4. The loss of the U-net is
plotted in figure 5. We can see that the plot does not con-
verge at a certain value, however note that the model has only
undergone 5.000 training iterations. More iterations might
improve the loss.



Figure 3: Loss of the Linear Regression model as a function of the
amount of training iterations undergone.

Figure 4: Overview of the U-Net architecture [9].

Figure 5: Loss of the U-Net model as a function of the amount of
training iterations undergone.

Figure 6: Loss of the U-Net and Linear Regression models as a func-
tion of the amount of training iterations undergone.

3.5 Combining the Results
Figure 6 shows the test loss of the Linear Regression model
and the U-Net model in a single plot. This plot shows that
even though at fewer training iterations the U-Net model has
a lower loss than the Linear Regression model, it fails to sta-
bilise at a certain value. The minimal loss of the U-net model
is 0.1177, which lower than the stabilised value of the Linear
Regression model showing there might be potential for the
U-Net model to outperform the Linear Model.

4 Responsible Research
4.1 Ethical Aspects
The data used in this study was provided to us by domain
experts, thus no data collection was necessary. This negates
the risk of privacy violation. Furthermore, because there was
no need for human interaction during the course of this study,
there are no ethical risks.

4.2 Reproducibility
The codebase with all the parameters used is available, how-
ever not all the datasets are readily available. This makes it
hard to reproduce the results which were obtained during this
study. However, if the same codebase, data sets and frame-
work were used, one could expect to see similar results. Us-
ing a different implementation of the same models can in-
fluence the results obtained due to for example the seeding
method being different. However, the model like the Linear
Regression model should still stabilize at around the same
value. Different libraries can also implement different opti-
misations or implementations which can again also influence
the results.

5 Discussion
One limitation of this study is the fact that the U-Net model
did not converge. This makes it very hard to draw conclusions
from the results we have obtained. Studies have shown great
potential in this model though [9], so it’s definitely worth re-
searching further.

The reason the model didn’t converge is probably not due
to dataset issues. This is because the Linear Regression model
was trained and tested on the exact same datasets, and it did



converge. Most likely the problem lies in implementation is-
sues, either the learning rate needing more adjusting, being
too high or too low. Another possibility is simply that the
model wasn’t given enough time to train. With more itera-
tions it is possible that the model will converge.

6 Conclusions and Future Work
6.1 Conclusions
The Linear Regression model converged nicely to a value,
however the U-Net model did not. At several points the U-
Net model did have a lower loss than the Linear Regression
model had at its lowest point. This means there is potential for
the U-Net model to outperform the Linear Regression model,
however at this point there is insufficient data to pose a mean-
ingful conclusion. The potential is there for the U-Net model
to outperform, these results just didn’t show it.

6.2 Future Work
In this paper we have looked at just two Machine Learning
algorithms, however there exists a great number of ML al-
gorithms. There might be a different model which could be
more accurate than the two researched in this paper. Another
model which has shown great promise is for example the
ConvLSTM network [10]. Due to the tight time constraints,
hardware failing and learning curve involved in this project,
there were not a lot of experiments performed. If there were
more time, it would be worth looking into implementing this
LTSM model and tuning the U-Net model to see if it is possi-
ble to make it converge to a value in this setting.

Another recommendation for future work to improve the
accuracy of both models is to preprocess the data more. One
big limitation of both models is the input data. For example:
the input data is temporally and spatially sparse, meaning that
at a lot of time frames data is missing, or when there is data
at a certain time frame, some areas are missing data. An ex-
ample of why there is missing data could be cloud coverage -
a lot of data comes from satellite measurements. An idea to
alleviate this could be to interpolate data points from where
there is data, or to take the last known value at a missing data
point. In this research all missing points were filled with the
value 0.
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