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Abstract

With psychiatry lagging behind other medical fields in terms of
innovation in instruments and methods, Al provides it an oppor-
tunity to catch up. Advocates of digital phenotyping promise to
provide an objective tool that detects symptoms by analysing data
from personal devices. We argue that digital phenotyping requires a
more reflexive and critical approach to its design and an alignment
of the clinicians’ interests in generating relevant evidence with the
needs of service users who seek tools to manage their condition. We
propose a felt informatics approach, situating digital phenotyping
design within the problem space of pragmatist aesthetics. Within
this perspective, felt life becomes a central object and a site for
digital phenotyping design. This paper reveals the ways diagnostic
data mediates mental ill health experience, emphasises the culti-
vation of aesthetic sensibility as a fundamental element of digital
phenotyping and includes design considerations for practitioners
and researchers.

CCS Concepts

« Human-centered computing — Human computer interac-
tion (HCI).
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1 Introduction

Among all medical disciplines, psychiatry has long been denied
significant innovation in its instruments and methods—with the
exception of diagnostic manuals and standardised questionnaires
improving reliability [12, 115]. Expansive Al implementation into
healthcare thus seemed to provide a site for reinventing psychiatric
practice. Digital phenotyping (DP), or personal sensing, has been
brought to the attention of clinical researchers, practitioners, and
investors in 2015 [95]. DP’s proponents argue that psychiatry suf-
fers from overly subjective processes that obstruct gauging accurate
and relevant diagnostic information from the patients. In fact, DP’s
pioneer, Insel [91] asserts that current clinical practice does not
respond to the needs of patients anymore, as the latter increasingly
“realise... they cannot trust their subjective experience”. What clin-
icians lacked, it is argued, is unbiased, untampered information
about how patients “live out” their distress and disorders outside
the walls of the clinic [133].

Working towards set objectives, DP’s advocates turned to the
digital footprint produced by smartphones and wearables, claim-
ing that it can reveal behaviour indicative of the symptomatics
of mental distress or such psychiatric conditions as generalised
anxiety disorder, major depressive disorder, social anxiety disorder,
bipolar disorder, schizophrenia, and suicidal ideation [34, 108]. The
data that can be used for diagnostic purposes is all-encompassing:
time spent outside the home, locations visited, gait, time spent in
darkness, charge initiations, responsiveness to calls and texts, in-
ternet and app usage, keystroke logging and related psychomotor
operations, website search, social media posts, vocal prosody, facial
expressivity, and others. These types of data are referred to as digi-
tal biomarkers, although there is no consensus on the term’s exact
definition [7, 131]. DP can involve solely passive sensing, with data
collected from the sensors and other available sources without the
user’s involvement, or its combination with active data input, i.e.,
filling out questionnaires, mood logging, etc. For example, a British
start-up thymia collects data on microexpressions, head position
and eye gaze, while users play an in-app game designed to detect
behavioural patterns associated with depression [193]. Moreover,
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vocal biomarkers become increasingly popular within both clin-
ical research and industry. Apps such as Canary Speech, Sonde,
Kintsugi, and Ellipsis Health invite the user to record a voice note
that would be further analysed for semantic (words used) and/or
acoustic qualities (intonation, rhythm of speech, length of vowels,
etc.) to assess "risk".

No comprehensive software yet exists, and the only glimpses of
this idea can be seen in commercial apps that align themselves with
the digital well-being field, like aforementioned voice biomarker
apps, or in university-based research projects (e.g. BEHAPP, Beiwe).
Some clinical applications emerge but remain available exclusively
to healthcare providers (e.g. Click Therapeutics, Winterlight Labs).
The first DP application is yet to receive medical certification. There-
fore, DP could be seen as a “partially existing object” [96] that is un-
stable, inconsistent, and non-homogenous as it is yet to be realised
fully. Nonetheless, we believe that it is in this state of interpretive
flexibility that it is more receptive to redirection. We share DP ad-
vocates’ ambition to engage lived experience in the diagnostics,
monitoring, and management of distress and mental disorders, yet
in this paper we aim to propose an alternative path towards that
goal.

We identify foundational concerns of DP as follows. Firstly, DP
imagines psychiatric diagnosis as an issue of information: accuracy
could be achieved if only there was enough standardised, legible
data to analyse. In creating correlations between behavioural data
and mental illness symptoms, DP reifies diagnosis as a stable, deter-
minable entity. DP imagines the psychiatric diagnosis akin to that
of physical illnesses: that is, based on quantified markers, which
clinical instruments can reveal to be higher or lower than the base-
line. Consequently, blinking as an indicator of autism is given the
same significance as a number of leukocytes as one of infection [9].

Secondly, DP puts too much value on the diagnosis itself, de-
spite a long critical tradition arguing against the practicality and
relevance of diagnostic categories altogether [73, 148, 168, 194].
As opposed to physical illnesses, treatments for mental disorders
are not as reliant on accurate diagnosis. Many treatments are fit
for multiple conditions with diagnosis sometimes being confirmed
based on the effectiveness of the prescribed treatment [12, 115].
Comorbidity often obstructs provision of a clear diagnostic label,
while the diagnoses of many patients with complex cases change
through the course of life. For some, diagnostic labelling brings
social and self-stigma, rather than a path to treatment and healing
[19, 170].

Lastly, benefits from the DP implementation are overwhelm-
ingly presented from the perspectives of clinical and computational
psychiatry researchers and technology developers. As such, there
is a noticeable lack of inquiry into the patients’ needs and expe-
rience, data practices, patient-doctor-Al collaboration strategies
that would inevitably emerge out of introduction of DP into mental
healthcare. Service users’ needs lie in the personalised approach
that is attuned to their situation and that can at the very least al-
leviate their burden and help manage the condition. Quantified
health and the Western biomedical model of disorders, while able
to provide standardised measures, are reducing and homogenising
experiences and expressions of mental health. More than that, the
recent WHO-UN guidance [144] called for a shift toward holistic,
community- and justice-based approaches to mental healthcare.
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Further deprioritisation and disenfranchisement of patients’ lived
experience and subjective qualitative accounts cannot contribute
to more productive and person-oriented clinical encounters for the
patients.

In addressing this gap, we thus propose future designers to place
DP within the problem space of pragmatist aesthetics [152, 212].
This shift, we argue, allow to identify deeper concerns and generate
novel design solutions through/with the notions of experience,
perception, relationality, action, and interpretation. Additionally,
we expect the aesthetic approach to be more familiar to designers,
with Holt [83] arguing that within design practice, the language of
aesthetics might be the most conducive to conceptualisation and
experimentation.

As we further configure this new problem space, we integrate
parallel concerns of pragmatist aesthetics, design, and mental health
into a lens that we called felt informatics (see Section 4 for further
elaboration of the concept). Being situated within critical HCI, this
work equally borrows from medical anthropology and philosophy
of psychiatry, while rooted in the phenomenological tradition. Ana-
lytically, this perspective assumes that aesthetic sensibility towards
one’s mental state is developed and transformed in relation to the
data that DP (or any other personal health technologies) makes
visible. Meanwhile, the experience and expression of mental health
can be affected by this data, especially if it is presented as objective
and clinically authoritative. These processes often take a form that
cannot be easily labelled, put to words, if at all grasped. As such,
data is felt in/through/with the body. Generatively, that means DP
design can create conditions for particular experiences (see Section
4.1) and develop aesthetic sensibilities towards them (see Section
4.3). Within this perspective, felt life is thus both a central object
and a site of DP design. The goal of felt informatics is less in cre-
ating Al that makes one feel understood, and more in creating Al
that makes one feel felt.

In order to elaborate our proposition, we will discuss four ele-
ments of design that need to be considered: how those health and
behavioural metrics are perceived, represented, integrated into the
situated everyday experience, and located within a larger network
of care relations. Our intended contribution is, firstly, to draw at-
tention to DP as a design inquiry and, secondly, provide a lens
enabling to view felt life as a fundamental element of the experi-
ence of mental (ill) health and aesthetic engagement—as a focal
process in the use of DP apps [127]. Furthermore, with this work,
we aim to contribute to the ongoing discussion in the HCI commu-
nity about the body and senses as a site and material for design and
thus propose DP as a case for somaesthetic experiments and provo-
cations. In this paper, we describe the theoretical foundation of
felt informatics lens, outline its main elements, and finally provide
recommendations for design and further research.

2 Related Literature
2.1 Critique of Digital Phenotyping

A couple of years following DP’s inaugural papers, critique re-
garding the method ensued—mostly from philosophy and ethics
scholars. Barron [12], a practising psychiatrist who supports the
introduction of DP, disclosed that the main ethical bottlenecks re-
garding the development of psychiatric Al lie in data ecosystem
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governance and data ownership. These concerns encompass ques-
tions regarding the kind of data to be used (summary statistic or
raw), whether proprietary software should be used (evoking the
questions of transparency, explainability, and black-boxing), and
who should be in the front row of creating such an ecosystem. At
the same time, Barron ([12], emphasis added) writes: “The ques-
tion really isn’t so much how to produce data... but rather how to
overcome concerns about ownership and security to gather enough
data in one place to make sense of and incorporate useful measures
into the clinical ecosystem”. Such a matter-of-fact attitude is held
up throughout medical literature, where ethical considerations on
DP are brought up briefly—if mentioned at all. They are mostly
placed in limitations sections at the end of papers or incorporated in
the reflection on data collection protocols and seem to refer rather
to legal and regulatory concerns, e.g. ethics committee approval,
receiving participants’ consent etc., e.g. [11, 44, 100, 163, 164]. At
times, ethics are viewed as hindering the delivery of more inno-
vative and efficient healthcare [44, 198]. That said, these authors
demonstrate their awareness of ethical challenges and acknowledge
the necessity to address these concerns but rarely engage with them
in their own research. A deeper evaluative work is usually taken
up by bioethics, philosophy, and social science scholars.

One strand of critical scholarship on Al in psychiatry and DP
relates their concerns to broader ethical issues, primarily in the
domains of data and Al ethics. The scholarship of such researchers
as [105, 123, 124, 151, 178, 208] encompasses privacy, transparency,
consent, accountability, and fairness. It highlights the issues of pro-
prietary algorithms and their consequent black-boxing, the poten-
tial use of mental health data outside clinical settings (e.g. criminal
system, insurance, and worker surveillance), and the reproduction
of inequities related to race, class, and sex inherent in the mental
health research data. Other researchers, such as [13, 43, 59] argue
that DP would negatively affect the patient-doctor relationships
and inquire into the conditions for appropriate DP intervention in
clinical processes. Overall, these works make a call for addressing
the collection, analysis and use of mental health data and shaping
policies and governance models around the responsible develop-
ment and use of DP.

Another strand of critique, leveraging the contributions from
philosophy, sociology, and STS, positions their concerns at a larger
scale and level of severity. Here, the most salient critique chal-
lenges methodological and epistemological claims of DP, namely:
the oversimplification of mental and social processes, the question-
able relation between digital and “biological”, and the search for
causality among correlates, inferences, and covariants [18, 29, 41,
51, 134, 187]. Furthermore, such authors caution that DP can de-
value non-quantifiable elements of clinical decision-making, such
as a diagnostic intuition of experienced mental health professionals
and expressions of mental conditions not included into the machine
learning (ML) model [14]. Researchers such as [28, 31, 146, 185] also
argue that DP might become considered as a required “data witness”
in mental health diagnosis, thus further deprivileging lived expe-
rience and first-person narrative accounts of people experiencing
mental distress, as that evidence is further deemed unreliable and
incomplete. Most scholars of that category attempt to “de-hype”
and critically analyse discourses around DP, as well as its conse-
quences to mental healthcare. Pickgersgill [154] and Engelmann
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[53] argue that the lack of definitive evidence for DP methods and
the lack of standardised conceptual definitions and practices make
DP more of a buzzword-filled rhetoric and a promissory discourse,
rather than a settled sociotechnical practice. In other words, the
field is sceptical if DP, as its pioneers [92, 93, 143] claim, can truly
cause a revolutionary shift in psychiatry as did pharmacology and
genomics.

Therefore, while those strands of critique surface pressing and
consequential issues of DP, the ethical standpoint’s focus on data
omits a larger set of concerns on human and clinical levels, while
social science and humanities concentrate on the harmful conse-
quence of the system as is. The lack of design-oriented critique thus
results in the lack of alternatives and transformational implications.

2.2 New Aesthetics

The “aesthetic turn” [203], which happened almost two decades
ago in design and HCI, largely remained focused on appearance,
form, and pleasure as key parameters [61, 70, 79] with some ex-
tension towards better usability and communication [72, 74, 87].
In philosophy, however, the term aesthetics has long been decou-
pled from its historical association with the philosophy of art and
beauty. Dewey [49] redirected the attention of aesthetics from the
object towards an experience. In other words, he refuted that objects
inherently possess fixed aesthetic qualities. Instead, a particular
attention to recognise objects as they are and in the relation to
their surroundings, which then creates certain meaning and feeling
of unity, rhythm, intensity, and fulfilment, produce an aesthetic
experience [112]. In the opposite situation, anaesthetic experience
is constituted through (perceived) meaninglessness, fragmentation
and lack of coherence. That way, an experience could be equally
engendered by mundane events and objects. As Wakkary pointedly
summarises, the pragmatist interest lies in the actions of knowing
and how things are known, rather than objects of knowing and
what is known [207].

In the mid-2000s, driven by the discontent with a rationalist and
goal-oriented cognitive approach and traditional view of aesthet-
ics, HCI scholars [56, 128, 152] found an alternative in pragmatist
aesthetics, engendering fields like aesthetics of interaction and
experience-based design. These frameworks focused on the the-
ory of and design with experience as it “emerges in the interplay
between user, context, culture, and history, in the construction of
relations between artefact and viewer, subject and object, user and
tool” [212]. Following Dewey, an aesthetic experience was now
seen as situated, embodied, enactive, and contextual, as well as
dependent on the socio-historical and material conditions that the
person, artefact, and their surroundings find themselves in.

The significant aspect of pragmatism was the assertion that the
intellectual, cognitive, somatic, and affective should be seen as equal
modes of experience, mostly inseparable from each other. Under-
standing of the body as an indispensable site of sense-making (see
also affective cognition [181] and embodied theory of meaning [99])
led to the establishment of the field of somaesthetics, where it was
recentred and understood as “a locus of sensory-aesthetic appre-
ciation and creative self-fashioning” [179]. In particular, aesthetic
perception at the core of the Deweyean notion of experience was
presented as a skill that could be trained and perfected [183, 188].
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The translation of somaesthetic theory into design practice has
been marked by the scholarship of Kristina H66k [90] and her pro-
gramme of soma design, which placed felt bodily experience in a
centre of human-technology interactions.

Within aesthetic theory, pragmatism informed a philosophical
inquiry into everyday aesthetics that further ruptured the "West"-
based association of aesthetics with philosophy of art [113, 121, 172].
Saito, a pioneer of the field, then transformed the theory into aes-
thetics of care, underlining that aesthetic sensibility always requires
an aesthetic expression and a skill of discernment of articulations
of others [173]. She puts forward conventional medical practice as
a potential example of poor expression of care. Saito describes this
type of medicine as seeing a patient as a "molecular host" and "bun-
dle of symptoms", excluding them from medical processes, while
performing tasks by the numbers, led solely by goals of correct
diagnosis and finding cures. The patient thus becomes an “an object
of detached perception and experience” [173].

To bring together these strands of aesthetic scholarship, key
points should become relevant to our proposition. Firstly, aesthet-
ics is essentially implicated in the production of meaning (through
the processes of sensing and sense-making). Secondly, aesthetic
experience is necessarily a relational achievement that is gener-
ated through cognitive, affective, and somatic capacities equally.
Thirdly, aesthetic sensibility can be attuned and cultivated. Lastly,
as aesthetic experience is deeply ingrained in the everyday and felt
life, aesthetic judgments and behaviours are infused with ethical
and moral positionings. In other words, aesthetic experience can
both be informed by and inform values. In the following section,
we will further elaborate on the relevance of aesthetic framing for
DP design, redefine current issues of DP as an aesthetic concern
and argue how the perspective of felt informatics could be used in
addressing them.

3 Digital Phenotyping as an Aesthetic Concern

We pose that mental distress and disorders in both its everyday and
clinical contexts are at their core an aesthetic experience, as they
necessarily engage aesthetic sensibilities, which we will elaborate
on further. If we are to create a rough causal outline of the DP app
user journey in relation to an aesthetic aspect that gets enrolled,
four processes resurface:

(1) perception, i.e. algorithms sense the movements of the body
and behavioural patterns;

(2) representation, i.e. a DP system translates the data into health
knowledge by displaying it to the user in visually organised
and abstracted way;

(3) experience, i.e. the user then engages with the new knowl-

edge and internalises it, integrating it within their existing

model of mental health;

relationality, i.e. repeated interaction with an app (and with

one’s data), in one way or another, affects one’s sensibility

towards experience and expression of mental health, as well
as intervenes into a larger ecology of care.

“

~

Bogdanova et al.

3.1 Perception

A key promise of DP is the introduction of objective diagnostic and
monitoring practices that would supplement or even replace self-
evaluation and interactional narrative-based methods in mental
health care [81]. Some of the reasoning behind insisting on this
innovation is the claim that patients are incapable of properly as-
sessing and reporting their inner state for various reasons: due to
shortcomings of memory (i.e., recall bias), reporting only “socially
desirable” symptoms and behaviours, or cognitive impairments
caused by mental conditions [133, 159, 174]. While clinicians’ di-
agnostic perception and reasoning are treated with less distrust,
their bias is said to interfere with making suitable clinical decisions
as well [132]. Meanwhile, Roy Cohen, the founder of Behavidence,
proudly announces in the company’s video pitch that their app
“diagnoses mental health disorders with three times the accuracy
of a psychiatrist” [65].

While those claims, when problematised, are often framed un-
der epistemic or hermeneutical injustice [31, 166, 185], we argue
that these issues could be deconstructed at a more foundational
level—that of sensing. In aesthetics terms, such distrust and con-
demnation of “subjectivity” hinges upon the patients’ assumed lack
of skills or disruption in the capacity to sense and make sense of
their internal processes, as well as meaningfully express them. In
other words, a failure of aesthetisation. As mental health profes-
sionals construct evidence from the discrete elements of experience
performed by their clients/patients during a intake session, the
gathered clinical data is thus almost always incomplete. Attempts
at stimulating aesthetisation through diagnostic interviews and
intensive expert noticing require in this case significant effort from
the clinician. However, eventually this process can result in an aes-
thetically unsuccessful interaction, where diagnosis could not be
reached, reached incorrectly, or treatment and management cannot
be defined with a good level of certainty.

In this context, DP emerges as a tool of hyperaesthetisation: inten-
sification of the capacity of sensing and making senseable, leading
to an intensified process of sense-making [64]. The design of algo-
rithms does not just create a system of enhanced perception, but
also “determines what presents itself to sense experience” [160]. Fur-
thermore, hyperaesthetics are enabled by literally making senses,
that is, creating a new sensory apparatus, construed by the devel-
opment of digital biomarkers, use of sensors, and training of ML
models. Many of the digital biomarkers that DP algorithms sense
and try to make sense of are at their core aesthetic. Sensors take
vigilant notice of movements of the body both in space and time
(as small as taps on the screen and posture sway, and as big as a
daily commute), time that is contributed to an action, reactions to
surroundings and events, and quality of interactions with other
people. In this sense, algorithms make aesthetic judgements.

It can be argued that DP, rather than to discern discrete “objects”
(here—symptoms and signs), is intended to create and foreground
relations (here—correlation between behaviours and clinical con-
structs). The relations that the algorithms produce have a forensic
quality to them, as they are related to possibilities, risks, and traces
of “deviation” left behind. DP as such is designed to generate ev-
idence, or rather an “objective” proof of illness. However, rules on
what can be perceived as evidence remain flexible. Most of the
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indication towards what needs to be sensed comes from experi-
mental clinical research on biomarkers and behaviours associated
with psychiatric conditions as described in the diagnostic manu-
als. The translation of those findings to the correlations made by
digital biomarkers is practically teleological, thus allowing some
malleability in terms of how they can be elicited, organised, and
connected—i.e., the actions comprising aesthetic behaviours and
sensibility of DP systems. Thus, while still requiring clinical vali-
dation before being implemented, digital biomarkers entail more
conceptual work.

We propose that, instead of framing DP in terms of the develop-
ment of objective methods, it might be more suitable to define it in
terms of creating an aesthetic agent, in the sense that it engages in
the acts of aesthetic evaluation or makes judgements in attributing
properties to the relations between the objects [129, 137]. The ob-
jects of aesthetic agency, i.e., particular behaviours, are, however,
predetermined clinically and technologically. DP’s ML model is
trained on human labelling and available population data [70, 177]
to have a selective sensibility towards perceiving particular expres-
sions and capacities and make aesthetic judgements.

In reframing DP’s “objectivity” as an aesthetic agency we do
not seek to take away the possibilities of DP being clinically use-
ful, generative, and even ameliorative. We instead argue that de-
veloping, implementing and suggesting these tools to the mental
health providers and patients require a more critical, rather than
“hype-driven” approach to what they can actually do. Instead of
juxtaposing “objective” quantified evidence to expert subjective
judgement, the notion of agency opens a conversation on how it
intersects and contests ours (whether "we" are the clinicians or
patients) and how we make space (if at all) for that type of agency.

3.2 Representation

DP “externalises” and represents the user’s inner mental state
through data visualisation. While previously the user possessed
the role of an aesthetic agent (alongside DP’s Al), this process now
enables the agents to become the objects of experience and aes-
thetic perception more explicitly (see Section 3.3). The framing
of the data in DP’s interfaces attempts to convince the user of its
credibility—that they are displaying the truth, bare facts, and “the
things as they are”. As current preoccupations of DP developers
lie elsewhere, interface design receives a generic approach, mostly
preoccupied with data visualisation design, the attractiveness of an
app altogether (aesthetics in its traditional sense), and the immedi-
ate user experience. However, with the promises and consequences
to psychiatry and (digital) mental health services as declared by
DP’s advocates, such a casual approach could be detrimental. In
this section, we seek to expand the areas of concern for the future
design of DP systems by repurposing Beaudouin-Lafon’s maxim to
call for “designing interaction, not interfaces” [15].

In the context of interaction design and HCI, representation
can be broken down into three aspects: communication, politics,
and interaction itself. All of them are interrelated, yet practical
implications and suggestions will slightly change. Communication
aspects fall into the category most familiar to designers: interface
design that includes visualisation, as well as semiotic, metaphori-
cal, and cognitive considerations—in short, design best practices
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[58, 98, 213]. Politics of representation, in turn, foregrounds the
way an object (in this case, the dynamic state of mental health)
appears, being defined by the language (including visual language),
frames and narratives the data is enveloped into, as well as the
choices of what should be displayed or hidden [160]. In the case
of DP, these choices are informed by a combination of scientific
paradigms, psychiatric, somatic and entrepreneurial cultures, as
well as normative views on health, minds, bodies, and their interre-
lationship. Interaction, in turn, is informed by those two previous
aspects: what kind of interactions DP interfaces afford are deter-
mined both by design choices and politics (including politics of
those same design choices). Taking as an example interfaces of
some of the apps existing today—Behavidence [153], Sonde! [77],
and Kintsugi [75]—we would like to exemplify some of the current
concerns regarding representation.

The first concern is the conflation of clinical constructs and
everyday, “normal” affective states [55, 62, 80, 84, 85]. At first
glance, Behavidence app seems to focus on conventional well-
being categories like mood, worry and focus [17]. As described on
the company’s website, the app combines both digital biomarkers
(here—interactions with the phone) and active input (here—self-
reporting through a survey). Yet, these categories turn out to be
intended as digital questionnaires on depression severity (PHQ-9),
generalised anxiety disorder (GAD-7), and ADHD (ASRS). Accord-
ingly, the “score” that the person sees on the screen is “based on
a digital behaviour comparison to other people diagnosed with
ADHD, Depression or Anxiety” ([16], emphasis added). Somewhat
concerning is Behavidence’s demo interface images that appear
on the landing page of the app’s website and Google Play Store
page [16, 153]. It differs from the app itself and shows that perhaps
the initial intention was to track diagnostic data for mental health
conditions like ADHD and PTSD, visualising it in percentages. Sim-
ilarly, while Kintsugi’s presents itself as a wellness app, its interface
suggests that the user can see the manifestation of symptoms of
depression and anxiety every single day. Such a case could be accu-
rate for people experiencing severe episodes or have clinical cases
of depression and/or anxiety. Yet, if that is the case, the content of
the app like mindfulness exercises and gratitude journal seems to
be inappropriate for that level of severity.

Related to that, the second concern pertains to the creation of
new epistemic concepts and metaphors, or translation between
medical constructs, data, and lived experience. Sonde offers an
example of this by using measures such as levels of “crispness”
or “sluggishness” of a voice as indicators of mental “fitness”. The
explanation reveals that this quality of voice is measured by the
“average duration of vowel sounds in speech” (see also [76]). While
clinical research [2] indeed shows a statistically significant correla-
tion between psychological distress and especially depression and
vowel length, there is a significant jump in abstraction from vowel
length to sluggishness to then crispness. In this sense, producing
new concepts in an attempt to translate the relation between the
data and mental health experience that are inconsistent or obscure
might be as unsuccessful as labelling every negative emotion under
“depression”.

LAt the time of writing, the app version enabled access to a functional demo. In the
following update, however, it became inaccessible without a "group code" provided by
the administrators.
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The third concern is the interactions with the data available to
the user. Among the three, Kintsugi is the only one that suggests
some basic self-help modules and gives an option of contacting a
mental health professional if the measurements get too high. The
presented data overall appears to be simply indicative, displaying
“facts”, providing neither insight into the data nor suggesting "acting
on the data". On the other hand, despite the design not making it
into the final iteration, Behavidence’s attribution of similarity score
with such conditions as ADHD and PTSD is particularly troubling.
Without any access to data and transparency of algorithms, the
result of 64% similarity to people with ADHD diagnosis (as the is
difficult to make sense of (considering that, in the app, it is replaced
with “Focus”, levels of which fluctuate every day) and can result
in (self-)misdiagnosis, cyberchondria, or, at the very least, leaving
the person in a state of confusion, vulnerability and self-stigma
2. As discussion in hermeneutics elucidated, “understanding and
meaning do not arise automatically from demonstrating correlation
or causal relations” [211]. In other words, at this development stage
of DP, the ability to simply externalise, quantify, and represent
mental health makes it an attractive enough tool, yet it is lacking
in practical usefulness and further reflection and action.

Representation thus is a mediating link between perception and
experience. It determines the form and boundaries of the object of
experience and knowledge (in this case, mental state and somatics),
defines which of its elements are elicited to the senses and as such
“formats the cognition” [196]. The way interfaces are currently de-
signed, both processes of sensing and representing are intended for
the recognition of abnormalities and susceptibilities, thus rendering
the user’s state as always being “at-risk”, “presymptomatically ill”
and as “patients-in-waiting”—as a daily occurrence of depressive
and anxiety episodes demonstrated [54, 195]. As much as the apps
currently renounce their connection to medical diagnostics for le-
gal and ethical reasons, they continue to borrow authority and
credibility by using clinical constructs [117].

Meanwhile, in addition to “relationships among elements of an
interface and the meanings, affects, moods, and intuitions they pro-
duce in the people that interact with them” [10], the pragmatist
approach calls for foregrounding of what people can do with the
knowledge about themselves that get represented for them and
about them. Empirical literature on personal technologies for phys-
ical health, whose data arguably has more clearer causal relation
with the biomarkers, demonstrates that neither casual users nor
people managing chronic conditions nor clinicians expect accuracy
and reliability from self-tracking technologies [5, 57, 147, 169]. In-
stead, the main value of personal health technologies (PHT) lies in
the sense-making and narrative emplotment of data (that is, data
occupying a significant role in health and illness narratives)—both
in everyday and healthcare contexts [42, 118, 158, 169, 175]. In other
words, these data allow users to contextualise their sensed health
and find a place within their personal health or illness narrative.
Consequently, users are quick to abandon PHT, when “epistemolog-
ical tensions” arise, e.g. if data contradicts their self-perception and
are ill-fitting to the narratives and existing sociocultural models
of health [82, 175]. The aforementioned observations suggest that

2At the time of writing, Behavidence’s website [17] presented the app as an aid to
clinicians, but the version with the same metrics (stress, mood, focus, and worry)
remained accessible on Google Play Store.
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data are therefore encountered as an evocative object in need of
contextualisation [78], while the digital interfaces of PHT func-
tion as tools of organising information and creating categories and
relations.

DP apps, on the other hand, provide no opportunity for meaning-
ful data work for the user (and it is unclear whether clinician-facing
systems are any different). Placing the interaction within the con-
texts of “objectivity” and health data, interfaces evoke a sense of
moral obligation to respond to the data displayed. Yet, instead of rep-
resenting health in meaningful, actionable ways, they produce data
doubt and data anxiety [114, 156]. Of course, how mental health
is visualised through the data and interface is dependent on how
mental health is sensed in the first place (that is, what kind of data is
collected) and how evidence is constructed. A pragmatist aesthetics
approach would emphasise the incomplete, dynamic nature of the
data that allows for meaningful engagement and a sense of care
[109, 196].

3.3 Experience

On par with objectivity, another promise that DP advocates make
is that passive sensing can provide access to the “lived experience”
of (prospective) patients by virtue of personal mobile devices being
innocuous and ubiquitous [45, 93, 95]. Yet, instead of adding gen-
erative complexity to the diagnostic and monitoring methods—for
instance, larger contextual awareness of the system and giving an
equal epistemic value to the life-world narrated by the patients—the
claim is that DP simply leaps over the representation of the experi-
ence (i.e., the narrative) to the “reality” itself, as it unfolds. Burkhout
and Zaheer note that it is curious that the DP proponents employ
the vocabulary of “lived experience” at all, as the discourse around it
is deeply entwined in “scientistic language, reflective of normative
models and curative practices implicated in ableism and sanism”
[22]. As such, an approach assumes a “view from nowhere” that is
decontextualised and generalising, where the diversity of expres-
sions and experiences of health get flattened and homogenised,
with normative ideas of what health and illness should feel like
being fostered.

As an aesthetic proposition, we call for a closer examination of
contexts of use, consequences of implementing and domesticating
such technologies, and revealing obfuscated affective and cognitive
layers of interaction with technologies such as DP. In particular,
we argue that what gets omitted from the development and design
of DP is recognition and alignment with mental health models and
related somatic and behavioural expressions. Within the aesthet-
ics perspective, we emphasise three elements of experience that
we will elaborate on below, namely: embodiment, sensibility, and
performance.

3.3.1 Embodiment. (Ill) mental health is grounded in the body.
Episodes of depression and anxiety are felt in the body the same
way as they are recognised in the change of thought patterns and
cognition. Similarly, symptoms of conditions that DP argues to be
able to identify (like bipolar disorder, schizophrenia, and psychosis)
are connected to the transformation in embodied sensation, per-
ception and interactions with the world and others [63, 66, 199].
As people make sense of their experiences of mental health, they
engage not just in analytical reflection but attempt to attune and, if
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possible, evaluate their perception of the lived world, somatic expe-
rience, and affective states. Moreover, experience and articulation
of mental disorders are predicated by culture [106, 107], as somatic
cultures and media representations, practices, discourses, and be-
haviours in one’s social circles help to shape mental health experi-
ences. Design for DP thus should not limit itself to the biomedical
model of mental health as the transformations and disruptions of
those mind-body connections are not solely engendered by biology.

Whether provided by a clinician or a DP app (treated as a medi-
cal authority), knowledge about mental health can be internalised
and integrated as an objective-self-fashioning [50], potentially lead-
ing to a post-diagnosis identity [209]. This transmission of mental
health knowledge, then, is not neutral as it gets translated back to
people’s experiences and their identity expression. Crucially, it does
not happen in a straightforward way, where information simply
gets absorbed. Sensing and sense-making are selective and construc-
tive behaviours that are anchored in cultural representations of
mental health, which influence not just cognition but health-related
behaviours, treatment acceptance and even outcomes [8, 139, 184].
Furthermore, naming a particular state also produces an interpre-
tive frame to one’s behaviours and experiences, overall influencing
people’s lives [142]. The framings of mental health are then re-
flected in the perception of the body(mind) and the interactions
with the environment.

In the case of DP apps, which provide limited tools for reflection
and insight, we may expect that the users will more actively employ
lay models of mental illness and folk theories of mental health, even
if they contradict the clinical ones. Often, they involve intensified
somatisation and narratives around it, as well as an interweaving
of illness or distress into one’s life narrative [21, 30, 149]. Designers
of DP should engage with the vernacular models of mental health
(i.e. the subjective, “irrational” accounts of one’s experience, expres-
sion and explanations of mental (ill) health) alongside the clinical
ones (i.e. accurate, objective, and analytical), without propagating
potentially harmful practices.

3.3.2 Sensibility. While culture mediates people’s experiences of
mental health, DP systems also reproduce and put forward a par-
ticular model of mental health, prescriptive of how a “mentally
healthy” person should appear to the sensors. In playing out those
normative accounts of mental health, DP is therefore deeply inter-
twined with moral judgement [67, 115, 204], affecting how mental
health is experienced and expressed. Meanwhile, detecting and
articulating a sign of distress requires an aesthetic sensibility. Peo-
ple in distress attempt to discern a particular feature of their per-
ception or behaviour and place it within the whole of their lived
experience—temporally and relationally. This process often takes
a non-linguistic and sometimes even pre-cognitive form of a felt
sense of the situation, rather than a clear discursive articulation
[68]. Whether it surfaces to consciousness or not, this knowledge
participates in making sense of one’s (ill) health.

While DP apps seem to focus on their diagnostic potential, there
are further potentialities related to distress or illness management.
DP attempts to stimulate insight, a recognition of the presence of the
illness and its consequences on one’s relation to the world, oneself
and others [122]. Meanwhile, this task of insight is traditionally un-
dertaken by psychodynamic therapy—a learning process, in which
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a patient comes to a better comprehension and interpretation of
their mental lives and, as a result, coping more effectively with
their condition [97, 115]. For instance, through tracking practices,
people with bipolar disorder learn to identify the signs of the onset
of manic or depressive episodes—i.e., cultivating a sensibility—and
often complement clinician recommendations with their own meth-
ods of recognising early warning signs and tracking [119, 126]. In
the recommendations for tracking practices, Matthews et al. [126]
align the tracking itself with the “timeline” of bipolar disorder,
thus adjusting the frequency of tracking activities to the point of
withdrawing from tracking completely when the person learns to
recognise and manage their state without support.

If a person is to trust the data provided by DP, they might de-
velop a particular sensibility and certain idioms of distress that
align with their datafied representation [139]. This alignment as-
pect should be represented during the design stages. A variety of
mundane behaviours could be perceived as pathological: for in-
stance, people might become more sensitive to digital biomarkers
such as a variety of places visited, responsivity to calls and texts,
vocal characteristics, phone interactions, typing patterns etc. and
place them within medicalised sense-making frameworks. More-
over, an aesthetic judgement could be directed not only towards
one’s own expressions but also that of others, causing personal
social tensions [33]. The articulations of mental distress or symp-
toms of disorders become quite tangential, flattened and fitted into
measurable structures and classifications of “digitised suffering”
provided by the platform, while other expressions that could not
be straightforwardly translated into digital biomarkers are being
marginalised or erased altogether [22, 53, 104, 150]. Thus, an al-
ternative design of DP systems needs to consider plurality and
complexity of articulations of distress.

3.3.3  Performance. DP can encourage the users not only to develop
a sensibility towards embodied expressions of digital biomarkers
but also new digital behaviours and interactions with technology.
As was mentioned in Section 3.2, the majority of DP apps currently
fail to facilitate any particular practices in interacting with the
knowledge they provide. The data is simply displayed as is and
suffers from being abstracted and decontextualised [171, 214]. This
can propel a form of data anxiety [156], where users become ap-
prehensive about which of their behaviours and inner states get
translated into data and how and evoke “digital bodymindwork prac-
tices” (adapted from [145]), whereby users might enact or conceal
particular illness behaviours because they are visible through the
data [36, 165]. In the case of DP, people could try to perform those
tangential signs of distress for the algorithms—whether so that they
can receive feedback on the improvement of their state or to act
out their illness identity. Meanwhile, suppose DP is to be at some
point integrated into clinical practice. In some cases, patients might
challenge the diagnosis an app has reached or the accuracy of the
data, as a result performing against the algorithms. Designers of
DP thus should consider the capacity for diagnostic dissent [60]
and contestability that necessarily engages with one’s experience
and expression of mental health.

Without fully abandoning physiological aspects of mental health
or discrediting existing clinical expertise, we believe that they can be
enriched by findings of phenomenological philosophy and medical
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anthropology presented in this section. Technological innovations
in mental healthcare need to embed not only a perspective of clinical
professionals, facilitating the production of evidence for diagnosis,
but also acknowledge (prospective) patients who seek tools to live
and cope with their condition, as much as the frictions and value
conflicts those positions inevitably have.

In keeping with our analytical proposition outlined at the begin-
ning of this section and expanded here, we contend that the key
goal of DP apps should be the development of aesthetic sensibility
towards one’s own state, both mental and physical. Sensibility here
means both "perceptual awareness that is developed, guided, and
focused" [25] towards inner experience and attentiveness to the
mode of expression. The difference between simply noting changes
in one’s condition and aesthetic sensibility lies in the strong inter-
connection between perception and reflectivity, which results in a
dialectical relationship between aesthetic agent and object (even
if they are one and the same, as discussed in Section 3.2) [125]. In
this sense, DP emerges more explicitly as both collaborating and
mediating agent, encouraging a particular mode of attention and
engagement with one’s felt and lived experience of mental health.

3.4 Relationality

Insel [93] states that “the promise of digital phenotyping is that this
objective measure happens in the context of a patient’s lived experi-
ence, reflecting how he/she functions in his/her world”. Building on
the claim of misemployment of the language of “lived experience”,
we reiterate that in its current form, DP fails to consider situated
and relational components of the lived experience of mental health.
Aesthetics, at its core, is concerned with perceiving relations and
qualities of those relations within a field of particular experience
[1, 32]. Similarly, mental distress or illness affects the relations with
oneself, the world and others—some get damaged, some mutate,
and some get created [47]. Instead of mending and strengthening
these connections, thus engaging support resources and building
resilience, the experience is reduced and flattened into discrete and
selective events as a result of DP’s computational logic.

The current design of DP apps mostly renders the interaction
as one-on-one: either in the form of patient-technology or doctor-
technology relationships. Despite pursuing clinical applications,
the work on organising diagnostic pathways involving the health
professional, service user and the Al is missing. As stated earlier,
face-to-face mental health consulting and diagnostics are inherently
aesthetic, and their “success” depends on all parties’ sensing and
sense-making skills. The way an aesthetic Al agent participates and
collaborates in those existing sensory processes requires a carefully
thought-out, appraised, and congruent strategy (see also [39]). DP
apps enact the process of these digital diagnostics as a solitary act,
where the person presents themselves to be “read” in real-time
and given feedback in a numeric form within a limited range of
metrics. Such an approach, even if indirectly and unintentionally,
reproduces the flaws and limitations of the biomedical model of
mental health. The experience is seen as contained within the ac-
tivities and properties of the brain [204]. Furthermore, DP apps in
their current state assume personal responsibility for one’s mental
health, including being responsible for initiating and engaging in
personal health surveillance practices (and motivated to do so) [46].
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Designers should be particularly aware of the relations they im-
ply and embed into interactions with a DP system. Aesthetics, at its
core, is concerned with perceiving relations and qualities of those
relations within a field of particular experience [1, 32]. In turn, aes-
thetic sensibility is necessarily grounded in the social domain, as
aesthetics both determines the mode of relating to the environment
and others and how the relations are organised, juxtaposed, and
exposed [23, 173]. Following Good [69], distress and illness are
better understood as happening in the body-in-the-world, rather
than simply in the body: that is, in time, in place, in history, and
in the context of lived experience and the social realm [69]. Conse-
quently, “[symptoms] are, at times, a necessary condition for the
afflicted to articulate a new relationship to the world and others”
[27]. Perceiving signs of mental distress and, possibly, disorders in
others is also a participatory aesthetic engagement, where the per-
formance of idioms of distress are noted or other signs intuitively
sensed [24, 33]. Even in physical health "self"-tracking, authors
such as [26, 42, 103, 135, 136, 155, 175, 205] demonstrate that PHT
are rarely displaced from their local and social contexts, despite the
intended individual-focused practice. Yet, when those symptoms
are more elusive and their expression restrained due to the fear of
stigma, misunderstanding, and/or moral blame, digital care-seeking
behaviours might be seen as the only available safe choice. Who is
made aware of those behaviours (if at all), who is allowed access to
the data and sense-making together with the AI and the user, and
who is intentionally excluded are all equally the concerns of ethics,
but also a design of relational practices [4].

At the same time, it is worth expanding Good’s articulation,
adding that illness and distress occur in the socio-material world
[111, 116, 120, 206]. In addition to informal care networks and
healthcare staff, the experience of mental health involves configura-
tions of medical and non-medical spaces, technologies, bureaucratic
realities, regulations, policies, infrastructures, local social practices,
and a multiplicity of other conditions that Kaziunas et al. [102]
designated as ecologies of care. Its elements can both spawn fric-
tions and facilitate expressing the need for and receiving care. As
of now, being at the early stages of development, DP systems un-
derstandably present themselves as stand-alone, universal tools
transforming diagnosis, management, and prediction. At the same
time, being aware of the situatedness of digital health technolo-
gies within social, cultural, political, and medical contexts, and
consequently having a grasp of what kinds of relations DP will
be embedded in and which of those relations might it weaken or
strengthen should be a valid design concern.

Importantly, the discourse around DP constructs a particular vi-
sion of algorithmic care: mental health is transparently visible and
immediately legible, diagnosis requires minimal time and burden on
the medical system, while, in an ideal situation, a hyperaesthetically
vigilant, intelligent technology watches over the person to prevent
any harm. It also carries significant normative positioning regard-
ing autonomy, agency, subjectivity, identity, scientific authority,
right to intervene and others. That said, some types of care can be
oppressive and marginalising. Scholarship on Al in mental health is
yet to define the specifics of what it means to receive good algorith-
mic care and how it can be provided. Grounding in the arguments
of Saito [173] and DeFalco [48], designers, health professionals, and
patients need to develop a clearer sensibility of how DP can care
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well. Perhaps, that requires looking beyond the reproduction of
current human capacities and activities in an automated and ampli-
fied way and, instead, engendering new practices, sites of care and
organisation of care relations. Crucially, instead of reducing the
complexity of the experience of mental ill health and its expression
for the sake of legibility and capacity for intervention, an aesthetic
approach calls for maintaining and sustaining its heterogeneity
while providing new modes of care and support. Certainly, this is
easier said than done. Yet, cultivating and developing an alternative
model of DP alongside the mainstream discourse and practice is
valuable enough at this stage.

4 Design Considerations in Felt Informatics

This paper surfaced the aesthetic aspect of mental health and placed
DP within a different problem space, allowing a new lens to be ap-
plied. Mental distress and disorders are aesthetic concerns, as they
implicate the perception of oneself, others, and the world, disturb
or create new relations through that mode of perception, and are
managed by developing a particular sensibility towards experiences
and manifestations. Moreover, the significance of events, environ-
ments, connections and other stimuli is felt and only through the
body do they acquire meaning [99]. The four aesthetic elements, or
stages, within DP are intended to direct designers towards a more
critical and reflexive approach in developing DP systems in view
of how they are situated within the user’s lived and felt experience
and how they can serve to produce generative knowledge of mental
health for both patients and practitioners.

In many ways, the approach proposed here aligns with Rooksby
et al’s [167] model of lived informatics. Authors highlight that peo-
ple who track their health are rarely rational data collectors, but
instead employ different styles of tracking and meaning-making
depending on their experiences and current needs. Similarly, Kaz-
iunas et al. [103] describe data “as already an inherently central
and relational part of being in the world”, foregrounding “data as
an integral way of living, collectively produced and engaged with”.
However, we would like to go even further in our proposition of
felt informatics. While building on existing propositions, we seek
to centre the question of how mental health is felt somatically and
affectively in relation to the data. Therefore, in our view, DP apps
should aim to incite aesthetic engagement and cultivate aesthetic
sensibility as a skill. To reiterate, foregrounding felt life (that is,
sensing) through aesthetic sensibility will also intensify interpre-
tation and reflection (that is, sense-making). The latter processes
are particularly emphasised through the aesthetic agency of Al
existing in parallel with that of users. Despite this lens applied here
to DP specifically, extending it to other mental health technologies
and, perhaps beyond, appears possible. Felt informatics asserts that
in designing for digital mental health, designers and researchers
should take into account not only how technologies mediate values,
behaviours and practices, but also how perception and interpre-
tation of data influence and is influenced by cognitive capacities,
affects, and somatic experience—that is, felt life. Considering the
pragmatist aesthetic proposition outlined above, we provide con-
siderations for design and an indication of areas of attention that
were previously mostly unattended by DP proponents and critics.
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Before providing more key points of reflection, the following ta-
ble summarises our proposition and provides a general alternative
direction (Table 1).

4.1 Creating Conditions for Sensory Experience

Designers should take responsibility for defining the boundaries
and modalities of sensing and sense-making experiences of mental
health. Algorithms, interfaces, and digital storytelling of the app
content delimit the field of the senseable, normatively draw rela-
tions between behaviours and mental disorders, and determine how
and which elements organise and enable particular configurations
of one’s experience. As such, through its design, DP should sur-
face and intentionally curate the aesthetic dimension of experience,
without immediately imposing diagnostic labels. Conversely, in the
case of current apps employing solely vocal biomarkers, voice can
be felt as a main proxy towards the whole of experience with users
paying close attention to how they and others perform vocally in
everyday life, creating a skewed notion of a manifestation of men-
tal ill health. Furthermore, paying attention to that means noting
where the system marginalises some forms of articulating distress
that are, for example, culturally specific, class-based or gendered
[150]. In other words, designers should not be led by the goal of
including features into design simply because they are technically
possible and uncomplicated but think holistically about what type
of experience they are enabling and facilitating.

This involves carefully considering the level of seamfulness in
design [37] and Al explainability. It also requires attention to which
signs of mental health are made visible through the algorithms and
interface, as well as how the absence of certain signs is addressed.
Furthermore, from the examples in Section 3.2, it appears that cur-
rent apps lean towards the pathologisation and medicalisation of
behaviours. Instead of judgement, DP apps should open the possi-
bility for people to aesthetically engage with their conditions and
provide a site for sense-making [197]. Medical information should
not be presented as a health symptom checker and, instead, be
more interactive and encourage reflection and improving aesthetic
sensibility in relation to mental health.

To sum up, designers should be more cognizant of the following
questions:

o  What should be made visible and what should be hidden?

e  Which aspects of what is visible can be discerned?

o  Why should it be treated as valuable medical evidence? How
should it be framed?

e How does it support insight and reflection or enhance the felt
experience and encourage further actions?

4.2 Engaging with Felt and Lived Experience of
Mental Health

The untamed site of innovation for psychiatry lies in the engage-
ment with somatic experience that could be difficult to bring to
conscious awareness and put to words. Yet in some cases, it is in
this felt form that distress is first perceived and identified [150]. For
some people, mental conditions are manifested through somatoform
disorder—that is, unexplainable and inconsistent physical symp-
toms “standing in” for mental ones. Therefore, instead of trying to
engage in analytical meta-observation of one’s life (as common for
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Table 1: Elements of felt informatics approach for digital phenotyping

Element Field of focus

Main concern(s)

Aesthetic intervention

Perception Algorithm design

Representation Data visualisation

Experience Internalised model of (ill) mental health

Relationality Socio-technical ecologies of care

Claims of neutrality and objectivity

Framing and data (non-)interactivity

Claims of access to lived experience

Decontextualisation

Positioning Al as an aesthetic agent

Attention to elicited sensory experience; cre-
ating space for reflection and action
Attention to normative performance and cul-
tivation of sensibility in the everyday, based
on internalisation and embodiment of data

Embeddedness in the socio-material worlds

surveys and some types of e-therapy) and monitoring behaviours
outside of contexts they occur in, DP apps can engage in the elicita-
tion, amplification, and enrichment of felt experiences. HCI already
has experimented with body sensations as design material [202],
body maps [40, 201], felt-sense methods [140, 141], as well as other
soma-based design inquiries [188, 191, 200, 210].

Our recommendations lean towards DP as person-oriented track-
ing [126] that is directed at helping the user understand, monitor,
and cope with their condition without an overwhelmingly clinical
framing. At the same time, we do not rule out the implementation
of elicited somatic reflections and insights as clinically relevant
data for mental health practitioners to be employed for diagnosis
and treatment planning. It has to be noted, however, that from
the patient’s side, some symptoms of mental disorders might in-
tensify with heightened attention to the body (including already
mentioned somatoform disorder) [180], while practitioners might
misattribute physical symptoms to mental conditions in the process
of “diagnostic overshadowing” [189]. Therefore, the way aesthetic
engagement is implemented should be performed with the utmost
care and have the capacity to be tailored to the user’s immediate
needs and concerns.

We call for designers to inquire further into modes of engagement
of felt experiences through technologies, which should eventually
be grounded in collaborative design and research with both people
with distress or disorders and practitioners:

o  Which data visualisations and interactions can be the most mean-
ingful to people with distress to understand and cope with their
condition? Which are most useful for the practitioners? How to
balance out the needs of both?

o How do the displayed results affect the user’s somatic (or otherwise
felt) experience of distress or disorder? Can they amplify it? Can
they misguide the user?

e How are quantitative and qualitative metrics juxtaposed in the
data analysis and representation?

e How does the app balance medical knowledge with lived experi-
ence?

4.3 Developing Sensibilities Towards One’s
Experiences

As mentioned previously, shallow and schematic display of data
should not be the end goal of DP (or other mental health apps, for
that matter). Neither should diagnostic labelling—especially if it is
predictive. Therefore, following Forgione [60], we urge designers
to prioritise the reflective impact of diagnosis, “that is, how [it]

informs the patient’s reflection on the states of affairs in her life,
including who she is, how her mental disorder is expressed, how her
interpersonal relationships proceed, and how these interact”. DP
should pursue meliorative aims to cultivate the aesthetic perception
that is relevant and useful and that leads not so much to cure, but
care and a “good life” [182]. When it comes to DP, its hyperaesthetic
apparatus could assist in developing attunement to one’s body and
mind and their changes, yet it should be done in a collaborative
format allowing for safe contestation and deliberation.

In search for tools for articulation and cultivation of sensory
sensibilities, HCI and soma design researchers have proposed such
concepts and methods as somadata [3], somatic facilitation, self-
evidence, critical emotional biosensing [86, 176], affective loops [89],
and micro-phenomenology [157]. While all these methods involve
somatic experience, they are not the only form of sensibility that
can be developed, since the somatic approach, as noted above, may
not be suitable for every person or their specific situation. A broader
notion of felt life can be mobilised. Consequently, DP interventions
should be embedded into lived experience and with consideration
of life events and life circumstances (including non-routine events
and life disruptions) [52, 138, 161, 162]. For instance, Rapp & Tirassa
[162] provided guidelines for PHT that involve different facets of
the self: present, past, future, and interconnected self. Within this
approach, technologies should, for instance, evoke one’s memories
of what, how and why something was felt and explore possible
future scenarios (both positive and negative). With this in mind,
embracing intricately intertwined temporality of mental (ill) health,
rather than assuming a linear movement towards a “healthy state”
could allow for more reflective illness/health narratives among
users. For any of the suggestions, scaffolding is advised to cultivate
sensing and sense-making skills [161, 186].

The following questions should be addressed by designers:

o In which conditions and situations would a person benefit from
a diagnostic label?In which cases would it lead to more harm
and stigma?

e Which sensing and sense-making skills could be generative
and therapeutic for people experiencing distress in terms of
understanding, managing, and coping with their condition?

e What are those for people with particular mental disorders?

e How can people’s sensing and sense-making skills be improved
by collaborating with an AI? How to ensure that people main-
tain autonomy over their experience without DP impinging on
and invalidating it?
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e Which everyday practices could serve as a site for eliciting and
cultivating sensing sensibility?

e In which ways does the design attune to the messiness and
complexity of everyday life and allow for the “imperfect” use
of the technology?

4.4 Introducing Technology into Ecologies of
Care

Despite the early years of DP, we still urge designers to consider
thinking of DP as part of ecologies and infrastructures of care
rather than a stand-alone technology [101, 102, 130]. Those ecolo-
gies consist of human and non-human actors, institutions and pro-
cesses, producing an assemblage of care relations. Methodologically,
Hwang et al. suggest designers should develop abstractions of sys-
tems ecology, e.g. infrastructural speculations that “offer designers
tactics for interrogating the interactions among computing sys-
tems, people, social institutions and political environments” [88].
Pragmatically acknowledging the relationality of mental healthcare
allows to “build a more just distribution of caring and increase par-
ticipants’ capacity to care and be cared for” [192] and, as a result,
enables more aesthetic engagements of collective experiencing of
care [173].

One of the aspects could be the engagement of informal circles
of care. Murnane et al. [135] underline that, firstly, personal data is
necessarily relational, and, secondly, despite the term self-tracking,
its practices are embedded in interpersonal relationships: whether
it involves collaborative sense-making, co-tracking, tracking for
someone else, or data sharing (with the doctor or whoever was
given access). Therefore, as the authors recommend, design for self-
tracking (including DP) should consider multiple layers of sociality
people are involved in and that affect the course of the condition
as well as its quality, including the dynamism of those relations
that tend to change or even break. Importantly, no assumptions
should be made about the quality of those relationships. Flexibility
in involving different actors is crucial: family is not always the ideal
caretaker and doctors are not always the ones who bring healing.

To address these concerns, the following questions should be
asked in the process of design:

e  What are the existing care pathways? At which point(s) in the ser-
vice user journey should the technology serve as an intervention?

e  What are the cultural, national, local, and in any other way
situated practices of care regarding mental health? What is the
social, political, and technological context that the technology is
getting embedded into?

e In which social relations the user is embedded? How do they affect
the person’s perception, experience, and articulation of mental
health? Among them, who should be involved in the data practices
of DP and who should the user be protected from?

o In which ways can the user personalise the configuration of the
care ecology embedded in the app/system?

e What roles can informal care circles assume and at which point
should institutional mental health services join in?

4.5 Coordinating Aesthetic Agencies in Tension

While current research often focuses on unilateral interactions such
as patient-Al and doctor-Al the relational element of participating
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in clinical decision-making should not be omitted. AT markedly
mediates the experience and knowledge practices of both patients
and clinicians. It shapes which behaviors are seen as significant or
pathological, expands the understanding of risk, determines what
evidence is mobilised to diagnose or assess treatment effectiveness,
and establishes a possibility of contestation of these processes. Not
only analytic reasoning but also tacit (felt, intuitive) knowledge,
as well as the aesthetic skills of both patients and mental health
professionals are being superseded by the assumed objectivity of
Al Most patients in the survey by Benda et al. [20] claim that if the
clinician arrived at a conclusion against the presence of a mental
disorder and the Al with 80% accuracy would contradict it, patients
would rather lose trust in the doctor than question the AI .

Al-assisted psychiatric diagnosis should be inherently intersub-
jective and collaborative [110, 190], where Al does not show up sim-
ply as the deliverer of facts, but, as mentioned earlier, an aesthetic
agent in its own right. The expectations of patients and clinicians
in addressing respective needs, assuming responsibilities and roles,
and offering personalisation or standardisation can significantly
vary [38, 71, 213]. Without deliberate design of this collaboration,
multi-stakeholder interactions with the patient-generated data, as
well as paths of contestation and deliberation, DP can turn into a
point of frustration, burden, and conflict. Human-AlI reflexive prac-
tice [6] is required to establish meaningful interactions with data,
allowing possibilities of care frictions [35], diagnostic dissent [60],
and critical inquiry. Furthermore, Cila’s [39] framework of human-
agent collaboration proposes a practical approach for organising
such relations by evaluating collaboration qualities such as code of
conduct, intelligibility, and common ground in the process of design.
As such, the model of a multi-user system should be followed, in
which both patients and clinicians have access to the same system
and thus both are able to participate in decision-making [94].

The following questions should be addressed:

e  What are the mechanisms of contestation with AI’s conclusions
for the patient?

e  Which part of clinical practice (intake, diagnosis, treatment op-
tions, monitoring etc.) will Al intervene in and how is its role
delimited in each of them?

e How can expectations of each actor be established in a clinical
encounter and everyday context?

e How should aesthetic agency and expertise be distributed among
the collaborators? What is the mechanism of each contributing to
the diagnostic and other processes?

5 Conclusion

It would be unfair to say that DP’s proposition for revolutionising
psychiatry is not without its virtues and genuine concern for both
practitioners and patients. Yet, to truly develop a tool or method
that will provide people with distress or mental health conditions
with the help and support they need and clinicians with more ex-
pansive information to understand their patients better for the
more generative path of healing, DP has to look beyond clinical and
biomedical knowledge towards transdisciplinarity and pluralism.
A technology that promises a window to the lived experience of
patients needs to recognise the messy, unquantifiable, and irrational
parts of life. Drawing on the perspective we outlined, future work
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could further look into more thoughtful and engaging ways of col-
lecting, organising, presenting, and interacting with mental health
data. Instead of translating behaviours into metrics and determin-
ing a diagnostic label as an ultimate goal, DP could possess a more
intimate and heedful role in a care-seeker’s life. To do so, instead
of a forensic quality of DP’s sensing, an embodied, relational and
felt nature of mental health experiences and articulations should
be a guiding notion in DP design. As evidence from physical health
technologies demonstrated, clinicians similarly are apprehensive of
decontextualised data points. Therefore, a proper DP design should
be largely informed by the needs of patients and doctors, rather
than simply the availability of technology. As this paper serves
as a first proposal of a felt informatics approach to digital mental
health and DP, we hope that it will serve as an encouragement for
researchers and designers to explore the aesthetic engagements and
practices of algorithmic care, including the generation of methods
and case studies.
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