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A Block ILUT Smoother for Multipatch
Geometries in Isogeometric Analysis

Roel Tielen, Matthias Möller, and Kees Vuik

Abstract Since its introduction in [20], Isogeometric Analysis (IgA) has estab-
lished itself as a viable alternative to the Finite Element Method (FEM). Solving
the resulting linear systems of equations efficiently remains, however, challenging
when high-order B-spline basis functions of order p > 1 are adopted for approxima-
tion. The use of Incomplete LU (ILU) type factorizations, like ILU(k) or ILUT, as a
preconditioner within a Krylov method or as a smoother within a multigrid method
is very effective, but costly [37]. In this paper, we investigate the use of a block
ILUT smoother within a p-multigrid method, where the coarse grid correction is
obtained at p = 1, and compare it to a global ILUT smoother in case of multipatch
geometries. A spectral analysis indicates that the use of the block ILUT smoother
improves the overall convergence rate of the resulting p-multigrid method. Numeri-
cal results, obtained for a variety of two dimensional benchmark problems, illustrate
the potential of this block ILUT smoother for multipatch geometries.

1 Introduction

Isogeometric Analysis [20] has established itself as a viable alternative to the Finite
Element Method (FEM). The use of high-order B-spline basis functions allows for
an accurate description of curved geometries, thereby bridging the gap between
Computer Aided Design (CAD) and Finite Element Analysis (FEA). Furthermore,
a higher accuracy per degree of freedom can be obtained with high-order B-spline
basis functions compared to standard FEM [21].

Solving the resulting linear systems of equations efficiently remains, however,
a challenging task. The condition number of the resulting system matrices grows
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exponentially with the approximation order p [12], making the use of (standard)
iterative solvers not straightforward. Over the years, special preconditioners have
been developed [3, 19, 34] to obtain convergence rates independent of the approxima-
tionorder p.Aviable alternative aremultigridmethods [5, 15],which canbedesigned
to be of optimal complexity for elliptic problems. Multigrid methods combine the
use of a smoother (e.g. Gauss-Seidel) and a correction obtained on coarser levels.
Typically, this correction is obtained based on a coarser discretization, leading to
so-called h-multigrid methods. The use of h-multigrid methods in IgA has been
investigated in detail, see for example [10, 12, 17, 18, 27, 32].

Alternatively, for high-order methods, the correction can be determined at a low-
order level as well, resulting in p-multigrid methods [11, 16, 22, 23, 31]. Recently,
the use of p-multigrid methods has been investigated in the context of Isogeometric
Analysis [35–38]. Throughout this paper, p-multigrid methods will be adopted as
a stand-alone solver or as a preconditioner within a Krylov solver. More precisely,
a two-level method is considered, where the second level (i.e. the “coarse” level)
corresponds to a discretization of order p = 1. Furthermore, k-refinement is applied
throughout this paper, implying that the considered spaces are non-nested.

In recent years, Incomplete LU (ILU) factorizations have gained increasing pop-
ularity within Isogeometric Analysis. As a preconditioner, ILU(k) has shown to be
very efficient [9]. When applied as a smoother in multigrid methods [37], conver-
gence rates independent of p have been observed. A drawback of ILU factorizations
are, however, the high setup costs, making their use as a smoother or preconditioner
within a solver costly [37].

In this paper, we focus on the use of ILUT factorizations as a smoother within
multigrid methods. In particular, we propose the use of a block ILUT smoother in
case of multipatch geometries. The smoother is based on a splitting of the domain
in multiple patches and has been applied successfully in the context of domain
decomposition methods for reservoir simulation problems [26].

This paper is organized as follows. In Sect. 2, we present a model problem that
will be considered throughout this paper. Section 3 presents the adopted p-multigrid
method. The global and block ILUT smoother considered in this paper are presented
in Sect. 4. The performance of both ILUT smoothers is compared for several two
dimensional benchmarkproblems inSect. 5. Furthermore, both smoothers are applied
to a challenging benchmark, a Yeti footprint consisting of 21 patches, in Sect. 6.
Finally, conclusions are drawn in Sect. 7.

2 Model Problem

As a model problem, we consider the convection-diffusion-reaction (CDR) equation
on a connected, Lipschitz domain Ω ⊂ R

d (where d is the spatial dimension):

− ∇ · (D∇u) + v · ∇u + Ru = f, on Ω. (1)
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Here, D denotes the diffusion tensor, v a divergence-free velocity field and R a
reaction term. Furthermore, we have f ∈ L2(Ω) and u = 0 on the boundary ∂Ω .
Let V = H 1

0 (Ω) be defined as the Sobolev space H 1(Ω) with functions that vanish
on ∂Ω . The variational form of the CDR-equation is obtained by multiplying Eq. (1)
with a test function v ∈ V , integrating over the domain Ω and applying integration
by parts to the second-order term:

∫
Ω

(D∇u) · ∇v + (v · ∇u)v + Ruv dΩ =
∫

Ω

f v dΩ ∀v ∈ V . (2)

The physical domain Ω is then parameterized by a geometry function that
describes an invertible mapping connecting the parameter domainΩ0 = (0, 1)d with
the physical domain Ω:

F : Ω0 → Ω, F(ξ) = x ∈ Ω ∀ξ ∈ Ω0. (3)

Many physical domains of practical relevance cannot be modelled by a single
geometry function, e.g. a channel with one or more obstacles. In that case, Ω is
divided into a collection of non-overlapping subdomains Ω(k) such that

Ω =
K⋃

k=1

Ω
(k)

(4)

and we refer toΩ as a multipatch geometry consisting of K patches. For eachΩ(k), a
geometry function F(k) is then defined to parameterize each subdomain individually.

F(k) : Ω0 → Ω(k), F(k)(ξ) = x ∈ Ω(k) ∀ξ ∈ Ω0. (5)

Figure 1 shows a multipatch geometry, consisting of 4 patches. For the spatial dis-
cretization, multivariate B-spline basis functions are adopted which are constructed
as tensor product of univariate B-spline basis functions. The latter ones are defined
on the parameter domain (0, 1) and are uniquely determined by their underlying knot
vector � = {ξ1, ξ2, . . . , ξN+p, ξN+p+1}, consisting of a sequence of non-decreasing
knots ξi ∈ (0, 1). Here, N denotes the number of basis functions and p is their poly-
nomial order. B-spline basis functions are defined recursively by the Cox-de Boor
formula [4].

The resulting B-spline basis functions φi,p, (i = 1, . . . , N ), are non-zero on the
interval [ξi , ξi+p+1), implying a compact support that increases with p. As a conse-
quence, system matrices resulting from the substitution of B-spline basis functions
into Galerkin formulations of differential equations are sparse, although the number
of non-zero entries increases with p. Furthermore, at every knot ξi the basis functions
areC p−mi -continuous, wheremi denotes the multiplicity of knot ξi . Finally, the basis
functions possess the partition of unity property and are non-negative:
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N∑
i=1

φi,p(ξ) = 1 ∀ξ ∈ [ξ1, ξn+p+1], (6)

φi,p(ξ) ≥ 0 ∀ξ ∈ [ξ1, ξn+p+1]. (7)

As a consequence, mass matrices can be lumped within the variational formulation.
Throughout this paper, B-spline basis functions are considered based on an open

uniform knot vector with knot span size h, that is, the first and last knots are repeated
p + 1 times. Therefore, the basis functions considered are C p−1 continuous and
interpolatory only at the two end points.

Multivariate B-spline basis functions Φi,p (i = 1, . . . , Ndof) are then defined as
the tensor product of univariate basis functions of order p. Let

Vh,p := span
{
Φi,p ◦ F−1

}
i=1,...,Ndof

. (8)

Then, the Galerkin formulation of (2) becomes: Find uh,p ∈ Vh,p such that

a(uh,p, vh,p) = ( f, vh,p) ∀vh,p ∈ Vh,p. (9)

where

a(u, v) =
∫

Ω

(D∇u) · ∇v + (v · ∇u)v + Ruv dΩ, ( f, v) =
∫

Ω

f v dΩ. (10)

The discretized problem can be written as a linear system

Ah,puh,p = fh,p, (11)

where Ah,p denotes the system matrix. For a more detailed description of the spatial
discretization in Isogeometric Analysis, we refer to [20].

Figure 1 illustrates a multipatch geometry consisting of 4 patches Ω(k), k =
1, . . . , 4, and the resulting block structure of the systemmatrixAh,p. The first 4 diag-
onal blocks are associated with the interior degrees of freedom on Ωi , i = 1, . . . , 4,
while the right-bottom block, shown in grey, denotes the degrees of freedom at the
interface Γ . Finally, the off-diagonal blocks denote the coupling between degrees of
freedom at the interior and the interface, resulting in an arrowhead matrix. It should
be noted that this structure is related to a particular numbering of the degrees of free-
dom. Note that this block structure is common within domain decomposition (DD)
methods [33], which decompose the global domain Ω into subproblems and solve
small boundary value problems per subdomain individually using data at the inter-
face as boundary conditions. A coarse problem is then typically solved to exchange
information about the solution between the subdomains.When non-overlapping sub-
domains are considered, the resulting block structure is similar to the structure shown
in Fig. 1. The definition of the block ILUT smoother considered in this paper is based
on this structure and will be discussed in detail in Section 4.
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Fig. 1 A multipatch geometry, consisting of 4 patches and the resulting block structure of the
system matrix. The block associated to the interior degrees of freedom of Ω2 is highlighted in red,
while the coupling between the interface Γ and Ω3 is highlighted in blue. Furthermore, the degrees
of freedom at Γ result in the gray block

3 p-Multigrid Method

In order to solve the linear system fromEq. (11), we consider the p-multigrid method
presented in [37]. With a p-multigrid method, a correction is obtained at level p = 1
by a direct projection from the high-order level. Starting from the high-order problem,
the following steps are performed:

1. Apply a fixed number ν1 of presmoothing steps to the initial guess u(0,0)
h,p :

u(0,m)
h,p = u(0,m−1)

h,p + Sh,p

(
fh,p − Ah,pu

(0,m−1)
h,p

)
, m = 1, . . . , ν1, (12)

where Sh,p is a smoothing operator applied to the high-order problem.
2. Determine the residual at level p and project it onto the space Vh,1 using the

restriction operator I 1
p :

rh,1 = I 1
p

(
fh,p − Ah,pu

(0,ν1)
h,p

)
. (13)

3. Solve the residual equation to determine the coarse grid error:

Ah,1eh,1 = rh,1. (14)

4. Project the error eh,1 onto the space Vh,p using the prolongation operatorI
p
1 and

update u(0,ν1)
h,p :

u(0,ν1)
h,p := u(0,ν1)

h,p + I p
1

(
eh,1

)
. (15)

5. Apply ν2 postsmoothing steps of the form (12) to obtain u(0,ν1+ν2)
h,p =: u(1,0)

h,p .



264 R. Tielen et al.

Note that, in contrast to h-multigridmethods, the number of degrees of freedom for
the residual equation from Eq. (14) can still be relatively large. Therefore, we apply a
single W-cycle of a standard h-multigrid method [15], using canonical prolongation
and weighted restriction, to solve Eq. (14) approximately. This corresponds to a low-
order Lagrange discretization, and hence, h-multigrid methods (using Gauss-Seidel
as a smoother) are known to be both efficient and cheap [15, 39]. The resulting
p-multigrid is shown in Fig. 2.

Instead of applying a single W-cycle, the h-multigrid method could be applied
until the residual is reduced by a fixed factor as well. By doing so, the h-multigrid
method basically becomes a solver, leaving the high-order errors to the (more expen-
sive) ILUT smoother. Numerical results show, however, that the total number of
p-multigrid iterations is not affected by this for the benchmarks considered in this
paper. Therefore, only a single W-cycle is applied at level p = 1 throughout the
remainder of this paper.

To project the error to Vh,p and the residual to Vh,1, prolongation and restriction
operators based on an L2 projection are adopted which have been used extensively
in the literature [6, 7, 30]. The prolongation operatorI p

1 : Vh,1 → Vh,p is given by

I p
1 (v1) = (Mp)

−1Pp
1 v1. (16)

Here, the mass matrixMp and transfer matrix Pp
1 are defined as follows:

(Mp)(i, j) :=
∫

Ω

Φi,pΦ j,p dΩ, (Pp
1 )(i, j) :=

∫
Ω

Φi,pΦ j,1 dΩ. (17)

The restriction operator I 1
p : Vh,p → Vh,1 is defined by

I 1
p (vp) = (M1)

−1P1
p vp. (18)

To prevent the explicit solution of a linear system of equations for each projection
step, the consistentmassmatrixM in both transfer operators is replaced by its lumped
counterpart ML by applying row-sum lumping:

ML
(i,i) =

Ndof∑
j=1

M(i, j). (19)

Note that, row-sum lumping can be applied within the variational formulation, due to
the partition of unity and non-negativity of theB-spline basis functions.Alternatively,
the mass matrix could be inverted by exploiting the tensor product structure, cf. [13].
Numerical results, not presented in this paper, indicate that the use of a lumped mass
matrix does not influence the overall convergence or accuracy of the p-multigrid
method. Note that this choice of prolongation and restriction operator leads to a non-
symmetric multigrid operator even for symmetric PDE problems. As a consequence,
the resulting p-multigrid method can only be applied as a preconditioner to a Krylov
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Fig. 2 Illustration of the p-multigrid method [37]. At p = 1, Gauss-Seidel is always adopted as a
smoother (•), whereas at the high-order level different smoothers can be applied (�). At the coarsest
level, a direct solver is applied to solve the residual Eq. (�)

solver suited for non-symmetric matrices like the stabilized Bi-Conjugate Gradient
(Bi-CGSTAB) method. Choosing the prolongation and restriction operator as the
transpose of each other would restore symmetry. However, numerical experiments,
not presented in this paper, indicate that his choice leads to a less robust p-multigrid
method [37].

Different choices can be made with respect to the smoother. The use of Gauss-
Seidel or (damped) Jacobi as a smoother at level p leads to convergence rates that
depend significantly on the approximation order p [35]. Alternative smoothers have
been developed in recent year to overcome this shortcoming [10, 18, 27, 32]. In
particular, the use of ILUT factorizations has shown to be very effective.However, the
costs of setting up the smoother (i.e. performing the ILUT factorization) are relatively
high compared to other smoothers. A computationally efficient alternative consists
in using a block ILUT smoother, which lends itself to parallelization. Therefore,
we consider a block ILUT smoother in this paper and compare it to a global ILUT
smoother.

4 (Block) ILUT Smoother

The global ILUT smoother is based on an Incomplete LU factorization with dual
Threshold strategy [28]. The factorization is based on two parameters, the fill factor
f and threshold τ that specifies that all smaller entries of the factorization are dropped.
Furthermore, the maximum number of nonzero entries in each row is f times the
average number of nonzero entries in a row of the original operator. Throughout this
paper, we choose f = 1 and τ = 10−13 so that the number of nonzero entries in the
ILUT factorization is comparable to the number of nonzero entries of the original
operator Ah,p.
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Fig. 3 Sparsity pattern of Ah,p (left) and Lh,p + Uh,p (right) for p = 4, h = 2−5 and 4 patches.
The number of nonzero (nz) entries for both operators is provided as well

A typical sparsity pattern of the systemmatrix for a multipatch geometry is shown
inFig. 3 (left). The sparsity pattern of the resulting (global) ILUT factorization plotted
as Lh,p + Uh,p is shown in Fig. 3 (right). Here, we consider a discretization with
p = 4 and h = 2−5, consisting of 4 patches. Since an approximate minimum degree
(AMD) ordering [1] is applied during the ILUT factorization to reduce the fill-in,
sparsity patterns differ significantly. Note that, indeed, Ah,p and Lh,p + Uh,p have a
comparable number of nonzero entries.

An efficient implementation of ILUT is available in the Eigen library [14] based
on [28, 29]. Once the factorization is obtained when setting up the multigrid solver,
a single smoothing step at multigrid cycle i is applied as follows:

u(i,n+1)
h,p = u(i,n)

h,p + (Lh,pUh,p)
−1(fh,p − Ah,pu

(i,n)
h,p ), (20)

= u(i,n)
h,p + U−1

h,pL
−1
h,p(fh,p − Ah,pu

(i,n)
h,p ), (21)

where the two matrix inversions in Eq. (21) amount to forward and backward sub-
stitutions.

In the following, we consider a block ILUT smoother as an alternative. This
smoother is based on the observation that, in case of amultipatch geometry consisting
of K patches, the resulting system matrix can be written as follows (see Fig. 1):

A =

⎡
⎢⎢⎢⎣

A11 0 AΓ 1

. . .
...

0 AKK AΓ K

A1Γ · · · AKΓ AΓ Γ

⎤
⎥⎥⎥⎦ (22)

Note that, in the remainder of this section, we drop the h and p as subscripts to
improve readability.
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In [26] a preconditionerP is defined consisting of a coarse partPC and fine part
PF in a multiplicative way. That is, the iteration matrix of the resulting precondi-
tioner is obtained by multiplying the iteration matrix of both preconditioners:

I − PA = (I − PCA)(I − PFA), (23)

= I − PFA − PCA + PFAPCA (24)

and hence:

P = PF + PC − PFAPC . (25)

The coarse part consists of a subdomain deflation approach [25] and takes care of
the low frequency components. However, it is known from multigrid that the coarse
grid correction decreases the low frequency components of the error. We therefore
only adopt the fine part of the preconditioner (i.e.PF ) in our block ILUT smoother
and ignore PC . Hence, we have P = PF and will use the linear iteration with
respect toP as our smoother.

Based on the considerations above, the smootherP is then defined by observing
that A can be written as follows:

A = LU =

⎡
⎢⎢⎢⎣

L1

. . .

LK

B1 · · · BK I

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

U1 C1

. . .
...

UK CK

S

⎤
⎥⎥⎥⎦ . (26)

Here, Ai i = LiUi is based on a complete LU factorization. Furthermore, we have
Bi = AiΓ U−1

i and Ci = L−1
i AΓ i . Finally, we have S = AΓ Γ − ∑K

i=1 BiCi . These
choices indeed imply that A = LU.

A smoother can now be obtained by replacing the LU factorizations by ILUT
factorizations:

A ≈ L̃Ũ =

⎡
⎢⎢⎢⎣

L̃1

. . .

L̃K

B̃1 · · · B̃K I

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

Ũ1 C̃1

. . .
...

ŨK C̃K

S̃

⎤
⎥⎥⎥⎦ . (27)

Here,Ai i
(!)≈ L̃i Ũi and all other blocks (B̃i = AiΓ Ũ−1

i , C̃i = L̃−1
i AΓ i and S̃) are based

on L̃i and Ũi . Figure 4 depicts the sparsity pattern of the operator Ah,p and the
block ILUT factorization Lh,p + Uh,p for p = 4, h = 2−4 and 4 patches. Note that,
compared to the global ILUT factorization, the factorizations are obtained within
each block. As a consequence, all non-zero entries of the global matrix Lh,p + Uh,p

stay within these blocks.
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Fig. 4 Sparsity pattern of Ah,p (left) and Lh,p + Uh,p (right) for p = 4, h = 2−5 and 4 patches.
The number of nonzero (nz) entries for both operators is provided as well

Computational Costs
In this subsection, the computational costs of the p-multigrid method adopting both
smoothers are discussed. First, we consider the assembly costs of the considered
operators after which both set-up and application costs of the block ILUT and global
ILUT smoother are presented.

Assuming an element-based assembly loop with standard Gauss-quadrature, the
assembly costs at level p for the stiffness matrix and transfer matrix areO(Ndof p3d)
floating point operations (flops) [9]. Note that the stiffnessmatrix has to be assembled
both at the high-order level and level p = 1. Furthermore, the (variationally) lumped
mass matrices have to be assembled for the prolongation and restriction operator,
at the cost of O(Ndof) flops. It was shown in [37] that the assembly costs form
a significant part of the total computational costs within the p-multigrid method.
Alternative (and more efficient) assembly techniques exist [2, 8, 24], but will not be
explored in this paper.

At the low-order level, Gauss-Seidel is applied as a smoother, which costsO(Ndof )

flops per smoothing step and has no set-up costs. The costs of setting up the block
ILUT and global ILUT smoother at the high-order level differ significantly. The
global ILUT factorization of Ah,p costs O(Ndof p2d) flops, provided that f = 1 and
τ = 10−13 (i.e. no fill-in is allowed). Under these assumptions, applying the global
ILUT smoother costsO(Ndof pd) flops. Setting up the block ILUT smoother consists
of different steps. Here, we assume that the total number of degrees of freedom
Ndof is given by Ndof = K Npatch + Ninterface, where Npatch is the number of degrees
of freedom associated to the interior of a single patch and Ninterface denotes the
total number of degrees of freedom associated to the interface. In general, Npatch is
significantly higher compared to Ninterface.

First, an ILUTfactorization is determined for all patches,which costsO(Npatch p2d)
for each patch. The matrices B̃i , C̃i (i = 1, . . . , K ) are obtained by solving the fol-
lowing systems, respectively, with multiple matrices:
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U

i B



i = A


iΓ , LiCi = AΓ i

Note that these solves only require forward substitutions and can therefore be per-
formed efficiently and in parallel at the cost of O(Npatch pd). Finally, S̃ can be deter-
mined at the costs of O(N 3

interface), assuming the worst-case scenario of a full matrix
S. Applying the block ILUT smoother O(Npatch pd) flops, assuming the smoother is
applied in parallel.

The analysis of the computational costs show that the efficiency of the block ILUT
smoother depends heavily on an efficient parallel implementation of this smoother.
This paper, however, places the focus on the analysis of the above block ILUT
smoother when applied to multipatch IgA discretizations and not on its efficient
parallel implementation. Future research will focus on a parallel and distributed
implementation of the considered block ILUT smoother.

5 Numerical Results

In this section, we apply both the global ILUT and the block ILUT smoother within a
p-multigrid method for a variety of benchmarks. In particular, the spectral properties
of the resulting p-multigrid are analyzed for different values of the mesh width h, the
approximation order p and a different number of patches. Furthermore, the number
of iterations to reach convergence are determined adopting both smoothers for the
benchmarks described in Sect. 5.1.

5.1 Benchmarks

To analyze the block ILUT smoother throughout this paper,we consider the following
two dimensional benchmarks:

Benchmark 1. Let Ω be the unit square, i.e. Ω = [0, 1]2, so that the geometry
function is the identity and a simple shrinking of Ω0 to the subdomain Ω(k) in case
of a multipatch discretization. The CDR equation is considered, where the exact
solution u is given by u(x, y) = sin(πx)sin(πy) and the coefficients are chosen as
follows:

D =
[

1.2 −0.7
−0.4 0.9

]
, v =

[
0.4

−0.2

]
, R = 0.3.

Benchmark 2. Let Ω be the quarter annulus with an inner and outer radius of 1 and
2, respectively. Here, Poisson’s equation is considered, where the exact solution u is
given by u(x, y) = −(x2 + y2 − 1)(x2 + y2 − 4)xy2:
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Fig. 5 Exact solutions on the three domains of the considered benchmarks

D =
[
1 0
0 1

]
, v =

[
0
0

]
, R = 0.

Benchmark 3. Let Ω = {[−1, 1] × [−1, 1]}\{[0, 1] × [0, 1]} be an L-shaped
domain. As with the previous benchmark, Poisson’s equation is considered, where
the exact solution u is given by

u(x, y) =

⎧⎪⎨
⎪⎩

3
√
x2 + y2sin

(
2atan2(y,x)−π

3

)
if y > 0

3
√
x2 + y2sin

(
2atan2(y,x)+3π

3

)
if y < 0

,

where atan2 is the 2-argument arc tangent function. The right-hand side is chosen
according to the exact solution.

For the first two benchmarks, homogeneous Dirichlet boundary conditions are
applied on the entire boundary ∂Ω , while for the third benchmark inhomogeneous
Dirichlet boundary conditions are used given by the exact solution. Figure 5 shows
the exact solution for all three benchmarks. All three geometries can be described by
a single patch which is converted into a multipatch form by splitting Ω uniformly in
both directions. As a consequence, the number of patches K is given by 4S , where
S denotes the number of splittings.

5.2 Spectral Analysis

For any multigrid method, the asymptotic convergence rate is determined by the
spectral radius (the largest eigenvalue in absolute value) of the iteration matrix.
This matrix can easily be obtained numerically following the procedure described in
[39]. Table 1 shows the spectral radius obtained for the first benchmark for different
values of p and K with the global ILUT and block ILUT smoother for h = 2−5. As
the spectral radii are obtained numerically, we use a relatively coarse grid.

For both smoothers, the spectral radius increases when the number of patches is
increased. For higher values of p, the spectral radius decreases when block ILUT
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Table 1 Asymptotic convergence rate of the p-multigrid adopting a global ILUT and block ILUT
smoother for different values of the approximation order p and number of patches K

p = 2 p = 3 p = 4

# patches K Global Block Global Block Global Block

4 0.094 0.015 0.090 0.011 0.062 0.005

16 0.156 0.019 0.187 0.015 0.146 0.005

64 0.275 0.039 0.374 0.067 3.659 0.058

is applied as a smoother. With global ILUT, the dependence on p is more erratic.
In particular, the resulting p-multigrid method is diverging for one of the configura-
tions, indicated by a spectral radius larger than 1. Note that, for all configurations,
the spectral radius obtained with the block ILUT smoother is significantly lower
compared to the one obtained with the global ILUT smoother. As a consequence, the
p-multigrid method (using block ILUT as a smoother) is expected to show superior
convergence behaviour.

Figure 6 shows the spectrum of the iteration matrix for the p-multigrid method
(h = 2−5) adopting the global and block ILUT smoother. For the global ILUT
smoother, the increased spectral radius for a higher number of patches can be related
to single eigenvalues positioned further away from the origin. As a consequence,
the use of an outer Krylov method is expected to mitigate this dependency on the
number of patches. This has been shown and verified numerically in literature for the
global ILUT solver, see [36]. Recall that our specific choice of the prolongation and
restriction operator leads to a non-symmetric p-multigrid method, making the use of
aKrylovmethod suited for non-symmetric systems, like Bi-CGSTAB, necessary. For
the block ILUT smoother, the spectra are more clustered around the origin, resulting
in a lower spectral radius. Furthermore, the dependency on the number of patches is
hardly visible in the spectra, although it is visible in Table 1. Therefore, the use of
an outer Krylov solver is not expected to significantly decrease the dependency on
the number of patches when block ILUT is applied as a smoother.

5.3 Iteration Numbers

Based on the spectral analysis in the previous subsection, the use of the block
ILUT smoother is expected to show improved iteration numbers compared to the
p-multigrid method equipped with the global ILUT smoother. In this section, the
number of p-multigrid cycles needed to achieve convergence is determined using
both smoothers. As a stopping criterion, a reduction of the relative residual by 108 is
chosen.We consider a random vector as an initial guess, where each entry is sampled
from a uniform distribution on the interval [−1, 1] using the same seed.
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Fig. 6 Spectra of the iteration matrix for the first benchmark obtained with p-multigrid (h = 2−5).
Here, global ILUT and block ILUT are applied as a smoother
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Table 2 shows the number of multigrid cycles needed to achieve convergence for
the considered benchmarks with block ILUT as a smoother. The number of iterations
needed to achieve convergence with block ILUT as a smoother is, in general, inde-
pendent of h. For two configurations, however, the p-multigrid method is diverging
(indicated by −). A small dependence on the number of patches is visible on the
coarse mesh, but this dependency becomes negligible for smaller values of h. For
a fixed number of patches and higher values of p, the number of iterations slightly
decreases. This behavior has been observed before in literature (See [37]) and is
related to the fact that the fill-in allowed increases with p. It should be noted, how-
ever, that the extra fill-in significantly increases the set-up times of the smoother for
higher values of p.

The number of p-multigrid cycles needed to reach convergence with the global
ILUT smoother are shown in Table 3. In general, the iteration numbers are (more or
less) independent of h and p. However, a dependency on the number of patches can
be observed, in particular for coarser meshes. Furthermore, the number of iterations
needed to reach convergence is higher for all configurations compared to the use of
block ILUT as a smoother.

As the number of p-multigrid cycles when adopting (block) ILUT as a smoother
is very low, the use of (block) ILUT as a stand-alone solver has been investigated as
well. Table 4 shows the number of iterations needed for the second benchmark when
both block ILUT and global ILUT are applied as a solver. For all configurations, the
number of iterations is significantly higher compared to the number of p-multigrid
cycles (see Tables 2 and 3). Furthermore, a dependency on the mesh width h can be

Table 2 Number of p-multigrid V-cycles needed to achieve convergence using block ILUT as a
smoother

p = 2 p = 3 p = 4 p = 5

# patches # patches # patches # patches

4 16 64 4 16 64 4 16 64 4 16 64

(a) CDR-equation on the unit square

h = 2−5 4 4 7 3 3 5 2 3 5 2 2 4

h = 2−6 4 4 5 3 3 4 3 3 4 3 3 3

h = 2−7 4 4 4 3 3 3 3 3 3 4 3 3

(b) Poisson’s equation on a quarter annulus

h = 2−5 3 4 4 3 3 4 2 2 4 2 2 −
h = 2−6 3 3 4 3 3 4 3 3 3 3 3 3

h = 2−7 3 3 3 3 3 3 3 3 3 − 6 3

(c) Poisson’s equation on an L-shaped domain

h = 2−5 3 3 4 2 3 4 2 2 3 2 2 2

h = 2−6 3 3 3 3 3 3 2 2 3 2 2 2

h = 2−7 3 3 3 2 3 3 2 2 3 2 2 3
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Table 3 Number of p-multigrid cycles needed to achieve convergence using global ILUT as a
smoother

p = 2 p = 3 p = 4 p = 5

# patches # patches # patches # patches

4 16 64 4 16 64 4 16 64 4 16 64

(a) CDR-equation on the unit square

h = 2−5 6 8 11 6 9 15 6 8 15 5 7 14

h = 2−6 6 7 8 6 8 10 7 9 13 7 8 13

h = 2−7 6 6 7 6 7 8 7 7 10 6 8 12

(b) Poisson’s equation on a quarter annulus

h = 2−5 5 7 9 5 7 11 4 6 − 4 6 −
h = 2−6 5 5 7 5 7 10 6 7 11 5 7 10

h = 2−7 5 5 5 5 6 8 5 6 10 5 7 11

(c) Poisson’s equation on an L-shaped domain

h = 2−5 6 7 11 5 8 13 5 6 11 4 5 −
h = 2−6 6 6 8 6 8 10 5 8 12 5 7 10

h = 2−7 7 7 8 6 7 8 5 6 10 5 7 12

Table 4 Number of iterations needed to achieve convergence for Poisson’s equation on a quarter
annulus. Here, block ILUT and global ILUT are used as a solver

p = 2 p = 3 p = 4 p = 5

# patches # patches # patches # patches

4 16 64 4 16 64 4 16 64 4 16 64

(a) Block ILUT

h = 2−5 28 22 16 14 10 14 8 6 10 4 4 −
h = 2−6 112 90 68 48 40 26 24 18 12 14 10 8

h = 2−7 406 386 312 178 162 130 86 64 54 48 38 26

(b) Global ILUT

h = 2−5 56 64 100 22 30 56 14 16 − 8 12 −
h = 2−6 220 218 234 84 84 100 40 42 56 24 26 36

h = 2−7 710 700 782 276 302 296 138 138 148 80 80 76

observed, making the use of (block) ILUT as a solver even less efficient for smaller
values of h.

Alternatively, a single p-multigrid cycle can be applied as a preconditioner within
a Bi-CGSTAB method. Table 5 shows the number of Bi-CGSTAB iterations needed
to achieve convergence for the second benchmark, Poisson’s equation on the quarter
annulus. Compared to the use of p-multigrid as a solver, the number of Bi-CGSTAB
iterations is only slightly lower when block ILUT is applied as a smoother. However,
for the global ILUT smoother, a significant reduction of the iteration numbers can be
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Table 5 Number of Bi-CGSTAB iterations needed to achieve convergence for the second bench-
mark. Here, a single p-multigrid cycle is applied as a preconditioner using block ILUT and global
ILUT as smoother

p = 2 p = 3 p = 4 p = 5

# patches # patches # patches # patches

4 16 64 4 16 64 4 16 64 4 16 64

(a) Block ILUT smoother

h = 2−5 2 2 2 2 2 2 1 1 2 1 1 50

h = 2−6 2 2 2 2 2 2 2 2 2 2 2 2

h = 2−7 2 2 2 2 2 2 2 2 2 34 3 2

(b) Global ILUT smoother

h = 2−5 2 3 3 2 3 4 2 3 13 2 3 353

h = 2−6 2 2 3 3 3 4 2 3 4 2 3 3

h = 2−7 2 2 3 2 3 3 2 3 3 2 3 4

achieved, as expected from the spectral analysis. Note that the use of a Krylov solver
restores stability for configurations that diverged before, but lead to a relatively high
number of iterations.

6 Application: Yeti Footprint

In the previous section, we applied the proposed block ILUT smoother on bench-
marks defined on geometries consisting of a different number of patches. In general,
the application of both smoothers within a p-multigrid method resulted in iteration
numbers independent of h and p. A small dependency on the number of patches was
noticeable, however, in particular on coarser meshes.

In this section, the block ILUT and global ILUT smoother are applied on a more
challenging geometry. We consider Poisson’s equation on a two dimensional Yeti
footprint, where the exact solution is given by u(x, t) = sin(5πx)sin(5πy):

−Δu = 50π2sin(5πx)sin(5πy), (x, y) ∈ Ω,

u = 0, (x, y) ∈ ∂Ω.

This benchmark has been considered in literature in the context of parallel multigrid
methods for IgA, see [17]. Figure 7 shows the Yeti footprint multipatch geometry
(left) and its exact solution (right) consisting of 21 patches.

Table 6 shows the number of multigrid cycles needed to reach convergence for the
p-multigrid method adopting both smoothers and the aforementioned convergence
criterion. For all configurations, the use of block ILUT leads to a lower number of
cycles compared to the use of global ILUT. Furthermore, the number of iterations
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Fig. 7 Underlying multipatch geometry (left) and the exact solution (right) of the Yeti footprint

Table 6 Number of multigrid cycles needed to reach convergence for the Yeti footprint for a
p-multigrid method with global and block ILUT as a smoother

p = 2 p = 3 p = 4 p = 5

Global Block Global Block Global Block Global Block

h = 2−3 5 4 4 2 4 2 4 2

h = 2−4 8 4 5 3 5 3 4 2

h = 2−5 8 4 6 3 5 3 5 3

needed to reach convergence is, in general, lower for higher values of the approxi-
mation order p. Results are, to a large extent, comparable with the ones presented in
the previous section. A small h-dependence can be observed, however, for smaller
values of p when applying the global ILUT smoother.

7 Conclusions

In this paper, we presented a block ILUT smoother for p-multigrid methods in Isoge-
ometric Analysis for multipatch geometries. The block ILUT smoother is based on
a preconditioner, which has been developed in the context of domain decomposition
methods [26]. The key idea is to make use of the block structure of the resulting
system matrix when setting up the smoother. As a consequence, the ILUT factoriza-
tions are only obtained for smaller blocks, where the number of blocks depends on
the number of patches describing the geometry.
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A spectral analysis has shown that this smoother is more effective when applied
within a p-multigridmethod compared to a global ILUT smoother.Numerical results,
obtained for a variety of twodimensional benchmarks, indeed showed that the number
of iterations needed to achieve convergence is lower for all considered configurations
when adopting the block ILUT smoother. The presented block ILUT smoother lends
itself for a parallel implementation, which will be the focus of future research. In
particular, focus will lie on the comparison with the global ILUT smoother in terms
of computational efficiency.
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